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Abstract— We propose a new Scaled Population (SP) based
arithmetic computation approach that achieves considerable
improvements over existing stochastic computing (SC) tech-
niques. First, SP arithmetic introduces scaling operations that
significantly reduce the numerical errors as compared to SC. Ex-
periments show accuracy improvements of a single multiplication
and addition operation by 6.3× and 4.0×, respectively. Secondly,
SP arithmetic erases the inherent serialization associated with
stochastic computing, thereby significantly improves the compu-
tational delays. We design each of the operations of SP arithmetic
to take O(1) gate delays, and eliminate the need of serially
iterating over the bits of the population vector. Our SP approach
improves the area, delay and power compared with conventional
stochastic computing on an FPGA-based implementation. We
also apply our SP scheme on a handwritten digit recognition
application (MNIST), improving the recognition accuracy by
32.79% compared to SC.

I. INTRODUCTION

Approximate computation is an approach with an emphasis
on area and power efficiency, while sacrificing accuracy. For
certain classes of applications that are tolerant to compu-
tational errors, approximate computation can achieve better
area and power characteristics compared with exact arithmetic.
Hence, it has shown promising application in scientific com-
puting [1], machine learning [2], signal processing [3], and
real-time systems [4].

Popular techniques for approximation computing include
the following: precision scaling [5], inexact or faulty hard-
ware [6], voltage over-scaling [7], and skipping tasks and
memory accesses [8]. Among these techniques, stochastic
computing [9] is a non-conventional arithmetic scheme for
area-efficient implementation of error-tolerant applications.
Stochastic computing has received renewed interest due to,
among other reasons, the degrading reliability of recent VLSI
fabrication processes, its purported decrease in power and
energy, and its robustness to bit-flip errors. In stochastic
computation, values are represented by binary bit streams, and
the arithmetic operations can be processed by simple logic cir-
cuits, such as OR/AND gates for addition and multiplication,
respectively.

However, classical stochastic computing, which is abbre-
viated as SC in this sequal, has its own limitations. First,
although it was claimed that SC has a high error tolerance
to bit flips [10], its accuracy depends heavily on the density
and the randomness of the 1’s in the binary bit-stream [11].
To the best of our knowledge, the error of SC have not been
quantified to date. This paper presents an error analysis for the
proposed scaled population arithmetic as well as SC. Second,
since SC uses a population-based representation alone for all
numbers, it can only represent numbers in [0, 1]. The limitation
can be problematic when overflow occurs in the operations,
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especially in addition. The third limitation of SC is the runtime
complexity. Although the arithmetic operation units consist
of only OR/AND logic gates, the supporting units, e.g., the
random number generator (RNG) and the shuffler, have a
runtime complexity of O(k), where k is the number of bits
in SC representation. These weaknesses limit the applicability
of SC in real world applications.

In order to alleviate the above limitations, we propose a new
Scaled Population (SP) arithmetic based computation which
achieves fast, approximate computation with a low area/power
overhead and improved accuracy. SP arithmetic uses some of
the basic ideas of SC, but with three key enhancements: a) the
inherent serialization in SC is avoided; b) the errors of SC are
significantly reduced by providing a scaling (exponent) term
in SP arithmetic; and c) the range of numbers that can be
represented by SP is much larger than what is possible in SC.
The key design goal of SP arithmetic is that each operation be
computed using O(1) gate delays (as opposed to clock cycles).
Unlike SC, SP never allows any operation which requires a
serial traversal of the bits of the operand. The SP arithmetic
achieves a dramatic speedup over SC.

Our proposed SP computation greatly improves the accu-
racy of a single multiplication and addition operation by 6.3×
and 4.0×, compared with SC. Our experimental results show
that for addition and multiplication, our SP approach uses
7.13× and 3.75× fewer LUTs than conventional floating point
number based arithmetic circuit, respectively. We also test our
approach in the scenarios of matrix inner product and image
classification using MNIST dataset. Our approach achieved a
32.79% improvement over SC in terms of the accuracy.

The key contributions of this paper are:
• Introduction of SP, with larger range, better error and

reduced delay than SC.
• Achieving constant delay for all operations, and design

for speed and accuracy over SC.
• Quantifying the errors of SP arithmetic and SC.
• Applying the SP approach on simple addi-

tion/multiplication, matrix inner product and MNIST
classification.

II. STOCHASTIC COMPUTING AND PREVIOUS WORKS

Stochastic computing is an approximate arithmetic approach
that allows area-efficient circuit implementation for some op-
erations on fractional numbers. Consider a fractional number
Px ∈ [0, 1). In conventional binary number representation, it
is represented as X = x1x2...xk such that Px =

∑k
i=1 2−ix.

In stochastic computing, by contrast, it is represented by a
Π−bit vector π, where |π| ≤ Π bits are randomly chosen to
be 1, so that Px = |π|

Π ∈ [0, 1].
In [9], [12], the key elements of stochastic computing,

including circuit implementations and a comparison with
analog computing, are introduced. One prominent benefit of
stochastic computing is the very low area cost in implementing
certain arithmetic operations. Fig. 1 and Fig. 2 show examples
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of multiplication and addition operations, respectively. The
area advantage is clearly evident. The computing results
depend on the number and the locations of 1’s in the bit-
streams, and therefore are usually inaccurate. Moreover, the
1’s are required to be randomly located in each bit-stream.

Z=XY=01000001

X=01001011

Y=01100101

Fig. 1. Multiplication: 4
8
× 4

8
= 2

8

Z=X+Y=11100011
Y=10100001

X=01000010

Fig. 2. Addition: 2
8

+ 3
8

= 5
8

The work of [13] shows how to realize subtraction in
stochastic computing by using a multiplexer (MUX) and
a NOT gate. In [12], addition and subtraction approaches
are introduced to solve the overflow problem. Although this
approach solved the problem of overflow, it is a serial process,
i.e., only one bit in π is processed at a time. Hence it can easily
form a performance bottleneck. A stochastic division circuit
design, called CORDIV, is proposed in [14].

In the basic form of stochastic computing, only numbers
in [0, 1] are allowed. In [11], multiple representation schemes
are reported to overcome this limitation. The bipolar format
increases the operands’ range to [-1,1] [15]. In [16], the
numerical value of a bit-stream representation is no longer
population-based, but interpreted as the ratio of 1’s to 0’s,
which increases the range to [0,+∞]. Although these ap-
proaches increase the range of the operands, they require a
more complicated design for the arithmetic operation circuits,
while our SP arithmetic achieves a large range for number
representation while ensuring that all operations incur only
O(1) gate delays.

Since the accuracy of stochastic computation relies highly
on the randomness of the 1’s in the bit-stream, data shuffling
has been used in SC [17], through random number generators.
However, these approaches either introduce more overhead
with respect to runtime, area and power, or are not able to
introduce enough randomness. By contrast, our SP approach
makes use of several multi-level Linear-Feedback Shift Reg-
ister (LFSR) based shuffler, which improves both efficiency
and randomness.

In spite of the considerable studies on stochastic computing,
the research attention on quantifying its accuracy and error
characteristics has been surprisingly light. In particular, there
is a lack of a systematic investigation on the errors due
to the densities of 1’s in the bit-stream of the SC number
representation. A key contribution of our SP arithmetic is to
fill this void and remarkably improve the accuracy over SC.

III. SCALED POPULATION ARITHMETIC

A. Number Representation
The number representation in Scaled Population (SP) arith-

metic is an enhancement of that in SC, with a scaling
(exponent) term such that it can cover a range beyond [0, 1].
Specifically, the SP representation of a number x is an M -
bit tuple x = {σ, π}, where σ is a Σ-bit scaling term and
π is a Π-bit population vector such that M = Σ + Π. The
numerical value of x is |π|Π × 2(σ−Σ0) ' x, where |π| is
the number of 1’s in the population vector π, and Σ0 is a
constant, typically chosen to be 2(Σ−1). The reason that we
include the Σ0 constant is to allow the value of the scaling
term in the SP representation (i.e. 2(σ−Σ0)) to be smaller than

1, so that we can have increased resolution, allowing us to
increase the density of the population vector without changing
the numerical value of x. We note that the 1’s in the population
vector π are uniformly distributed, which has the similar
characteristic with SC [12]. The SP representation described
above only handles positive numbers. However, augmenting
SP to handle signed computation can be easily accomplished
by adding a sign bit.

For example, if {σ, π} = {110, 1011010101} then |π| = 6,
Π = 10, Σ = 3 and σ = 6. Hence the numerical value of
the SP number x is 6

10 × 22, which equals 2.4. Note that
the inclusion of the scaling term is something that SC does
not have. The SP number representation not only covers a
much larger range of numbers, but also, and more importantly,
facilitates arithmetic operations that have improved computing
accuracy, as will be elaborated as follows.

B. Arithmetic and Supporting Operations
In this section, we will describe two most commonly used

arithmetic operations, multiplication and addition, followed
by a description to supporting operations such as shuffling,
density checking and scaling.

Fig. 3 is a top level block diagram of the proposed SP
arithmetic system. The input operands are represented as con-
ventional binary numbers X and Y . The generators convert X
and Y to the SP format, e.g., x = {σ, π}. Then, the operands
x and y in SP format are fed into the arithmetic processing
units, such as adder and multiplier, for computation.

z
Operations

Arithmetic
x

y

Generator

GeneratorY

X

Fig. 3. The top level view of SP scheme.

In designing SP-based arithmetic circuits, we ensure that
each operation incurs O(1) gate delays. In particular, any
computation that requires us to iterate over the M bits of an
SP vector (which requires serialization) is avoided. Note that
all the operations described below are approximate in nature.
Also, the computations on the scaling term are efficient, since
Σ is a very small value.

1) Multiplication: Multiplication uses an AND gate as the
underlying function, as in SC. In [12], it was proved that an
AND gate is able to achieve multiplication when the operands
are presented in population-based vectors. In SP arithmetic,
we propose a scaling operation, to be performed prior to each
multiplication in order to improve the computation accuracy.
This improvement is based on the observation that the mul-
tiplication accuracy is higher when there are more 1’s in the
population vectors of the operands.

Lemma III.1. Consider multiplication between x and y,
with the result being z. The computational error ε from the
AND gate-based multiplication decreases when |πx|Π or |πy|Π
increase.

Proof. Let px = |πx|
Π , py =

|πy|
Π and pz = |πz|

Π . Then each
bit in πx, πy and πz is 1 with a probably of px, py and pz ,
respectively. For the ith bit, ideally pz = px × py . Hence, the



error of the ith bit in πz occurs when the probability of it
being 1 is not px × py , i.e., the error at the ith bit in πz is
εi = (1 − px × py). When px or py increases, εi decreases.
Therefore, considering the entire population vector, when px
or py increases, ε will decrease as well.

Based on Lemma III.1, the average error of multipli-
cation with px and py varying over the interval [0, 1] is∫ 1

0

∫ 1

0
(1− pxpy)dpxdpy = 0.75.

The scaling term in the SP number representation allows
us to control the density of population vectors by scaling. A
density checker unit and a scaling unit are needed together to
perform the density control. Also, the randomness of the dis-
tribution of 1’s in the population vectors affects the accuracy
as well. The more uniformly randomly the 1’s are distributed,
the more accurate the result is. Therefore, a shuffle unit is
additionally needed in our design for achieving randomness.
The key elements for the SP multiplication are shown in Fig. 4.

x

y

z

Scale

ScaleDensity Check

Density Check

Fig. 4. The SP-based Multiplication

Consider multiplication between x and y. We first check if
the population vectors of the two numbers are dense enough,
i.e. |πx| ≥ T1 and |πy| ≥ T1, where T1 is a sufficiently
high fraction. Typically, T1 ∼ 0.7 × Π is a good value
according to our experimental results. Such density checking
is performed by the density checker unit. If not dense enough,
the population vectors are scaled to make them dense enough,
and corresponding changes are made to the scaling terms. Now
we compute z = x×y as πz = πx&πy , and σz = σx+σy−Σ0.

2) Addition: In our approach, addition is approximately
achieved by using an OR gate. Suppose we want to add x
and y. A high accuracy requires that the population vectors of
both numbers have a density lower than a threshold T2.

Lemma III.2. Suppose we want to add x and y, with the result
being z. The error ε of the OR-based addition decreases when
|πx|
Π or |πy|Π decreases.

Proof. Let px = |πx|
Π , py =

|πy|
Π and pz = |πz|

Π . Then, each
bit in πx, πy and πz is 1 with a probably of px, py and pz ,
respectively. The OR operation performed on πx and πy leads
to pz = px + py − (px × py). For the ith bit in πx and πy ,
the error at the ith bit in πz is εi = px × py . In other words,
the error of the ith bit in πz occurs when the ith bits in πx
and πy are both 1’s. From the above equation, when px or py
decrease, εi decreases. Thus, considering the entire population
vector, when px or py decreases, ε will decrease.

According to Lemma III.2, the average error of addi-
tion with px and py varying over the interval [0, 1] is∫ 1

0

∫ 1

0
(pxpy)dpxdpy = 0.25.

However, unlike multiplication, as long as the 1’s in the
population are uniformly distributed, we don’t have to use a
density check or scaling unit for addition. Instead, we perform
skewed addition, where each operand occupies the different

halves of the π bits. Therefore, in skewed addition, it is
guaranteed that no matter what the density of the operands’
population vectors is, the 1’s in the two operands will never
be aligned at the same bit position. To perform the skew, we
use 2 Π-bit masks mx and my , where mx has the left Π

2 bits
set to 1, and my has the right Π

2 bits set to 1. The result will
be πz = (πx&mx)|(πy&my), with σz = σx + 1 = σy + 1.
If σx 6= σy , then the scaling unit will be used to adjust
the density of the population vectors of x and y. Fig. 5
shows an example of how skewed addition is processed. In
Fig. 5, x = {01, 00111001} and y = {01, 10000010}. The
numerical values of x and y are 2(1−2(2−1)) × 4

8 = 0.25 and
2(1−2(2−1)) × 2

8 = 0.125, respectively, assuming Σ0 = 2.
After the skewed addition, the numerical value of the result
z = {01, 00110010} is 2(2−2(2−1)) × 3

8 = 0.375, which
matches the theoretical addition.

Note that skewed addition relies on the randomness of the
distribution of 1’s in the population vector. If the 1’s in the
population vector are not uniformly distributed, πx&mx or
πy&my will not have half of the 1’s in πx or πy approximately,
which will introduce an error into the final addition result.

10

mx = 11110000 my = 00001111
&&

x = 00111001 y = 10000010

00110000

=

00000010

=

|

scaling term

01

01

z = 00110010

=

Fig. 5. SP-based Skewed Addition

3) Generator: The generate operation converts a conven-
tional binary number to the SP format. The generators used in
SC have a computational complexity that is proportional to the
bit stream length [18]. Our approach generates a π population
vector with O(1) gate delays, by replicating the bits of the
original number based on their bit position. Assuming the
original binary number to be X = {xn−1, xn−2, ...x1, x0},
where n is the number of bits. We convert it to the SP
format by producing 2i copies of bit xi. The resulting bits
are then fed to a shuffle unit, which randomizes the bits of
π and yields a SP representation of X . Note that in case
this would result in a π vector with |π| > Π, then we
appropriately adjust the population vector by decimating or
dropping the additional bits. Since we assume the 1’s are
uniformly distributed after shuffling, dropping the additional
bits won’t change the numerical value of the population vector.

0000

0100

adjust length

0100

shuffle

11 1

 1 10  0

  1

X=010

 0

Fig. 6. An Example of Generate Operation, with X = 0.25, and Π = 4



An example of the generate operation is shown in Fig. 6.
The numerical value of the binary weighted number X =
0, 1, 0 is 0.25. Assume that the length of the population vector
Π is 4, Σ = 2 and Σ0 = 1. The initial scaling term is 1, since
there is no scaling, initially.

Generating 2i copies of bit xi is accomplished by wires.
Since the shuffle unit and the length adjust unit are both done
with O(1) gate delays (as will be discussed in the following
sections), the generator incurs O(1) gate delays as well.

4) Shuffle Unit: In order to let the 1’s in the population
vector π be uniformly randomly distributed, a 2-level shuffle
unit is designed in our SP arithmetic system. The bits in π
are grouped into W chunks. The first level of the shuffle unit
generates W permutations of the chunks, and a particular
permutation is selected by an LFSR that randomly cycles
through a count between 1 and W . Next, within all the chunks,
the second level generates w permutations of the bits within
every chunk, and a particular permutation is selected by an
LFSR that randomly cycles through a count between 1 and w.
Note that wW = Π. In order to reduce the number of LFSRs,
we select the same bit-level permutation for all the chunks.
Additionally, a third LFSR randomly selects a logical shift of
the resulting permuted number, performed by a barrel shifter.
We choose between left and right shifts randomly. Further, the
number of positions V to shift is also chosen randomly.

4

LFSR

1 2F F F4F3

ShiftLFSR

2 bits

2 bits

4 bits

15 13 8 10 11 9 0 2 3 1 4 6 7 5 12 14

12 14 15 13 8 10 11 9 0 2 3 1 4 6 7 5

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

12 13 14 15 8 9 10 11 0 1 2 3 4 5 6 7

LFSR

1 ff f2 f 3

Fig. 7. Shuffle Example (W = w = 4)

Fig. 7 shows an example of the shuffle unit design. Since
Π = 16, the position indices as shown on the top position
vector range from 0 to 15. F1, F2, F3, F4 are different permu-
tations for 4 chunks in π (i.e. W = 4), while f1, f2, f3, f4

are the bit-level permutation within the chunks (i.e. w = 4).
The ⊗ symbol means applying the permutation on π, which
essentially swaps bits around.

5) Density Checker Unit: In SP multiplication, we need to
test if the population density |π|Π is greater than T1, which is
a threshold greater than 0.5. We convert the problem to check
if |π|Π ×

0.5
T1

> 0.5. Note that 0.5
T1

is smaller than 1, and so we
use a Π-bit mask with 0.5

T1
× Π 1’s, and bit-wise AND this

mask with π in order to get |π|Π ×
0.5
T1

, which we denote as
π2. Next, we check if π2 has a density greater than 0.5. Note
that we need to do this approximately, with O(1) gate delays.
Since the 1’s in π2 are randomly distributed, we can do this
approximately by checking π′ = (π2)|(π2 << 1)|(π2 << 2).
In other words, we perform the logical OR of π2 with its left-
shifted counterparts (by 1 and 2 bit positions respectively). If
the result π′ is all 1s, we conclude that the density of |π| is
greater than T1. The test of whether the number is all 1s is

done by using a hash function (HF) of Class 3 [19], in order
to ensure a O(1) gate delay. We hash π′, and perform a bit-
wise comparison of the result with the pre-computed hash of
a population vector with Π 1’s.

6) Scaling Unit: According to Lemma III.1, the density of
the population vector needs to be adjusted by the scaling unit
to achieve an improved accuracy for SP multiplication. Along
with a scaling operation, the scaling term σ for each operand
needs to be updated accordingly.

Suppose we would like to adjust the density of the popula-
tion vector π by β, to yield the result π · β. We will discuss
how to process such an adjustment for different values of β.

1) When 0 < β ≤ 1, we use a mask Mβ with Π bits, where
there are βΠ 1’s in the mask at arbitrary locations. Then
we perform a bit-wise AND operation of the mask Mβ

with π, shuffle the result, and increase σ by 1
β , in order

to keep the numerical value of the SP representation to
be the same. When β = 1, the density of the population
vector π doesn’t change.

2) When 1 < β < 2, we solve the problem of computing
β × |π| as follows. We first scale down π by β

2 by
using the mask M β

2
with density of 1’s being β/2, and

resulting population vector is called π′.

π′ = π&M β
2

(1)

In Eq. 1, M β
2

is a mask with Π bits, where β
2 Π bits

are 1’s. Since, β × |π| = 2 × (|π| × β
2 ) = 2 × |π′|,

we next double the density of π′ by using the following
equation:

πd = (π′|π′s)|(π′&π′s) (2)

In Eq. 2, πd is the population vector after doubling,
and π′s is the population vector after shuffling π′. If the
1’s are uniformly randomly distributed in π′, π′|π′s will
result in 2π′−π′2. Therefore, another term of π′&π′s is
added in Eq. 2 as a compensation for the numerical loss
of π′2. Due to the error of using bit-wise OR operation
to perform addition, πd is only an approximate version
of 2π′. However, it is computed with O(1) gate delays.

3) When β = 2, we first shuffle π and the result after
shuffling is π′s. Then compute by following Eq. 2, where
π′ in Eq. 2 is the same as π.

4) When β > 2, we repeatedly double |π| until the
remaining adjustment ratio is less than 2. Then we can
use the methods mentioned above to compute π · β.

IV. EXPERIMENT RESULTS

The proposed SP arithmetic scheme is evaluated for sin-
gle multiplication/addition operations, matrix inner product
computation, and MNIST image classification, in terms of
accuracy, power, delay and area. It is implemented on a Zybo
Zynq-7000 development broad with the following specifica-
tions: Xilinx XC7Z010-1CLG400C; number of look-up tables
(LUTs): 17,600; number of flip-flops: 35,200.

A. Single Arithmetic Operation

We first show the results of evaluating accuracy. Our goal of
SP arithmetic is to improve accuracy over SC. The accuracy is
evaluated by comparing average relative errors (over a large
number of operations) with respect to the conventional SC



TABLE I
ERROR CONTRIBUTION OF SP-BASED MULTIPLICATION (%)

T Perfect Generator Density Check Scale Shuffle Imperfect
50% 32.76(10.49) 32.91(10.87) 33.42(9.81) 35.02(12.66) 34.96(11.23) 35.12(13.98)
60% 16.39(4.33) 16.99(4.39) 17.73(5.91) 19.94(12.23) 18.30(7.92) 18.95(9.18)
70% 5.76(3.49) 5.91(3.50) 7.82(4.78) 9.94(11.28) 9.84(9.73) 10.26(11.02)
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(a) SP multiplication T = 70%
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(b) SC multiplication
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(c) SP addition
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(d) SC addition

Fig. 8. Relative errors proportional to darkness.

using IEEE 32-bit floating point representation as a baseline
for comparison. The errors are depicted as heat maps in Fig. 8,
where error is proportional to darkness. The two axes indicate
P1 = |π1|

Π and P2 = |π2|
Π , which are the densities of 1’s in

the population vectors of the two operands. For multiplication,
the density threshold which we use to decide whether to scale
or not is T = 70% for both operands. As expected, SC
multiplication causes large errors for low densities, while SC
addition results in large errors for high densities. By contrast,
the errors from the SP arithmetic are much smaller.

Since an operand of multiplication is scaled if the density
of 1’s in its population vector is lower than T , we analyze
the errors for two different situations. Errors elo are for the
case where either operand has density less than T . Errors
ehi are for the case where both operands have densities
greater than T . We report the separated error results in the
format of elo(ehi). In this format, the average errors from
SP multiplications are 10.26%(11.02%) while those from
SC multiplication are 71.04%(3.19%). Please note that we
categorize SC multiplication errors into the elo(ehi) format
for the ease of comparison. When P1 and P2 are both larger
than T , SP is supposed to process the multiplication in the
same way as SC. However, since the density checker is not
prefect, it might give the wrong judgement of whether P1 or
P2 is smaller than T , which will introduce error. Therefore,
ehi actually increases for SP-based multiplication. On the
other hand, when P1 or P2 is smaller than T , the density
checker is less likely to make a wrong decision. Also even
the density checker is wrong, scaling up a small fraction will
cause less overflow error. Therefore, when when P1 or P2 is
smaller than T , the error of SP-based multiplication decreases.
As expected, introducing scale terms makes the density of

the population vector to be controllable, which benefits the
accuracy of multiplication. For addition, the average SP error
is 5.83% while the error of SC is 23.43%.

We further show the errors from individual components
of each SP arithmetic operation. In Table I, columns 3-6
display the errors from generator, density check, scaling unit
and shuffle unit, respectively, for SP multiplication. When
estimate the error of one component, we compute the other
components using software, which is regarded as perfect.
Column 2 summarizes the errors when all components are
perfect and the errors are from the SP number representation
alone, while the rightmost column is for the cases where all
components are realized in circuits. Such decomposed error
analysis is performed for different threshold levels. Note that
the shuffle operation has the highest error contribution.

TABLE II
ERROR CONTRIBUTION OF SP-BASED ADDITION (%)

Perfect Generator Shuffle Imperfect
0.84 1.21 3.57 5.83

The errors from different components in SP addition are
provided in Table II. Please note that SP addition does not
need the density checker or scaling unit. One can see that most
of the errors are from the shuffle unit. The reason behind is
that the shuffling results are not uniformly random enough.

TABLE III
EFFICIENCY COMPARISON FOR MULTIPLICATION (Π = 32)

delay (ns) #LUTs
SP 1.92 20
SC 4.28 16

Floating point 14.53 956
Fixed point 6.12 84

Next, we show the FPGA resource utilization and perfor-
mance in comparison with SC, Floating point (conventional
arithmetic using IEEE 32-bit floating point representation) and
fixed point (conventional arithmetic using 32-bit fixed point
representation). The results for multiplication are summarized
in Table III. Note that for SP and SC, since the supporting
units such as generator, shuffle unit, scaling unit, and density
checker are shared among multiple operations, the area and
LUTs used by these operations are not counted in Table III.
For reference, if these units are counted, SP-based addition
and multiplication use 7.13× and 3.75× fewer LUTs than the
conventional floating point number based arithmetic circuit,
respectively. One can see that SP arithmetic is 2.2× faster
than SC. On the other hand, SP arithmetic uses almost the
same LUTs as conventional floating point arithmetic, and
much less when considering the supporting units. Thus, SP
reaches a compromise between SC and conventional arith-
metic on performance and resource utilization. Meanwhile,



earlier results indicates its great accuracy improvement over
SC. A similar trend can be observed for addition, whose results
are in Table IV.

TABLE IV
EFFICIENCY COMPARISON FOR ADDITION (Π = 32)

delay (ns) #LUTs
SP 1.45 22
SC 3.24 18

Floating point 12.81 535
Fixed point 4.96 48

B. Application 1: Matrix Inner Product

The accuracy of SP arithmetic is also evaluated for the
matrix inner product computation and the results are shown
in Table V. Errors from individual operations accumulate in
an application that contains many arithmetic operations. The
errors increase with the vector size. The SP approach improves
the accuracy by 20.72× on average compared to SC. The
errors from perfect SP and fixed point only comes from the
limited resolution of the number representation. Therefore,
they are more accurate. Since perfect SP uses population-based
representation, which has a worse resolution than fixed points,
which uses binary weighted representation. SP introduced
slightly more error in the result.

TABLE V
ERROR OF MATRIX INNER PRODUCTION (%) (Π = 32)

Vector size SC SP Perfect SP Fixed point
32 172.50 16.55 1.00 0.21
64 283.52 18.92 1.11 0.38
128 420.15 21.03 1.19 0.46
256 589.39 24.59 1.29 0.49
512 797.42 28.02 1.38 0.52
Avg 452.21 21.82 1.19 0.41

C. Application 2: MNIST Digit Classification

The effect of SP approximation is also evaluated in a neural
network application on MNIST digit classification [20]. The
neural network has two hidden layers, 784 input nodes and
200 hidden layer nodes. The training set and test set have
60,000 samples and 10,000 samples, respectively. The size of
each figure is 28×28. The multiplications and additions in the
network are implemented with SP, SC, and conventional float-
ing point and fixed point arithmetic. The classification success
rates from these arithmetic methods of different bitwidth are
listed in Table VI. On average, SP can reach accuracy of
about 81%, which is a significant improvement over the 60%
accuracy by SC.

TABLE VI
MNIST CLASSIFICATION SUCCESS RATE (%)

SP Perfect SP SC Fixed point Floating point
32-bit 69.06 75.63 49.42 91.78 93.12
64-bit 78.41 84.72 60.07 92.62 93.68
128-bit 86.26 90.11 67.15 93.34 93.96
256-bit 90.86 92.74 70.26 93.99 94.11

Avg 81.15 85.81 61.72 92.93 93.71

V. CONCLUSION

In this paper, a scaled population arithmetic is proposed
to improve accuracy compared to classical stochastic compu-
tation, by introducing a scaling (exponent) term, along with
an adjustable population vector. Also, delays of the scheme
are kept low by ensuring each operation uses O(1) gate
delays. The SP arithmetic scheme improves the accuracy of
multiplication and addition by 6.5× and 4.0×, respectively.
Its computation is also much faster than the classic stochastic
computing. We also apply the SP arithmetic scheme on
a MNIST image classification application and improve the
accuracy by 32.79% compared to SC. In the future, more
arithmetic operations will be designed, including subtraction,
division and logarithm.
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