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Abstract

There has been a growing concern about online users using social

media to incite prejudice and hatred against other individuals or

groups. While there has been research in developing automated

techniques to identify online prejudice acts and hate speech, how

to e�ectively counter online prejudice remains a societal challenge.

Social protests, on the other hand, have been frequently used as an

intervention for countering prejudice. However, research to date

has not examined the relationship between protests and online

prejudice. Using large-scale panel data collected from Twitter, we

examine the changes in users’ tweeting behaviors relating to prej-

udice against immigrants following recent protests in the U.S. on

immigration related topics. This is the �rst empirical study examin-

ing the e�ect of protests on reducing online prejudice. Our results

show that there were both negative and positive changes in the

measured prejudice after a protest, suggesting protest might have

a mixed e�ect on reducing prejudice. We further identify users

who are likely to change (or resist change) after a protest. This

work contributes to the understanding of online prejudice and its

intervention e�ect. The �ndings of this research have implications

for designing targeted intervention.
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• Applied computing→ Law, social and behavioral sciences;

• Information systems→Web mining.
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1 Introduction

There has been a growing concern about the surge of online hate

groups and their in�uence ranging from shaping social values and
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perceptions [10, 16, 39] to spreading racist beliefs and to incite

violence o�ine [7, 15]. Expressions of such prejudice and even

hatred, as well as their prevalence and in�uence, have become a

serious societal issue. This is of particular concern for youths and

young adults because they are not only active social media adapters

[26] but more likely to be a�ected and in�uenced by hatred and

extremist ideas propagated through the Web [16]. Recent research

also found that people from minority ethnic, gender, and sexual mi-

nority groups have continued to be the primary targets for various

forms of prejudice in social media [47], with immigrants being one

of the groups particularly susceptible to the real, adverse e�ects of

online prejudice [11, 17].

Prejudice refers to individuals’ antipathy towards a person or a

group. People may convey their prejudice through private or public

speech. This work focuses on prejudice conveyed in the public

online space. We de�ne prejudiced speech as antipathetic (a deep-

seated dislike) remarks against a person, group, or community. It

should be noted that prejudiced speech and hate are related but

separate concepts. Hate speech expresses hatred; prejudiced speech

expresses feelings of a strong dislike, opposition, or anger, which

are not necessarily hate.

While there has been growing interest in developing automated

techniques to identify online prejudice acts and hate speech, how

to e�ectively counter online prejudice remains a societal challenge.

Previous research on prejudice has proposed that protest can sup-

press prejudice against an out-group [18]. One notable example is

that civil rights movement drastically reduced prejudice against

blacks in the U.S. [37]. However, research to date has not speci�cally

examined the e�ects of social protests in online prejudice. There-

fore, this research takes the �rst step towards understanding the

e�ect of protest on online prejudice, by focusing on the changes in

users’ tweeting behaviors relating to prejudice against immigrants

following recent protests in the U.S. on immigration related topics.

Our major contributions are as follows:

• We present the �rst empirical study on the e�ect of using protests

as an intervention to reduce online prejudice. We empirically

show that there were both negative and positive changes in the

measured prejudice after a protest, suggesting protest might have

a mixed e�ect on reducing prejudice.

• We propose a study design that includes building a prejudice

classi�er to measure the e�ect of a social protest on reducing

online prejudice. We also built prediction model to identify users

who are likely to have a change (or resist change) in the measured

prejudice following protests.

• We further identify themes to contextualize the change of mea-

sured prejudice. Speci�cally, we seek to understand in what way

the identi�ed prejudiced users change their prejudiced expression
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following protests. Our results have implications for designing

targeted interventions for reducing online prejudice.

2 Related Work

We review studies on online prejudice and the theories and prelim-

inary evidence for the e�ects of social protests in online prejudice.

2.1 Online Prejudice

Prejudice stems from feelings of dislike, false assumptions, and

stereotypes about a personal or a group [1]. The close line of re-

search on studying online prejudice is hate speech detection. There

are three approaches to online hate speech detection: 1) dictionary-

based and sentence-syntax based approaches [31, 34, 49], 2) tradi-

tional machine learning approach [21], and 3) deep learning ap-

proach [6].

Early research has used dictionary-based and sentence-syntax

based approaches. For example, [31] used racial slurs in Twitter

posts to detect racist users, and found that racist tweets appeared in

both political leaders’ Twitter followers. While this method o�ers a

simple way to identify hate speech, using racial slurs to determine

people’s prejudices against a group is unable to capture prejudiced

statements that do not have racial slurs. As a result, this approach

often has a low recall for retrieving prejudiced speech and can in-

troduce racial bias in detecting hate [48]. In addition, some research

also adopted syntactic approach to detect hate speech [49]. How-

ever, this approach also su�ered a low recall, as the way people

express prejudice or hate is not as explicit as de�ned above.

Traditional machine learning techniques were also applied to

detecting hate speech detection. For example, [13] applied a su-

pervised machine learning approach and studied cyber hate across

multiple groups (race, sex, and disability) on Twitter and de�ned

cyberhate as the “othering” language such as using “them” to refer

an out-group. However, this work did not distinguish o�ensive

language from hate; for example, using terms such as “jokes” and

“really druck” to mock disabled athletes seems to be o�ensive but

not necessarily hateful. As suggested by a recent research [21], hate

speech detection should consider the di�erence between o�ensive

language and hate speech as hate speech is used to target a social

group with an intention to exclude that group.

Recent works have applied deep learning techniques to online

hate speech detection. For example, [6] focused on the detection of

hate speech against immigrants and women in Spanish and English

messages extracted from Twitter. This work showed that Support

Vector Machines (SVM) outperformed sophisticated systems such

as Convolutional Neural Networks (CNNs) and Long Short Term

Memory networks (LSTMs) in hate speech detection task. Consis-

tent with this �nding, [21] reported the best performing classi�er

for hate speech detection is SVM, with a F1 score of 0.90 for classi-

fying o�ensive and non-o�ensive language. These works suggested

that traditional machine learning techniques remain e�ective in

related tasks.

While these previousworks have extensively studied hate speech,

few have focused on online prejudice. Overall, prejudiced speech

has a broader scope than hate speech. While prejudice can be man-

ifested in hate speech, not all manifestations of prejudice are hate

speech. For example, someone can express prejudice against immi-

grants by saying “immigrants are lazy and they steal our jobs away!

” This statement express this person’s prejudice because it shows

antipathy towards immigrants. However, it is not hate speech. Hate

speech against immigrants (e.g., “these fucking illegals are not here

to mow your lawn - they’re here to blow up your buildings and kill

your children, and you, and me ”), on the other hand, would express

much more intense and explicit feeling of dislike about immigrants.

This work takes the �rst step to identify online prejudice. More-

over, we examine using protest as an intervention to reduce preju-

dice. This is because while monitoring prejudice or hatred content

through automated techniques is an important step in regulating

online space [9], solely relying on monitoring is not su�cient to re-

duce the development and in�uence of such behaviors. Yet, to date,

there have been no studies focusing on the e�ect of intervention

strategies such as protest.

2.2 Protest as Intervention

Protest is a form of sociopolitical collective action in which mem-

bers of a group act together to express objection to particular actions

or situations [2]. It can take many forms, such as letter writing,

public denunciations, marches, sit-ins, and boycotts directed toward

prejudiced, o�ensive or stigmatizing practices [19]. Participants in

a protest often believe that their actions can make the public more

aware of certain critical issues [25], pressure the government to

take actions in policy change [2], and shift the social values and

norms [5]. Recent research suggests that protests could serve as

critical counter-political voices [51] to resist prejudice and discrim-

ination [53]. However, there has also been growing concerns about

the e�ect of protest on prejudice. This section reviews the literature

on protest and prejudice in order to highlight the need to further

study the e�ect of protest on online prejudice.

Social movement theory poses that protest can have an impact

on society, leading to changes in political and cultural outcomes

[24]. Previous research has linked nonviolent protest to attitude

change, and found that the changes in attitudes can persist [37].

For example, protest was found to have a positive e�ect on reduc-

ing negative stereotypes, and that the positive e�ect remained at

one-week follow-up [11]. It was also found that after the 2006 immi-

gration protests, foreign-born Latinos were reported more positive

attitudes towards immigrants and support for benign immigration

policy (e.g., immediate legalization of current unauthorized immi-

grants) [12]. White Southerners living in counties where a sit-in

occurred were observed to be more likely to support the protest,

compared with those counties with no sit-in event [3]. These pre-

vious studies highlighted the relationship between protests and

broader attitudinal change, and supported the premises that protest

could be used as an intervention to reduce online prejudice.

However, there has been research showing that protest has no ef-

fect and even a negative e�ect on prejudice. In a meta-analysis, Cor-

rigan [18] examined publications between 1972 to 2010 that focused

on the e�ects of the anti-stigma approaches on public stigma re-

lated to mental illness. Among 72 examined studies, only one tested

the e�ectiveness of protest, which yielded non-signi�cant �ndings

for the e�ect of fact sheets from Psychiatrists’ Changing Minds

campaign on reducing prejudiced attitudes against schizophrenia

and alcoholism [35]. Several studies even suggested that protests

that attempted to suppress prejudice can produce an unintended

“rebound” in which prejudices about a group remain unchanged or
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actually become worse [36, 54, 55]. A recent experimental studied

also showed that the unintended “rebound” e�ect is conditioned

on social norms and participants levels of prejudices. Speci�cally,

participants suppressed their prejudice against homosexual group

when they expected to share their responses with others. Partic-

ipants with higher prejudice are more likely to exhibit prejudice

rebound and rated homosexual group more stereotypically [23].

These previous studies suggested that protest can lead to changes

in attitudes. However, there has been mixed �ndings on the e�ect

of protest on prejudice. Moreover, little is known about protest as

an intervention strategy to reduce online prejudice.

3 Research Questions and Study Design

This section introduces study design, study context, and research

questions.

3.1 Study Design

In this work, we adapt “computational focus groups” method [32] to

study users’ online prejudiced speech and how immigrant protest

events are related to its changes. Computational focus groups is a

framework for tracking changes in social media users’ emotions,

attitudes, or opinions about a group or an issue following speci�c

events [32]. Speci�cally, it tracks users’ behavioral outcomes by

analyzing the content of social media users’ posts. This framework

is similar to traditional intervention studies in that it requires an

intervention (a focal event) and a measurable outcome (users’ be-

havioral outcomes). However, the major di�erence between these

two is the methods used to obtain outcomes. This is mainly because

online users express their emotions, attitudes, and opinions in the

form of unstructured texts, which requires researchers to leverage

text mining techniques to turn unstructured texts into numbers.

Our study design includes the following steps.

Identify a focal event A focal event is an event that has potential

impact on people’s behavioral outcomes. For example, previous re-

search has used computational focus groups in studying events such

as terrorist attacks and presidential debates [32, 33]. In this work,

we select two most recent immigrant protests as focal events: “Day

Without Immigrants” protest and the “No Ban, No Wall” protest.

These two events are selected because they are the most recent

nationwide immigrant protest in the U.S.

Construct focus groups Focus groups, traditionally, are a form

of group interview that capitalizes on communication between re-

search participants in order to generate text data [30]. Social media

users generate data by communicating their emotions, attitudes, or

opinions about a group or an issue by posting short text messages.

This online platforms provides wealth of data that would otherwise

require thousands of group interviews. In this work, we constructed

a user panel who showed interest in discussing the topics relevant

to immigrants and divided them into sub-groups based on their

exposure level to protest cities.

Track user’s behavioral outcomes Users’ behavioral outcomes

are tracked by leveraging text mining techniques to quantify users’

social media posts. In this work, we leverage text mining techniques

to identify whether a tweet is prejudiced speech against immigrants

or not; and whether a tweet is about immigrants or not. Then, we

aggregate all the tweets at the user level.

Compare users’ behavioral outcome(s) before and after an event In

this framework, users’ behavioral outcome(s) before a focal event

is considered a baseline measure. The di�erences in the user’s

behavioral outcome(s) before and after the event are regarded as

the changes related to the focal event. In this work, we compared

users’ online prejudice against immigrants before and after protest

events.

3.2 Study Context

To understand the impact of protest on online prejudice, we focused

on two protest events: the “Day Without Immigrants” and the “No

Ban, No Wall” protests in the U.S. These protest events were the

most recent nationwide protests that aimed to show the important

contributions of immigration and to resist punitive immigration

policies.

“Day Without Immigrants” protest As a response to President

Donald Trump’s plans to build a border wall, strip sanctuary cities of

federal funding, and deport potentially millions of undocumented

immigrants [8], this protest took place on February 16, 2017 in

multiple cities across the US. It aimed to show the importance

of immigrants to the US economy and in the day to day lives of

American citizens. Social media and other means were used to

disseminate the information about this protest [46]. On the protest

day, shops and restaurants were closed in several major US cities.

For example, more than 50 restaurants were closed in Washington

DC [20], and over 1000 businesses were closed in Dallas [45], and

thousands of children did not attend school [14, 46].

“No Ban, No Wall” protest This protest took place on January 28,

2017 as a response to President Donald Trump’s plan to ban citizens

of certain Muslim countries from entering the US, and suspend

admission of all refugees entering the country [22]. It was also

planned and disseminated via social media, and simultaneously

executed in multiple cities in the US, including New York, Los

Angeles, and Philadelphia [4]. On the protest day, in Seattle-Tacoma

Airport alone, about 3,000 protesters gathered to protest Trump’s

plan to ban citizens of certain Muslim countries from entering the

US [43]. Thousands of protesters also gathered in major airports in

cities such as Portland [44], Los Angeles [44], and Philadelphia [28].

Compared with the tactics employed by “Day Without Immigrants,”

the tactics used in this protest were both more traditional and less

disruptive. Di�erences in social media responses to these tactics

may provide important implications for achieving desirable protest

outcomes.

3.3 Research Questions

This work aims to examine protest as an intervention to reduce prej-

udice, with a focus on prejudice against immigrants. Speciecially,

we seek to answer the following research questions:

RQ1 To what extent protest increase awareness of immigrants?

RQ2 To what extent protest reduce online prejudice?

RQ3 What kind of users were more likely to change (or resist to

change) after a relevant protest?

RQ4 In what way users changed the prejudiced expression?
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4 Data

This section describes our data collection procedure. Panel data

collection were carried out in March 2018. Users of interest were

selected from multiple data sources and �ltered based on exclusion

criteria. For each selected user, all available tweets during the study

period were collected from their timeline and pro�le.

Data sources Multiple data sources were used for selecting users

of interest. These data were geo-based and hashtag-based datasets.

Geo-based datasets were used as initial datasets because one of

the study aims was to examine the relationship between levels

of exposure to a local protest and user’s online prejudice against

immigrants. However, solely relying geo-tagged datasets posed

risks to sampling bias , with only about 1% of tweets have geo-

tagged information [29]. To mitigate the risks, we also collected

additional data that contains protest event-related hashtags. The

following section describes details about geo-based and hashtag-

based datasets.

The geo-tagged dataset was provided by a research collaborator.

These geo-based users were included in the initial dataset because

we were interested in the role of geo-exposure in user’s online prej-

udice against immigrants. To achieve our goal, one of the critical

task is to exclude users who have never discussed immigrants in

their tweets because these users are unlikely to be the ones who

explicitly express prejudiced speech against immigrants. To this

end, we included users who were located in the US and showed in-

terest in discussing topics that were relevant to immigrants. These

topics were identi�ed based on a set of keywords or keyword pat-

terns related to immigrants (e.g., “latino,” “mexican,” “muslim,” or

“immigra*”). In total, there were 138,759 users included in this study

from the geo-tagged dataset.

Admittedly, solely relying on geo-based data introduced sam-

pling bias because not all Twitter users choose to disclose their geo-

graphic locations. Thus, we collected additional users who showed

interest in discussing topics related to the protest events. These

users were identi�ed based their mentions of #DayWithoutImmi-

grant,” “#NoBanNoWall,” and “BuildtheWall”. Twitter API was used

to users who mentioned these hashtags. In total, we identi�ed

22,108 users. Among these users, 4,034 unique users mentioning

“#DayWithoutImmigrant”; 8,949 unique users mentioning “#NoBan-

NoWall”, and 9,125 unique users mentioning “#BuildtheWall”.

Exclusion criteria Exclusion criteria were used to remove du-

plicated users, social bots, and organizational users. Since users

were identi�ed from multiple source, we �rst removed users who

appeared more than once in the data. After removing these users,

159,702 users remained in the data.

Social bots are accounts controlled by software that automat-

ically generates contents [52]. Given the interest of this study is

human users, and thus bots were excluded prior to data analysis.

To remove the social bots from these users. we used the Botometer

API [52], a system that has been shown e�ective in bot detection

(with an AUC of 94%), to detect and remove bots. After excluding

social bots, a total of 112,142 users remained.

Organizational user accounts were also removed from this study.

A user is considered to have an organizational account if the ac-

count represents an institution, corporation, agency, news media, or

common interest group [40]. To identify such accounts, we used the

machine learning tool developed by [38]. This tool has yielded an

88% overall classi�cation accuracy. After excluding organizational

accounts, a total of 102, 094 users remained.

Panel data collection Panel data were collected for each included

user. In Twitter, panel data is embedded in user’s timeline pro�le,

which displays the latest tweets from the speci�ed (public) Twitter

account. For each of the user, Twitter REST API was used to collect

all available tweets during the study period (two weeks before, two

weeks after for each protest event). In total, we collected a total of

31,210,740 tweets posted during the study period from all included

users (=DB4AB= 102, 094).

5 Detecting Prejudice

One of the major challenges for studying the impact of a protest

on online user’s prejudice is to develop reliably measurement for

quantifying the level of prejudice. To address this challenge, we de-

velop supervised learning techniques, which includes (1) immigrant-

related tweet classi�cation: to identify tweets relevant to the immi-

gration topics, and (2) prejudiced tweet classi�cation: to identify

tweets expressing prejudice against immigrants from the immigrant-

related tweets. To build these classi�cation techniques, we �rst (i)

scope tweets that are potentially relevant to the immigration topics

(section 5.1), (ii) establish ground-truth labels for training classi�ers

(section 5.2), and (iii) train and evaluate the supervised learning

models (section 5.3). We report the classi�cation performance in

section 5.4.

5.1 Scoping Potentially Relevant Tweets

In order to correctly identify prejudice against immigrants, we need

to �rst identify tweets that are relevant to immigrants or immigra-

tion topics. To make this step more e�cient, we leverage keyword-

basedmethods to �lter the set of tweets that are potentially relevant,

and later apply immigrant-related classi�cation to this potentially

relevant set. We combined the widely-used keyword query strategy

with a keyword expansion method. Appropriate keywords can help

�lter irrelevant tweets and the strategy is relatively cost-e�ective.

However, identifying appropriate keywords is challenging – nar-

rowly de�ned keywords might result in the problem of missing

relevant information, whereas broadly de�ned keywords might

result in too much noise. To address this challenge, we adopted the

idea of keyword expansion [41], where a set of initial keywords

was used to bootstrap words similar to these words.

In our work, “immigrant” or “immigrants” were used as initial

keywords. To expand the keywords, we �rst trained a Word2Vec

model using the Gensim package to construct the semantic vec-

tors of words. We then computed the cosine similarity between

the word vectors and iteratively retrieved the words having the

highest similarity with the set of relevant keywords and added

them into the keyword set. The iterative process ended when no

words were identi�ed at the top by manual inspection. In total,

there were 889,579 potentially relevant tweets from 71,919 Twitter

users. From these potentially relevant tweets, we further classi�ed

them as tweets about immigrants, and tweets prejudiced against

immigrants.
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5.2 Establishing Ground Truth

As discussed in section 2, existing online hate speech detection tech-

niques are not suitable for detecting prejudiced speech as the latter

has a broader scope. To develop suitable prejudiced speech classi-

�ers we need to establish proper ground truth, which is constructed

based on the following human coding process.

5.2.1 Human coding process In this study, a codebook was devel-

oped for human coders to classify whether a tweet was about immi-

grants, and whether it expresses prejudice. The codebook included

a de�nition of immigrants and prejudice, and related examples and

rationales for coding a tweet as about immigrants or prejudice.

The indicators and examples were derived from coding a random

sample of tweets. Rationales were brief descriptions of reasons for

coding the tweets.

Coding Two independent coders were recruited to assist the cod-

ing process, both being native English speakers of college-level

education who are active social media users and check social me-

dia posts every day. Two training sessions were conducted before

coders were asked to code the tweets independently. In the �rst

training session, we provided a brief overview of the study, dis-

cussing coding tasks and overall work �ow. Following the train-

ing session, coders were asked to code a random sample of 200

immigrant-related tweets that had already been coded by the author

based on the codebook; this batch was used to facilitate training. In

the second training session, we discussed the coding results with

the coders, and we each explained our reasons for the answer codes

in the batch. Through the discussion, we found that misclassi�-

cations were due primarily to the misinterpretation of the tweets.

For example, one coder misclassi�ed this tweet, “FBI’s pre-election

sweep of Muslim Americans raises surveillance fears,” to be about

immigrants. The tweet is about Muslim Americans, not Muslim

immigrants. After the discussion, we reviewed our coding. The �nal

codes for this batch were based on majority rule, and this batch

was then used as the gold standard for future coding. After training

sessions, coders proceeded to code four batches of 200 randomly

sampled tweets. Each batch was coded independently by the coders.

The results of these batches were used to test codebook reliability.

Reliability Evaluation Both coders had substantial agreement in

terms of Cohen’s kappa coe�cient (^ > 0.61) with the author on

the gold standard batch before they proceeded to test codebook

reliability, which consisted of four batches. Coders had substantial

agreement in coding each batch, which indicates that the codebook

achieved high reliability.

Following the codebook reliability testing, coders and the author

coded an additional 2000 tweets. The average pairwise Cohen’s

kappa coe�cient was 0.87 for coding tweets about immigrants,

and 0.63 for coding tweets that exhibited prejudice against immi-

grants. The majority rule was used to decide the �nal code for each

tweet. In total, there were 3000 labeled tweets. Table 2 shows the

distribution of labeled tweets. A total of 1717 tweets (about 50%)

were labeled as about immigrants. A total of 471 (about 16%) were

prejudiced against immigrants. This coding process generated a

random sample of 3000 labeled tweets from all relevant tweets dur-

ing the study period, which was used for training and evaluating

the machine classi�ers.

Table 1: Distribution of labeled tweets

Yes No

About immigrants 1717 1283

Prejudice against immigrants 471 2529

5.3 Experiment Setup

Experiments were carried out to select machine learning models

for classifying tweets about immigrants, and tweets with prejudice

against immigrants. Both were binary classi�cation tasks with the

objective of classifying whether a tweet belonged to one category

or the other.

Pre-processing Prior to training classi�cation models, text pre-

processing was performed on both labeled and unlabeled tweets to

remove noise and prepare the text for classi�cation. In this process,

we removed stop words, URLs, and mentions (@username). The

labeled tweets were split into 60% as training, 20% as test, and 20%

as development, a common practice in machine learning.

Feature The mean vectors of the Word2Vec model were used as

features to train the classi�cation models. Speci�cally, each tweet

consists of words. After training the Word2Vec model, each word

is represented in a 300-dimensional vector. The mean vectorization

of the embedding model for a given tweet is de�ned as taking the

average of all the word vectors in the tweet.

Classi�er In the experiments, we tested the following supervised

machine learning models: Naive Bayes, Adaptive Boosting, Support

Vector Machines, Logistics Regression, and Extreme Gradient Boost-

ing. These models were chosen because they have been shown to

perform well in classifying tweets [21, 27].

Imbalanced data and over-sampling As shown in Table 1, there

was a major issue with imbalanced data where only about 16%

were labeled prejudiced against immigrants. Previous research has

shown that classi�cation of data with imbalanced class distribution

can su�er signi�cant drawbacks in model performance because

most standard classi�er learning algorithms assume a relatively

balanced class distribution and equal misclassi�cation costs. This

would lead classi�ers to be more sensitive to detecting the major-

ity class and less sensitive to the minority class [50]. To address

the issue of imbalanced tweets that contained prejudiced speech

against immigrants, we used the naive random over-sampling tech-

nique to generate tweets that were labeled as prejudiced speech

(the minority class). This over-sampling technique generates new

samples by randomly sampling the replacements of the current

available samples. The over-sampling was only applied to the train-

ing dataset. The random over-sampling was implemented using the

imbalanced-learn Python package.

5.4 Classi�cation Performance

Accuracy of the models was determined based on precision, recall,

F1-score, and AUC. The models that performed the best were used

to classify the remaining data.

Table 2 shows the accuracy of supervised learning models for

(1) immigrant-related tweet classi�cation and (2) prejudiced tweet

classi�cation. In the �rst task, both AdaBoost and SVM had good

precision (above 80%), recall (above 80%), and F1-score (above 80%),
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suggesting that the selected features in combination with the mod-

els were able to retrieve most of the tweets that were about immi-

grants and had few false positives. In addition, both models also

reached an AUC above 0.8, showing that they were reliable predic-

tion models for classifying whether a tweet was about immigrants.

When comparing AdaBoost with SVM, the overall performance

of SVM was slightly better, with 1.6% performance gain over Ad-

aBoost for F1-score. Therefore, the performance of SVM was the

best among all evaluated models. For the second task, the overall

performance of AdaBoost and XGBoost was better than the other

models. Both of these models reached good precision (above 80%),

recall (above 80%), and F1-score (above 80%), and AUC (above 0.8),

suggesting that these models were able to reliably classify whether

a tweet was prejudiced speech against immigrants. When compar-

ing XGBoost with AdaBoost, the overall performance of XGBoost

was slightly better, with a 1.5% of performance gain over AdaBoost

for F1-score. Therefore, the XGBoost performed the best among all

evaluated models.

Table 2: Model performances for detecting relevant and preju-

diced tweets

Classi�cation F1-score Precision Recall AUC Method

Immigrant

(Relevant)

82.9 83.0 82.9 0.824 AdaBoost

73.8 74.5 73.5 0.736 NB

74.1 78.3 76.0 0.712 XGBoost

84.5 84.9 84.4 0.846 SVM

75.2 78.1 76.7 0.724 LR

Prejudiced

83.4 84.3 82.7 0.722 AdaBoost

74.9 83.3 71.3 0.714 NB

84.9 85.4 84.5 0.737 XGBoost

79.8 85.1 77.3 0.754 SVM

66.6 85.1 61.5 0.720 LR

5.4.1 Error analysis While classi�er overall achieved good accu-

racy, there are still cases where machine mis-classi�ed the tweets.

For example, machine mis-classi�ed relevant tweets as irrelevant,

“This National Guard ""rounding up immigrants"" story is a smear.

The MSM is also smearing our military. This is disgusting. ” In this

tweets, the use was discussing his or her opinions about immi-

grants, indicated by National Guard ""rounding up immigrants""

story. There were also cases where machine classi�ed the follow-

ing tweets about immigrants, but it is about Muslims, “Jibaal (3

Muslims) got �red from Capital Hill for spying &; ""sending"" data

to external server ”. In this case, machine seems to make similar

mistakes as human would make. As discussed in Section 5.2.2, one

of the common mistake human coders made during the training

was to mis-classify minority group such as Muslims as immigrants.

This error could be because when we discuss Muslims immigrants,

often the case we would use Muslims to refer this group.

In addition to mis-classify relevant tweets, machine also mis-

classi�ed prejudiced tweets. For example, machine falsely identi�ed

a tweet that was not prejudiced as prejudiced, “Not Criminals, Not

Illegals, We Are International Workers, Fuck Donald Trump and His

Pinche Wall ”. This error might be because the classi�er tends to

classi�ed tweets that contain certain hostile words as prejudiced

such as “ Illegals” and “Criminals”. This issue could be addressed

by adding a negation feature when classifying prejudiced tweets.

Last, we also saw false negative cases where machine classi�ed

the tweet as non-prejudice when the tweet is prejudiced. For exam-

ple, “Give me your poor, your tired, your disgusting masses..." ”. As we

know, a similar phases were written on the Statue of Liberty in the

US, “Give me your tired, your poor, Your huddled masses yearning to

breathe free, The wretched refuse of your teeming shore. Send these, the

homeless, tempest-tossed to me, I lift my lamp beside the golden door!

”. This original poem was expressing welcome to immigrants and

refugees to this country. However, this user changed its meaning

to a negative way and linked immigration to “disgusting masses”.

While machine classify this tweet as about immigrant but not prej-

udiced against immigrants, the history context of this expression

would tell us that this user still expressed prejudice but in a more

implicit way.

5.4.2 Automatically label data To automatically label the unlabeled

data, we used the trained SVM to label whether a tweet is about

immigrants and the trained XGBoost to label whether a tweet is

prejudiced speech against immigrants. Among 889,579 immigrant-

related tweets, 490,622 tweets (about 55%) were labeled as about

immigrants, and 157,014 (about 18%) were labeled as prejudiced

speech against immigrants.

6 Analysis Results

We organize our analysis results to answer RQ 1 and RQ 2 in sec-

tion 6.1, RQ 3 in section 6.2, and RQ 4 in section 6.3. The unit of

analysis is on the user level.

For each user, we measure the user’s interest in the immigration-

related topics as “%Relevance” – the proportion of user’s tweets that

are classi�ed as relevant tweets among all of the tweets posted by

the user within the study window. This quantity captures the user’s

relative interest in tweeting about immigrants or immigration-

related topics, which serves as an indicator for his/her being aware

of the topics. We measure the level of prejudice per user as “%Prej-

udice” – the proportion of user’s relevant tweets that are classi�ed

as prejudiced tweets within the study window1. The two quantities

are measured for each user in the dataset in the pre-protest window

(within 14 days prior to the protest) and in the post-protest window

(within 14 days after the onset of the protest). We further group

users into the prejudiced group if the user posted any prejudiced

tweets during the pre-protest window, and in the non-prejudiced

group if no prejudiced tweet was observed from the user.

Given our interest in protest exposure, we also identify each

user’s level of exposure based on their geo-locations – a user is

categorized as “high exposure” if the user located in the cities where

the protests happened, and “low exposure” otherwise. Table 3 shows

a summary of users breaking down by the two events, across two

groups (prejudiced and non-prejudiced), and by the level of expo-

sure (high and low), respectively.

6.1 Changes After Protests

6.1.1 Change in Awareness Figure 1 shows changes in user’s per-

centage of tweets that are about immigrants following the “Day

Without Immigrants” protest (Figure 1 (a)) and “No Ban, No Wall”

protest (Figure 1 (b)). For the “Day Without Immigrants” protest, a

1The %Prejudice is set to be 0 if the user didn’t post any relevant tweets in the study
period.
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Dimensions (article, negate, verb), Social Processes (social, family,

friend), A�ective Processes (positive/negative emotion, sad, anger,

anxiety), Perceptual processes (feel, hear), Informal language (swear),

Personal concerns (death) and Cognitive processes (discrepancy).

Model EvaluationWe evaluate various standardmachine learn-

ing models including Random Forest (number of trees = 100, max

tree depth = 4), Logistic Regression with l1 norm (Lasso), Logistic

Regression with l2 norm (Ridge Regression), Linear SVM (C = 0.5),

SVM with Gaussion Kernel (C = 0.5), and XGBoost (number of trees

= 100, max tree depth = 4).

The prediction performances are evaluatedwith the 10-fold cross-

validation for both tasks. We report accuracy, precision, recall, and

F1 score as the evaluation metrics in Table 5. The models result in

similar performances in each prediction task and XGBoost slightly

outperforms other models in all cases. The results show that we

are able to make reasonable predictions on prejudice change from

the features we engineered.

Feature Analysis To compare the informativeness of various

features, we extract and plot the feature importance scores from

the Random Forest model. Fig. 3 shows the results from the “Day

Without Immigrants” event. The results from the “No Ban, No

Wall” exhibit similar pattern and is omitted. As shown in Fig. 3

(a), when predicting the prejudice change among the prejudice

group, relevance is the most informative feature, the engagement

feature number of tweet is the second, and several linguistic features

including negative emotion, anger, and anxiety are also informative

to some extent.

Similar patterns can be observed in predicting the prejudice

change for the non-prejudiced group, as shown in Fig. 3 (b), where

overall relevance and number of tweet are the most informative

features. Interestingly, the linguistic features – especially anxiety,

article, death, hear and social – are generally more informative in

this prediction task. Together, the informativeness of these features

suggest that users’ behavioral change in response to a protest event

are predictable by his/her prior interest in the related topics (rele-

vance), prior online activity level number of tweet, and through a

particular set of linguistic signals.

To further examine “what types of users are more/less likely to

change” after a protest, we show in Fig. 4 the di�erences in feature

values aggregated by di�erent change outcomes, for both prejudiced

and non-prejudiced groups from the “Day Without Immigrants”

event. The results from the “No Ban, No Wall” is omitted as the

patterns are highly similar.

Features are ordered from top to bottom by the di�erences in the

means of the two outcomes – the dropped vs. unchanged in Fig. 4

(a), and the increased vs. unchanged in Fig. 4 (b). The plots indicate

that, the decrease (or non-increase) in prejudice after the event is

often associated with (1) a lower level of relevance and engagement

(number of tweet, number of mention, number of url), (2) a lower

level of language use in negative a�ects (negative emotion, anger,

anxiety), and (3) a lower level of language use signifying social and

death concepts. In other words, users in the prejudiced group who

exhibited higher values in these features were more likely to resist to

change their prejudiced tendency, compared to users having lower

values in these features. Similarly, in the non-prejudiced group,

users with higher values in the aforementioned features were more

likely to show prejudiced behavior after the event, compared with

users having lower values in these features.

In sum, our analysis suggests that Twitter users who are more en-

gaged in tweeting, who engagedmore in discussing the immigration-

related topics, and who expressed more negative a�ects, are less

likely to have a change in measured prejudice against immigrants

throughout the protest events.

6.3 Qualitative Analysis of Change

The previous analysis indicates there was a measurable e�ect of

protests in reducing online prejudiced speech on Twitter. In this

section, we study what kind of changes have happened. By quali-

tatively examining users’ tweet content, we identi�ed four major

themes as follows.

6.3.1 Seeking prejudice justification One of the pronounced themes

among prejudice users is that after the protest, some users started to

seek justi�cations for their prejudices. For example, before the “No

Ban, No Wall” protest, a user bluntly expressed prejudice against

undocumented immigrants, “I hope passing Kate’s Law is on the 100

day agenda. Sanctuary cities are cesspools of crime and lawbreakers ”

(classi�ed as prejudiced) and “I don’t feel bad for illegals who broke

laws. I feel bad for families who had loved ones that were killed by

illegals ”(classi�ed as prejudiced). This user insulted undocumented

immigrants as “illegals” and assumed that these immigrants would

commit crimes such as murder (e.g., “killed by illegals”). How-

ever, after the protest, this user started to provide justi�cations

for expressing prejudice against undocumented immigrants, “We

must restore rule of law to our borders. #JointAddress #Jointsession

#BuildTheWall ” (classi�ed as about immigrants but not prejudiced),

and “Are you in favor of refugee ban, to keep America safe and secure?

” (classi�ed as about immigrants but not prejudiced), and “Saudi

Arabia currently bans ALL refugees from entering their country and

they are building a 600 mile wall on their border ” (classi�ed as about

immigrants but not prejudiced). These tweets suggested that this

user was trying to justify his or her prejudice for example, the rea-

son why US needs to build a wall is because Saudi Arabia is doing it.

In addition, this user also associated his or her support for building

this wall with “restore rule of law” and the safety of the country. It

is important to note that in this case, machine classi�ed this tweet,

“Saudi Arabia currently bans ALL refugees from entering their country

and they are building a 600 mile wall on their border ” as classi�ed

as about immigrants but not prejudiced. However, it conveys hos-

tility towards immigrants in subtler way because prejudice but the

intention of this tweet was to promote punitive immigration policy

to exclude immigrants. This also highlights the challenge of using

machine to classify prejudice due to the complexity and subtlety of

the way people express their prejudices.

6.3.2 A�acking prejudice suppressors In addition to provide justi�-

cations, some users also started to attack users who are supportive

of immigrants and their protests. For example, before the “No Ban,

No Wall” protest, a user explicitly express prejudice against un-

documented immigrants, “All illegals should be deported within six

months and �ned 250k ” (classi�ed as prejudiced) and “I rather my

tax dollars go towards a wall on the border than supporting tens of

millions of illegal aliens for decades to come. ”(classi�ed as preju-

diced) These are prejudiced expressions that intended to exclude
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undocumented immigrants from this country and have the assump-

tion that undocumented immigrants live on welfare programs (e.g.,

cost tax dollars). However, this user started to attack users who are

supportive of immigrants and their protests, “If you love refugees so

much you should open your home to them, and sponsor them. Don’t

judge others by standards you don’t live ” (classi�ed as about but

not prejudiced) and “Who gives a crap! Every country has the right

to allow in their country whom they want. I can’t immigrate to any

country I want ” (classi�ed as not about immigrants). It should

be noted that while this example convey user’s prejudice against

immigrants, the way that this user expressed was not explicit.

6.3.3 Gloating over protest consequences Protest comes with a so-

cial price, especially true for the disruptive ones such as the “Day

Without Immigrants” protest. On the protest day, many people

stayed home rather than go to work. A price associated with their

behavior might be making their bosses unhappy and got �red. After

the protest, rather than expressing sympathy to these immigrants,

prejudiced users gloated over immigrants who su�ered from these

consequences. For example, users posted,“#DayWithoutImmigrants

means billionaires make less money because they can’t hire illegals

-they have to pay Americans FAIR WAGES ” (classi�ed as prejudiced)

and “Companies Firing Illegals who Participated in #ADayWithoutIm-

migrants ”. Some even said, "5 immigrants were just �red for not

showing up for work. Apparently they forgot Louisiana is a hire/�re

#ADayWithoutImmigrants" (classi�ed as about immigrants but not

prejudiced). Note that in the last tweet, while it did not explicitly

express the user’s prejudice, it did convey this user’s hostility about

immigrants in an implicit way.

6.3.4 Confirming prejudiced belief Before the “DayWithoutImmi-

grants”, users who cried for excluding immigrants started to use the

protest to con�rm their prejudiced belief. For example, before the

protest, “a user posted "Our legal system is broken! "77% of refugees

allowed into U.S. since travel reprieve hail from seven suspect coun-

tries ”(classi�ed as about immigrants but not prejudiced) and “the

illegal Muslim who lived4 yrs in Indonesia w NO immigration papers

to return to US.over threw US gov. =not in Jail ”. These tweets show

that this user blamed refugees (illegal Muslim, refugees) (classi-

�ed as prejudiced) for the broken legal system in the US. However,

after the protest, this user used this protest to con�rm his or her

prejudiced belief. For example, this user posted, “What US jobs

did immigrants steal from Americans? Find out on #Daywithoutim-

migrants. ”, “Immigrant day just proved they aren’t needed. Might

not have been their goal!! Went shopping, ate out. #immigrantday

#Daywithoutimmigrants ” (classi�ed as about immigrants but not

prejudiced), and “Welfare/food stamps/victims of crimes could use

a #DayWithoutImmigrants ILLEGAL IMMIGRANTS ” (classi�ed as

prejudiced). These tweets show that the user used the protest as a

way to con�rm his or her prejudices such as immigrants take away

jobs, live on welfare, commit crimes, and should be excluded from

the country.

Overall, the qualitative analysis show that while prejudiced users

might be less likely to express their prejudice in a explicitly way,

they still remain prejudiced. However, their ways of expressing

prejudice became sutler after the protest. This is especially true

when user became subtler in the ways of expressing their prejudice.

7 Discussion

To understand protests as an intervention to counter online preju-

dice, we proposed a study design that leverages a prejudice classi�er

to measure the e�ect of a social protest on reducing online prejudice.

Speci�cally, we focused on online prejudice against immigrants

and explored the changes in awareness of immigrant and prejudice

following protests. Our �ndings indicate there were both negative

and positive changes in the way online prejudice is being expressed

following protests. We also found that users who were less engaged

in social media (e.g., having fewer tweets, friends, and followers)

might be more likely to have a drop in the measured prejudice

following a protest, compared with the highly engaged online users.

To contextualize prejudice change, we analyzed in what way prej-

udiced users changed their prejudice after protests. One notable

�nding is that after a protest, ways of expressing prejudice against

immigrants became subtler. It should also be noted that determin-

ing whether an expression involves prejudice may be subjective

to varying degrees and thus is non-trivial even for humans. This

reveals new challenges and needs to train more adaptable machine

classi�ers to detect online prejudice.

While the results of machine learning models showed high reli-

ability for the classi�cation tasks, it is important to note that the

trained classi�ers were not immune to the pre-existing biases in the

training data, e.g., the data may have more tweets from users from

particular demographic or geographic groups. In addition, the clas-

si�ers for user prejudice change prediction may inherit biases from

the imperfect classi�ers for identifying prejudiced tweets. Future

research might consider further improving the user-level change

prediction with better annotated data.

In this work, we selected users based on a particular set of hash-

tags and geo-tagged tweets that contained speci�c related keywords.

This convenient sampling approach may introduce potential se-

lection bias where the sample included in this study might not

re�ect the general Twitter population. The focus on the tweets

and protest events in the U.S. also limits the generalizability of the

�ndings drawn from this study. As for study duration, we examined

the short-term e�ect of change in the measured prejudice follow-

ing protests; the results may not be generalizable to longer-term

changes. Future work may consider studying a broader popula-

tion across di�erent countries and studying the long-term e�ect of

protests on online prejudice.

Last, this research had no control over a number of confounding

variables because protest events occurred in a natural environment.

The decrease in online prejudice might be related to user’s political

ideology, immigrant population size in a given city or state.
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