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Abstract—Hadoop is an open-source platform for big data
processing. In the case of analyzing extremely big data, hard disk
drives are usually used. Hard disk drives have different
performance depending on where data is placed on the disk. In
other published work, an approach for improving Hadoop I/O
performance by using features of Hadoop jobs to decide on the
location of data placement was proposed. This approach separates
the entire hard disk drive space into two areas, which are outer
and inner areas. However, this approach did not actively utilize
the fastest available zones in each area. In this paper, we propose
a new method for improving this method by active usage of the
fastest available zones in each area. Our evaluation of the
proposed method with a popular Hadoop benchmark shows that
the new method can improve job performance by 9% when
compared with existing approach.
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[. INTRODUCTION

Hadoop is an open-source platform for big data processing
based on the MapReduce model [1]. In many cases, Hadoop is
used to analyze large-scale datasets stored and accessed
sequentially in massive storage devices, such as hard disk
drives. In the work [2], We proposed a method for improving
sequential I/O performance of a single job by allocating its files
to the outmost disk locations. In the work [3], We proposed a
method for optimizing file placement location according to
features of the jobs when multiple different jobs are executed
in the Hadoop system.

This paper introduces a method for improving I/O
performance by optimizing file placement location based on job
features [3] and shows its issue. The approach reported in [3]
divides the entire space of the target hard disk drive into two
areas, which are the outer and inner ones, and chooses the area
in which to place each file according to job features. However,
the approach does not effectively utilize the fastest available
zones within each area. The new method proposed in this paper
addresses this issue by forcing files to be stored in the outmost
zones within in each area by specifying what zones are to be
used.

The rest of this paper is organized as follows. Section II
reviews related work. Section III explains the features of SWIM
jobs. Section 0 reviews the existing approach described in [3].
Section V proposes a new method that improves the existing
approach. Section VI comparatively evaluates the proposed and
the existing approach. Section VII discusses the proposed
method. Section VIII concludes this paper.
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II. RELATED WORK

A. MapReduce

Here, we introduce the basic MapReduce concepts that are
relevant to the goal of this paper. Additional information can be
found in [1]. Each MapReduce job is composed of three phases,
namely the Map phase, Shuffle phase, and Reduce phase. In the
Map phase, JobTracker splits Input Data in the HDFS into
multiple Input splits. Map tasks are allocated to TaskTrackers.
A TaskTracker receives an Input split, executes the user-
defined Map process, and creates key-value pairs. These key-
value pairs are stored in intermediate files. In the Shuffle phase,
the JobTracker sorts the intermediate key-value pairs, groups
the key-value pairs by the key and transmits them to the
reducers. In the Reduce phase, Reduce tasks are allocated to the
TaskTracker, each TaskTracker executes the user-defined
Reduce process using the received key-value pairs as inputs and
creates outputs.

B. SWIM

SWIM is a workload emulator that can generate practical
MapReduce jobs based on real workloads from a Hadoop cluster
used in production environments such as Facebook. Each SWIM
job has configurable parameters such as input size (bytes) per
map operation, shuffle size, and output size per reduce operation.
Moreover, each job submission interval can be controlled [4]. In
this paper, we evaluate Hadoop performance with various usage
scenarios by varying these parameters in Facebook traces.

III. BASIC PERFORMANCE EVALUATION

In this section, we categorize SWIM jobs as Map-heavy,
Shuffle-heavy, or Reduce-heavy jobs. We then investigate the
1/0, CPU, and disk usages by each job. In our evaluation, the
existing and proposed methods place the files according to these
features.

We executed SWIM jobs on an experimental Hadoop system.
The parameters are set as follows. Submit time and inter job
submit gap is set to one for all the jobs. The Input file size is
20GB. In the case of Map-heavy jobs, only the map input bytes
is set to 1.0 X 102 and the others, shuffle bytes and reduce
output bytes, are set to one. In the case of Shuffle-heavy jobs,
shuffle bytes is set to 1.0 x 102 and the others are set to one.
In the case of Reduce-heavy jobs, reduce output bytes is set to
1.0 X 102 and the others is set to one.
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The Hadoop system is set to the pseudo-distributed mode.
The specification of the computer is as follows: the CPU is
AMD Phenom2 X4 965 Processor, the HDD sizes are 150 GB
and 500 GB, the memory size is 4GB, the OS is CentOS 6.5
x86_64, the kernel is Linux 2.6.32, and the filesystem for the
system file HDD is Ext4, and the filesystem for Hadoop file
HDD is Ext3. Hadoop version is 2.0.0-cdh4.2.1. All the Hadoop
data, including intermediate data, are stored in the 500 GB HDD
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with the Ext3 format. System files are stored in the 150 GB HDD.
The specification of the HDD for Hadoop data is as follows: its
model is DTO1ACAO050, the interface is SATA3.0 6.0 Gbps, the
capacity is 500 GB, the buffer Size is 32MB, and the rotation
rate is 7200 rpm.

The average 1/0 usage and CPU usage during the execution
of Map-heavy, Shuffle-heavy, and Reduce-heavy jobs are
shown in Fig. 1. The maximum disk usage during executions
and the disk usages after executions of these jobs are depicted in
Fig. 2. These results lead to several conclusions. First, a Map-
heavy job is CPU-intensive. It temporarily stores the
intermediate data in the storage and deletes almost all of these
intermediate data during the execution. Therefore, most of their
files are temporary ones. Second, a Shuffle-heavy job is I/O-
intensive and their files are temporary ones. Third, a Reduce-
heavy job is I/O-intensive and permanently stores the output
data (instead of deleting them). In other words, their files are
permanent ones.

IV. JOB-AWARE FILE PLACEMENT OPTIMIZATION

In this section, we introduce the existing method for
improving the I/O performance of Hadoop jobs by optimizing
file placement based on job features[3]. This method assumes
that jobs are submitted and executed sequentially. This method
avoids placement of permanent files in the outer area and utilizes
the outer area many times.

It divides the target hard disk drive into two areas, the outer
and inner areas. It places files in the outer area according to the
following priority: 1) The file is temporary and is used by an I/O
intensive process. 2) The file is temporary and is used by a non-
I/0 intensive process. 3) The file is not temporary and is used by
an I/O intensive process. 4) The file is not temporary and is used
by a non-I/O intensive process.

In the case of executing Map-heavy, Shuffle-heavy, and
Reduce-heavy jobs, the files of Shuffle-heavy and Map-heavy
jobs are stored in the outer area and the files of Reduce-heavy
jobs are stored in the inner area.

In our implementation, this method is constructed with
ext2/3/4 filesystems [5]. These filesystems create block groups
and every block group has its block bitmap for managing the
usages of its blocks. The method forces Map-heavy and Shuffle-
heavy jobs to use the outer area by setting the bits of the inner
area blocks to 1, which indicates used. This method prevents
Reduce-heavy jobs from using the outer area by changing their
bits into 1. As a result, the permanent files of the Reduce-heavy
jobs are not placed in the outer area.

This method has room to improve performance as shown in
the left area in Fig. 3 and 4. A file for the outer area is not always
stored in the outer zones inside the outer area. Similarly, a file
for the inner area is not always stored in the outer zones inside
the inner area. For example, a file is stored in inner zones in the
outer area in phase 5 in Fig. 3.

V. PROPOSED METHOD

In this section, we propose to improve the existing method
[3] by actively utilizing the fastest zones in each area. The right
sides of Fig. 3 and 4 illustrate the proposed method. This method
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limits the zones in the area that are usable. As a result, every file
is forced to be placed at the outmost zoned in each area by
dynamically controlling the usable zones.

This method is implemented by three functions, the
monitoring, expanding, and shrinking functions. The monitoring
function periodically checks the number of free blocks in the
filesystem. When the monitoring function detects that the usable
space size is less than a threshold, the expanding function is
invoked to expand the usable space until the size exceeds the
threshold. The shrinking function is called when the monitoring
function detects that the usable space size is more than the
threshold and shrinks the usable space until the threshold.

VI. EVALUATION

In this section, we evaluate the performance of the proposed
method. We executed a job set that is illustrated in Fig. 5. It is
composed of multiple job groups, sequenced as Map-heavy
group, Shuffle-heavy group, Reduce-heavy group, Map-heavy
group, and so on. A job set contains three Map-heavy groups,
three Shuffle-heavy groups, and three Reduce-heavy groups.
Each job group consists of 20 jobs.

In the case of the Map-heavy job group, the map input bytes
is selected from 10'%°, 10'!, 10'>, 10'2, and 10'?° and the other
parameters are set to one byte. Each size job is selected 4 times
in a group. In the case of Shuffle-heavy and Reduce-heavy, only
the shuffle bytes and reduce output bytes are selected from these
five values, respectively. The others are one. Each execution of
a set of jobs starts with the hard disk drive empty and then the
drive is almost fully occupied by the output files of the jobs after
execution of a set. Other setups are the same as Section III.

Fig. 6 shows the average time to complete a job set with 10
executions. Fig. 6 shows that the performance of the proposed
method is the best. The execution time of the proposed method
is smaller than the normal and existing methods by 16.3% and
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9.0%, respectively. On the contrary, the existing method
outperformed the normal method by only 8%.

VII. DISCUSSION

First, we discuss the monitoring overhead. The proposed
method has to execute a function to keep monitoring the size of
usable space. This function periodically checks the number of
free blocks which is stored in the superblock of the filesystem.
This information is always stored in the page cache except for
the first access. Thus, the effect of this monitoring on I/O
performance is very small. The effect of CPU processing is also
very small. The CPU usage by this monitoring 0.4%.

Second, we discuss an alternative for the control of file
placement location that uses partitions instead of bitmaps. The
existing method could be implemented by creating two
partitions, which correspond to the outer and inner areas.
However, this approach does not allow the control of the file
location inside an area, (i.e. inside a partition). Thus, the detailed
location control of the proposed method cannot be achieved by
simply creating partitions.

VIII. CONCLUSION

In this paper, we reviews a method for improving I/O
performance considering the features of the target jobs and
discussed its shortcomings. We then proposed a new method
that more actively utilize outer zones than the existing method.
Our evaluation demonstrated that the proposed method
improves the performance of the Hadoop jobs by 16.3% while
the existing method did so by 8.0%. The proposed method
outperformed the existing method by 9.0%.

In future work, we plan to extend and evaluate similar
methods for concurrent jobs when Hadoop runs in fully
distributed mode.
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