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ABSTRACT

The rapid advancement of social media and communication
technology enables video chat to become an important and
convenient way of daily communication. However, such con-
venience also makes personal video clips easily obtained and
exploited by malicious users who launch scam attacks. Ex-
isting studies only deal with the attacks that use fabricated
facial masks, while the liveness detection that targets the
playback attacks using a virtual camera is still elusive. In
this work, we develop a novel video chat liveness detection
system, which can track the weak light changes reflected off
the skin of a human face leveraging chromatic eigenspace
differences. We design an inconspicuous challenge frame
with minimal intervention to the video chat and develop
a robust anomaly frame detector to verify the liveness of
remote user in a video chat session. Furthermore, we pro-
pose a resilient defense strategy to defeat both naive and
intelligent playback attacks leveraging spatial and temporal
verification. The evaluation results show that our system
can achieve accurate and robust liveness detection with the
accuracy and false detection rate as high as 97.7% (94.8%)
and 1% (1.6%) on smartphones (laptops), respectively.
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Figure 1: A video scam attacker uses a pre-recorded
video to impersonate a user in a video chat.
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1 INTRODUCTION

Due to the rapid development of social media and communi-
cation technology, recent years have witnessed video chat
gradually becoming a convenient and indispensable means
for people’s daily communication. However, such conve-
nience also makes personal images and videos easily ob-
tained and exploited by malicious users to launch imper-
sonation scam attacks as shown in Figure 1. The attacker
usually obtains video footages of victims from social media
or a stolen smartphone and invites the victim (i.e., victim’s
relative or friend) to engage in an appealingly genuine video
chat with a muted voice using the stolen video footage. If
the victims are convinced, the attackers will claim to run
into some financial difficulties or emergencies and ask for
money, which would result in irreparable economic damage
for the victims. Similarly, there have been online romance
scams [1] that reach out to the victims on their social media
accounts (e.g., Facebook and WhatsApp) and lure the vic-
tims into performing obscene acts in a live video chat while
the victims never actually chat with the attacker but a pre-
recorded video of someone else. All these video scams are
usually premeditated, organized crimes that steal millions,
potentially billions, of dollars from people over the internet.
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Intuitively, video scam attacks may be thwarted by re-
questing the person in chatting with to respond in accor-
dance with some specific challenges (e.g., blinking, reading
words or numbers aloud, head movements, etc.). However,
the short video playback used for impersonation attacks may
end before the victims are aware of its malicious intent, and
the attackers also usually ignore or reject the challenges
with reasonable excuses (e.g., broken microphone), which
reassures the victims that this is a live video conversation. Ex-
isting methods [2] benefit from the explosive advancement
of image processing and machine learning techniques, can
detect media-based facial forgery or impersonation attack
leveraging fabricated 2D/3D facial masks. However, if the at-
tacker impersonates someone by playing a prerecorded video
through a virtual camera, existing approaches, even human
eyes, are failing to verify the liveness of people appearing in
the video chat window.

Towards this end, we propose a low-cost video chat live-
ness detection system for various video chat terminals (e.g.,
smartphones and computers). In particular, our system exam-
ines the light reflected off the skin of human faces to verify
the liveness of a remote user in a video chat automatically,
as facial skin reflects more light from the screen than other
objects in the scene of video chat due to its close distance
to the screen. Our system is low-cost and easy to integrated
into existing video chat terminals because it only requires
a screen and a camera, which are already used in the video
chat. Different from existing solutions, our system leverages
the chromatic eigenspace difference to capture the minute
changes of the light reflected off the human face, enabling
robust video liveness detection under various practical sce-
narios with complex environmental light conditions, head
movements, and non-stationary video background.

In a video chat, the camera of both remote and local users
continuously capture the users’ faces and send them to each
others’ screen in the form of video frames. To verify the
liveness of the remote user, the local user customizes some
video frames captured by the local camera with a special
light pattern. The light pattern works as a challenge that will
be displayed at the screen of the remote user and projected
onto the remote user’s face. The pattern of the light reflected
from the user’s face will be captured by the remote user’s
camera and sent back to the local user as a response along
with other normal video chat frames. Thus, our system can
detect the video liveness by examining the change of the
light intensity without requiring active participation of the
remote user.

We summarize the main contributions of this work as
follows:

e We devise a non-invasive, low-cost and light-weight
liveness detection system, which can be easily inte-
grated into existing video chat applications without
additional devices.
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Figure 2: Overview of Video Chat Scam Detection Sys-

tem.

e We extensively explore the light reflected off human
skin and design an inconspicuous challenge that can
minimize the interference to the users’ viewing expe-
rience in video chat.

e We propose resilient defense strategies that leverage
the spatial and temporal verification on the light inten-
sity changes in video chat frames to defend our system
against types of attacks.

e We build a prototype video chat application with the in-
tegration of our liveness detection system and conduct
extensive experiments on both laptop and smartphone
platforms.

2 APPROACH OVERVIEW
2.1 Attacking Scenarios

Naive Playback Attack. The naive attacker can either just
play the pre-recorded video clip in front of the camera (Naive-
A1) or stream the pre-recorded video through a virtual cam-
era to emulate a live video chat (Naive-A2).

Intelligent Playback Attack. The intelligent attacker has
the capability to process the video frames from the user and
modify the video frames that are sent to the user. Therefore,
the attacker can detect the challenges embedded in the video
frames and modify the frame to emulate a valid response to
the detected challenge (Intelli-A).

2.2 System Overview

The architecture of our system is shown in Figure 2. The
system first sends the challenge to the remote chatting end,
which plays the challenge on its screen and sends the video
frames captured by its camera back to the system. For each
receiving frame, the system first performs the Face Identifica-
tion using Convolutional Neural Network to locate the human
face in the frame by using a pre-trained convolutional neural
network model. Then to further boost the detection accu-
racy, we employ the Facial-landmark-based Skin Extraction
to exclude the non-skin parts on the identified face area and
extract the skin-related pixels.

Next, the system performs the Chromatic Eigenspace Dif-
ference Feature Extraction to derive the chromatic eigenspace



o
®

Accuracy/FDR
Accuracy/FDR
14
>

14
S

0 0
Library Cafe Home Lobby Office Outdoor Library Cafe Home Lobby Office Outdoor

(a) Smartphone (b) Laptop
Figure 3: Performance of liveness detection under
different real-life scenarios when the responder is a

smartphone or a laptop.

difference feature, utilizing eigenspace distance in the RGB
color space to capture the minute light intensity changes
caused by the challenge, which is derived from the light inten-
sity of skin-related pixels of two adjacent video frames. Last,
we conduct Video Liveness Determination Using Anomaly De-
tection to identify valid response based on the time series of
the eigenspace difference features and determine the live-
ness of a video chat. Specifically, we adopt Hodrick-Prescott
filter [3] to remove the cyclical component and obtain a
smoothed-curve representation of the time series. Next, we
conduct Median Absolute Deviation (MAD) test, which is a
robust measure of variability, to detect the response frames.
Furthermore, in order to defend against the attacks launched
at the remote end, we also adopt two defense strategies: (1)
Spatial Verification, which examines the spatial distribution
of light intensity in both skin and non-skin area to detect
Naive Playback Attack. Because the valid response should
only appear in the human face and no other area during a
video chat. (2) Temporal Verification can detect attackers that
have access to the responder’s system and synthesize fake
response with a temporal verification scheme, it determines
whether the response is legitimate or not (data processing
causes time delay) based on the time delay between consec-
utive frames.

3 PERFORMANCE EVALUATION

We build a prototype on both laptop and smartphone plat-
forms with Python to evaluate our system. Our experiments
involve two laptops and three smartphones. We recruit 30
volunteers with different ages and skin colors, including 21
brown, 4 white, 5 dark skin individuals. We use Accuracy
and False Detection Rate (FDR) to evaluate our system perfor-
mance. Accuracy is defined as the ratio between the number
of correctly detected responses and the total number of chal-
lenge frames. FDR is defined as the ratio between the number
of incorrectly detected responses and the total number of
challenge frames.

To validate the scalability of our proposed system, we
carry out the experiments under six common real-life en-
vironments (i.e., library, coffee store, home, lobby, home,
outdoor) and compare the results in Figure 3. For all the
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Figure 4: Performance of attack detection.

indoor environments, our system always achieves high av-
erage detection accuracy of 94.5% on both smartphone and
laptop platforms with less than 2.5% FDR. For outdoor en-
vironments, our method still maintains over 90% detection
accuracy but relative high FDR of 4% and 10% on smart-
phones and laptops, respectively.

Then we evaluate the performance of our system’s defense
mechanism under the naive and intelligent playback attacks.
To facilitate the evaluation, we define the Attack Detection
Rate (ADR) as the ratio between the number of accurately
detected attacks and the total number of effective attacks
(i-e., the total number of challenges frames). We also define
the Miss Detection Rate (MDR) as the ratio between the num-
ber of incorrectly detected attacks and the total number of
effective attacks. We conduct the experiments with each of
the three attackers (i.e., Naive-A1, Naive-A2, and Intelli-A)
performing attacks on 200 challenges sent in a video chat
protected by our system. Note that we use a smartphone to
playback a victim’s pre-recorded video in front of the camera
to launch the Naive-A1l. As shown in Figure 4, our system
can achieve high accuracy and low miss rate on detecting
Naive-Al, Naive-A2, and Intelli-A. In particular, the ADR
for detecting the three attackers are 93%, 98%, and 94%, and
the MDR for detecting the three attackers are 5%, below 1%,
and 5%, respectively. Overall, the results confirm the effec-
tiveness of our defense strategy levering spatial & temporal
verifications.
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