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ABSTRACT

Packet-level network simulators such as ns-3 require accurate phys-
ical (PHY) layer models for packet error rate (PER) for wideband
transmission over fading wireless channels. To manage complexity
and achieve practical runtimes, suitable link-to-system mappings
can convert high fidelity PHY layer models for use by packet-level
simulators. This work reports on two new contributions to the
ns-3 Wi-Fi module, which presently only contains error models for
Single Input Single Output (SISO), additive white Gaussian noise
(AWGN) channels. To improve this, a complete implementation of
a link-to-system mapping technique for IEEE 802.11 TGn fading
channels is presented that involves a method for efficient genera-
tion of channel realizations within ns-3. The runtimes for the prior
method suffers from scalability issues with increasing dimension-
ality of Multiple Input Multiple Output (MIMO) systems. We next
propose a novel method to directly characterize the probability
distribution of the“effective SNR” in link-to-system mapping. This
approach is shown to require modest storage and not only reduces
ns-3 runtime, it is also insensitive to growth of MIMO dimension-
ality. We describe the principles of this new method and provide
details about its implementation, performance, and validation in
ns-3.
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1 INTRODUCTION

IEEE TGn channel models [6] are widely adopted for simulating
the performance of IEEE 802.11n protocols. These time-dispersive
(multipath) channel models are typically modeled as “block fading"
(i.e. the channel coefficients are assumed constant over a period
called the “coherence interval") and described in the time-domain as
a function of several key parameters: coherence time, total number
of taps, delay and normalized power of each tap, Ricean K-factor of
each tap and transmit/receive correlation matrix of each tap. The
above time-domain TGn channels are usually further converted
into frequency-domain TGn channels for most useful applications
(e.g., received SNRs calculation). TGn channels in the frequency
domain have frequency selectivity, which makes the received SNR
on different subcarriers variable and fluctuating. While the link
packet error ratio (PER) is largely dependent on the worst SNR over
different subcarriers, the PER for the TGn channel is significantly
degraded compared to a pure additive white Gaussian noise (AWGN)
channel due to the frequency selective fading.

The mainline of ns-3 only supports AWGN PER models for the
Wi-Fi module, although a previous effort [15] developed a link-to-
system mapping framework for Orthogonal Frequency Division
Multiplexing (OFDM) Single Input Single Output (SISO) modes for
TGn channel models by using the commercial MATLAB WLAN Sys-
tem Toolbox. A limitation of the previous work was that there was
no implementation of a channel generator within ns-3 to instantiate
realizations of the frequency-selective channel. So running ns-3
simulation relied on pre-storing a large number of realizations of
frequency domain channel matrices generated using the MATLAB
WLAN toolbox, as detailed in [15]. In a simulation run, ns-3 would
randomly draw a frequency domain channel matrix sample in each
coherence interval. This requires a large number of realizations to
be stored to estimate PERs from 102 or below. For example, for
achieving PER accuracy at 1072 within 95% confidence interval and
10% error bar, 40000 channel realizations should be stored [15]. Even
for basic SISO systems, such an approach leads to large storage and
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Figure 1: PHY Layer Block Diagram of the IEEE 802.11n OFDM-MIMO System (Modified from [16])

memory requirements, and as the number of sub-carriers (Ny;) and
the number of transmit/ receive antennas (N; and N, ) increase, the
memory cost of this method scales proportionately (see Table 1).

Table 1: Memory Cost of Storing 40000 Channel Model-C Realiza-
tions under a Single-run Using the Method in [15]

N; X N, Bandwidth Storage Estimate
1x1 20MHz/40MHz | 416.7 MB/847.7 MB
2x1 20MHz/40MHz 831.8 MB/1.7 GB
2X2 20MHz/40MHz 1.7 GB/3.4 GB
3X3 20MHz/40MHz 3.7 GB/7.6 GB
4x2 20MHz/40MHz 3.3 GB/6.8 GB

To avoid pre-storing large amount of channel instances in ns-3,
this work provides a full implementation of generating TGn fading
channel instances at run-time, leveraging Schumacher’s channel
generation code [20], thereby significantly reducing storage com-
plexity over [15]. The PER for such links can be obtained using
exponential effective SNR mapping (EESM) based link-to-system
mapping method that converts received SNRs on different subcarri-
ers and streams for OFDM-Multiple Input Multiple Output (MIMO)
PHY into a single metric called “effective SNR”, i.e., the SNR that
would yield the same PER if the simulation was run for an AWGN
channel. The effective SNR is mapped into PER using an equation
based on the modulation type, or PER-SNR lookup table, as already
implemented in ns-3. The EESM based link-to-system mapping
previously adopted by [15] for OFDM-SISO system, is extended to
IEEE 802.11n OFDM-MIMO system in Figure 1.

A detailed simulation model for OFDM-MIMO link performance
evaluation is shown in Figure 2, which consists of two pieces: a
pre-simulation part and a simulation part. A pre-simulation part
either generates a large number of TGn specified frequency domain
channel instances {H; }f\i“; for Ny subcarriers using the MATLAB
TGn channel generator and stores generated channel instances in
ns-3 as implemented in [15], or generates {H, i}fidl directly within
ns-3 using the TGn channel generator as implemented in this work.
The generated channel instances are used to calculate EESM param-
eter f for link-to-system mapping. The pre-simulation part is done
once, and the generated results (e.g., f) can be reused for future
simulations. During simulation, ns-3 randomly draws/generates a
frequency domain channel matrix sample {H i}ﬁ\i"i in each coher-

ence interval. The channel matrix {H; }f\idl and physical (PHY) layer

{\Idsffl_ss for
i=1,j=1
N, subcarriers and Ngs MIMO spatial streams. For a given received

SNR vector {y;, J}f\gj\i‘f EESM is adopted to map {y;, }f\gi\i‘f
an effective SNR scalar y,¢r. The PER for the TGn channel may
now be computed using y. s and a PER-SNR lookup table for an

equivalent AWGN channel.
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Figure 2: Simulation Model for Implementing Link-to-system Map-
ping in OFDM-MIMO System

Running the EESM based link-to-system mapping simulation as
exemplified in Figure 2 achieves high accuracy, but requires large
runtimes that scale with MIMO dimensionality and bandwidth. So,
this work also provides a simpler abstraction to directly generate
effective SNR from a suitable probability distribution function that
is shown to be characterized by few parameters. The payoff will
be shown in the results: the runtime of the simulation in Figure 2
scales as system dimensionality increases, while the runtime of the
new approach is insensitive to the dimensionality change.

2 EESM-BASED LINK-TO-SYSTEM MAPPING
UNDER TGN CHANNELS AND OFDM-MIMO
SYSTEM

2.1 Overview of TGn Channel Models

The TGn channel models consist of six models (models A-F) cor-
responding to different indoor scenarios. Consider a transmiter-
receiver (TX-RX) pair with N; transmit antennas and N, receive
antennas, each TGn channel model can be specified as the following
time domain MIMO channel matrix [6, 16]:

1 L-1
Z H()d(r—1)), 0<t <T, 1)

H s =
() PL(d) 15



where PL(d) is the large scale path loss (in linear scale), §(.) is the
Dirac delta function, L is the total number of taps, matrix H;(t) is a
N, X N; MIMO channel coefficient matrix of I-th tap, 7; is delay of
I-th tap, and T is the coherence time.

2.1.1 Large Scale Path Loss Model. Large-scale path loss refers to
the average loss in signal strength over distance [16]. In (1), large
scale path loss PL(d) includes free space path loss and a shadow
fading loss due to large scale obstruction [18]. For TX-RX separation
distance d measured in meters and central frequency f measured
in hertz, large scale path loss follows the breakpoint model:

PL(d) = 20log,, d + 20log,, f — 147.55

Xo, d < dgp
35log,o(d/dpp) + Xs, d > dpp

where PL(d) is in dB, dpp is the break-point distance, X is the gain
(in dB) of random shadow fading and follows normal distribution.
It follows that a TGn channel is in line-of-sight (LOS) condition if
d < dpp, and it is in non-line-of-sight (NLOS) condition if d > dgp.
The channel conditions influence the small scale fading model
discussed later.

2.1.2  Time Domain Small Scale Fading Model. The small scale fad-
ing properties of channel models are typically categorized in terms
of their Doppler spread and their multipath delay spread [19]. From
a Doppler spread perspective, all TGn channel models correspond
to slow fading (coherence time much greater than symbol time).
By [6], the coherence time of TGn channelsis T = %
A is the wavelength, and vy is the relative speed of environmen-
tal scatterers (defined as 1.2 km/h in [6]). For center frequency
fe = 5GHz, the coherence time T = 66.2ms, which is much larger
than IEEE 802.11 symbol duration of 3.6 or 4us. Using this property,
the TGn small scale fading can be modeled as “block fading", which
is static within a coherence interval. In simulators like ns-3, the
channel matrix in (1) only need be updated once for each coherence
interval.

From a multipath delay spread perspective, TGn channel mod-
els include both flat (non frequency selective) fading (model A)
or frequency-selective fading (models B-F). The multipath delay
is reflected by ZIL:_(} Hj(t)8(r — 17) in (1). The channel coefficient
matrix Hj(t) is the sum of a LOS component, deterministic ma-
trix Hy 1 0s(t) and a NLOS component, Rayleigh random matrix

Hy nros [16]:

, where

Hy(t) = Hy os(t) + H NLOS- (2

Under NLOS condition, the LOS component is set to be 0 (i.e.,
Hj 10s(t) = 0). Under LOS condition, the matrix Hj 1 os(t) is based
on the uniform linear array (ULA) configuration, and is given

by [21]
K .V
Hyros(t) = P K +1 CXP[ZHJTNOS(”/‘D]S, 3)

where P is the normalized power at channel tap [, Kj is the Ricean
K-factor of channel tap [, and S is the Rice steering matrix:

. . . . T
S = [1’ eZﬂjdrTx s1n(AoAL05)’ o eZﬂj(Nr—l) dﬁx sm(AoALos)]
cdrx . dix .
x [L eZIrJ% sm(AoDLog)’ . ean(N,—l)% sm(AoDLog)] )

where d;x and d, are transmit and receive antenna spacing of
ULA, AoAros and AoDjps are the angle of arrival and angle
of departure of the LOS component. For TGn channel models,
AoAros = AoDrps = n/4 [6]. The calculation of {Pl}{‘:1 relates
with the cluster modeling of TGn channel as well as the channel
condition, and is not discussed further due to space limitations;
readers are referred to [20].

The Rayleigh random NLOS matrix Hj N os is based on TGn
antenna correlation model, and is given by [16]

WK + 1"“_1 (\/Rl,tx ® Rl,rle,iid) )

1
HiNros = VP,

where R; ;, is the Ny X Ny transmit correlation matrix of tap I given
in [22], Ry, is the Ny X N receive correlation matrix of tap [ given
in [22], ® indicates the Kronecker product, vec™!() indicates inverse
vectorization, and Hj ;;4 is a Ny N X 1 vector of independent, unit
variance, zero-mean, complex Gaussian random variables of tap I.
A good MATLAB implementation of R; ;5 and R; ,, can be found
in [20].

2.1.3  Frequency Domain MIMO Channel Matrix. Assuming chan-
nel is static within a coherence interval, the time domain N, X
N; MIMO channel matrix in (1) can be easily converted into a
N, X N; frequency-domain MIMO channel matrix using Fourier
transform [17]:

H(t,r)e 74 it gr

7=0

Hi(t) =

L-1
1 .
= ZHI(t)e_]z”f"”, 0<t<T,i=1...,N; (6

VPL(d) &

where f; is the i-th subcarrier frequency, and Ny is the number of

subcarriers. For future received SNRs calculation, {ﬁi(t)}f\idl in (6)
is more commonly used than H(t, 7) in (1). In the following sections,
we focus on a single coherence time interval and use H; instead of
Hi(t).

2.2 Overview of EESM

Exponential effective SNR mapping (EESM) is a link-to-system map-
ping method that maps PHY/channel configurations and received
SNR on different subcarriers onto an effective SNR, which could be
associated to the PER by means of PER-SNR look-up tables obtained
by off-line simulations. A typical EESM implementation diagram is
shown in Figure 2.

In SISO case (N; = N, = 1) as in [15], the channel matrix H;
reduces to a scalar, and the received SNR on subcarrier i is given by

Pr = o .
)/i=—2|Hi|,l=l,‘..,Nd (7)
o°
1
where P; is transmission power, and aiz is additive noise power
that is assumed to be the same over different subcarriers. EESM



converts the vector of SNRs in (7) into an effective SNR for ease of
measuring link performance. The formula of EESM based effective
SNR in the SISO case is given by

1 o Yi
1
R _— s 8
sty e
where f is the EESM parameter. The EESM parameter f is chosen
so that the PER under the OFDM system and channel {H; fidl with

received SNRs {y; f\i"i is equivalent to the PER under an AWGN
channel with received SNR y, 7. The EESM parameter /3 depends on
PHY layer configurations (MCS, antenna configuration, bandwidth,
channel coding, packet length), and can be obtained using the
process reviewed in [15]. If y, 7 is obtained, we can obtain PER
via PER-SNR lookup table for the AWGN channel at the considered
MCS, channel coding scheme (BCC/LDPC) and packet length.

We extend the above EESM method to the OFDM-MIMO system
in Figure 1 with perfect channel state information at the receiver
(CSIR), but without channel state information at the transmitter
(CSIT). At the transmitter, a forward error correction (FEC) encoded
data stream is divided into N spatial streams by a stream parser.
The N spatial streams represent Ngs independent information
flows. The Ny spatial streams are then coded into Ng;s space-
time streams using space-time-block-coding (STBC). For example,
with Alamouti STBC, one single spatial stream is coded into two
space-time streams [18]. The Ng;s space-time streams are then
mapped into N; transmit antennas using a N; X Ng;s antenna
mapping matrix F; for subcarrier i. As CSIT is not available, the
transmitter cannot do any beamforming/precoding, and F; cannot
be beamforming/precoding matrix. If Ns;s = Ny, direct mapping
is usually adopted and F; = I. If Ng;s < Ny, spatial expansion is
usually adopted and F; is provided by Section 20.3.11.11.2 of [1].
At the receiver, MIMO detection is used to map received signal
from N, receive antennas into Ns;s space-time streams, which are
further decoded by STBC decoder to recover Ny spatial streams,
where

Yerf = —fln

1 < Ngs < Ngzs < min{N¢, Ny }. 9

EESM based effective SNR for OFDM-MIMO system is a simple
extension of OFDM-SISO relation (8) [10, 11]:

Na Nss

1 1 Yi,j
YW:meMgZZ“%"#% (10)

i=1 j=1

where y;, j represents the post-processing SNR on subcarrier i on
stream j. Here, y;,j and 8 depend on the PHY and channel configu-
rations.

If pure spatial multiplexing (SM) is adopted, 1 < Ngs < min{N;, N, }

independent streams are transmitted simultaneously in a symbol
time and the number of space-time streams Ng;s = Ngs. For mini-
mum mean-squared error (MMSE) equalizer based MIMO decoding,
Yi,j is given by [9]

1
F;H?HiFi + I)fl]jJ

Yij = 7, -1,1<i<Ng1<j< Ngs.

[( N;o?

(11)
If pure space time block coding (STBC) is adopted with spatial
rate Rc, R. T, symbols are transmitted over T, symbol time, the

number of spatial streams Ngs = 1, and 1 < Ng;s < min{N;, N, }.
If maximum likelihood (ML) decoder is used for STBC decoding,
the post-processing SNR y; j is given by [13]

[|H;Fi|[2,1 < i < Ng,j=1. (12)

t
Yij = o
J NtO'iZRC

where ||H;F;||r denotes the Frobenius norm of H;F;.

2.3 Implementing EESM-based Link-to-system
Mapping in ns-3

The block diagram for implementing EESM in OFDM-MIMO sys-
tem is shown in Figure 3. The TGn channel generator in Figure 3
generates TGn channel using a standard time domain TGn channel
model described in (1) - (5). The path loss PL(d) is implemented in
a new class TgnPropagationLossModel. Other steps in (1) - (5) are
implemented in a new class TgnChannelModel. Then, TGn chan-
nel generator converts the standard time domain TGn channel
model into a frequency domain channel {H; f\idl using (6). This
is implemented in another new class TgnPropagationFadingModel.
The simulation parts of Figure 3 uses (10) - (12) to calculate post-
processing SNRs and then obtain effective SNR. This is presently
implemented outside of the wifi module but is planned to be added
to the class InterferenceHelper. All ns-3 codes implemented for this
paper are available online [12].

SM/STBC, Nd, Nt, N, Nss, Nsts, Rc
Implement full MCS, CH coding, packet length
TGn channel model +
Nt, Nr, Nd ——|
» N ns-3 > =
d— | channel | (A} FEsM L »| Storef P're lati
CH type — —p»-| generator B generation simulation
G?n.era(e a Draw B Simulation
{Hi}in each from memory
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Generat YL] '
nerate L Post spatial proc. P Effective SNR eff | PER-SNR
anew | XN > Arefallzan_on SNR calculation: [———#| computation: Y lookup table PER
packet of {FiFi} eqn (11)/(12) »  ean(10)
% % f Implement SNR formula

Nd Nt Nr SM/STBC Nss Nsts under OFDM-MIMO PHY
Figure 3: Block Diagram for Implementing EESM in OFDM-MIMO
System

The class TgnPropagationLossModel contains GetPathLossDb, which
calculates free space path loss in dB, and GetShadowLossDb which
calculates shadow fading loss in dB. The path loss PL(d) in dB is
the sum of the returns of GetPathLossDb and GetShadowLossDb.

The class TgnChannelModel contains the following:

e Structure ParamsTgn stores parameters of the TGn channels.
The parameters include number of taps, tap delay, normal-
ized tap power and Ricean K-factor. The parameters also in-
clude N¢, Ny and the correlation matrix \/R; ; ® R; . Cor-
relation matrices are generated using Schumacher’s MAT-
LAB code [20], and are saved as static matrices.

o Structure TgnChannelMatrix stores a temporary realization
of the standard time domain TGn channel and parameters
including number of taps, tap delay, N; and N

o Method SetTgnTable sets ParamsTgn according to the type of
TGn channel, N; and N, inputted by users. N; and N, are
obtained from ns-3-dev class AntennaArrayBasicModel [12].



e Method GetChannel generates the standard time domain
TGn channel matrix using (1) - (5). The input of GetChannel
is ParamsTgn, and the output of GetChannel is TgnChannel-
Matrix.

The class TgnPropagationFadingModel contains the following:
e Method CalFreqChannel convert the standard time domain
TGn channel matrix generated from TgnChannelModel into
a frequency domain TGn channel matrix {H; f\idl using (6).
o Method GetFreqChannel returns previous {ﬁi}fidl when the
coherence time is not over. It calls CalFreqChannel to update
{H; f\i“; and then returns a new {H; fidl when the coherence

time is over.

The class InterferenceHelper can be extended with a method
GetEffectiveSnr. When pure SM is adopted, this method calculates
Na. Nss using (11); when pure STBC is

i=1,j=1
adopted, this method calculates post-processing SNR {y;, ]}l]\gf]:‘f

Nd7Nss
i=1jo1 and (10).

post-processing SNR {y; j}

using (12). Then, y, ¢y is calculated based on {y;,j}

2.4 Simulation Runtime Evaluation

We compare the runtimes of the EESM based link-to-system map-
ping as exemplified in Figure 3 on ns-3 and MATLAB WLAN Tool-
box full link simulations under channel model-C with LOS condi-
tion. 40000 packets are generated in both simulations. The runtimes
start from the generation of the TGn channel till the calculation of
Yerf- All simulations are conducted on a Intel(R) Xeon(R) E5-2630
CPU at 2.40GHz. To speed up ns-3 simulation, ns-3 is configured
to build optimized libraries. From Table 2 that reports simulation
runtimes, we have the following observations:

o The EESM based simulation runs faster than MATLAB full
link simulations, due to efficient link-to-system mapping.

o For bandwidth scaling while keeping (N;, Ny) constant, the
runtime of the EESM error model increases (almost) lin-
early with bandwidth. Since the number of subcarriers Ny
increases proportionally with bandwidth, the number of ad-
ditional loops for calculating y, s in (10) contributes to this
increase.

o For fixed bandwidth, the runtimes of the link-to-system map-
ping in Figure 3 for 1 X 1 case with 1 stream, 2 X 2 case with
2 streams, 3 X 3 case with 3 streams etc. scale due to the
increase in Ny, Ny, and the resulting computation in (10),

1).

Table 2: Single-run Runtimes Comparison between the Full Link
Simulation on MATLAB WLAN Toolbox and the EESM-based Link-
to-system Mapping in ns-3

N; X Ny(= Nss) | Bandwidth | MATLAB Full-link | ns-3 EESM
1x1 20MHz 28 min 13.34 s
1x1 40MHz 25 min 24.97 s
2X2 20MHz 37 min 25.45 s
2X2 40MHz 39 min 48.82 s
3x3 20MHz 51 min 41.37 s
3X3 40MHz 60 min 77.63 s

In summary, while the runtimes for a single link using the EESM
based link-to-system mapping in Figure 3 are much smaller than
MATLAB full-link simulation, it still scales with system parameters
N4, N¢, Ny-. Newer Wi-Fi standards scale MIMO dimensions N;, N,
to exceed 8, 8 on 80 MHz/160 MHz channels, implying that a more
efficient technique will be needed for effective ns-3 runtimes.

3 NEW EFFICIENT SIMULATION METHOD
VIA STATISTICAL CHARACTERIZATION
OF yerr

3.1 Modeling Distribution of y.rr

An alternative to the simulation method in Figure 3 is to statisti-

cally characterize the distribution of y ¢ using a few model depen-

dent parameters and use it directly in link-to-system mapping. The

proposed new statistical method results in an efficient simulation
technique, relative to current practice.
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We first focus on finding the approximate distribution of y,r¢
under TGn channels, based on some evidences from our simulations
in Figure 4 and related works. Our simulation is run once over
40000 different channel instances, under channel model-C with LOS
condition, 2 x 2 SM with 2 streams, 20MHz bandwidth, BCC channel
coding, MCS = 12, transmit SNR % = 30.4dB without applying
path loss. First, under TGn MIMO lchannel, even when |i — j| is
moderately large, the correlation coefficient between [H;]p,. n, and
[ﬁj]n,,n, (ie., p([ﬁi]nr,nt, [ﬁj]nr,nz)) is still large. For example, in
Figure 4 (a), p([ﬁi]l,l, [I?Ij]l,l) > 0.6 when |i—j| < 12.Since H;,i =
1,...,Ny do not satisfy the weakly dependent condition in [3] and
further Ny is not sufficiently large, central limit theorem (CLT) is

i L 1 5Na 5Nos _Yij
not an accurate representation for N Nos > i=1 2j=1 €XP i



in (10), whose pdfs by simulation in Figure 4 (b) under TGn MIMO
channels, are highly skewed (closer to Chi-square distribution under
some special cases) Thus, the normal or Beta approximation for

N Z Z exp( ﬁ ) based on CLT [7, 14, 23] no longer

holds under TGn channels.

However, [5] shows empirically that y. s can be approximated
by log-normal random variable (i.e., In(y, s ) is normally distributed),
4 2 exp(- 1)

NgNgs

as a Chi-square/normal random variable. In Figure 4 (c), we fit the
pdf of yerf to log-normal pdf using method of moments, and find
that modeling In(y.rr) as normal random variable is still not de-
sirable. The main reason is that the normal random variable has
only two parameters that can control mean and variance, but lacks
flexibility in simultaneously controlling mean, variance, and shape
(e.g., skewness and kurtosis). To achieve better control of shape,
we model In(y, f) as a skew-generalized normal (SGN) random
variable [2] (referred to as log-SGN approximation of y.rr), i.e.,

and this approximation is superior to modeling

X £ In(yerf) ~ SGN(j1, 6, Ay, Aa). (13)
with pdf
- _i Aix— i
fx(x;ﬁ,é,/ll,ﬂz)=g¢(xﬂu)q’ W | er
g\ q \/m
(14)

where /i € R is the location parameter, 6 > 0 is the scale parame-
ter, A; € Rand Ay > 0 are shape parameters, #(x) is the standard
normal pdf and ®(x) is the standard normal cdf. Modeling X (i.e.,
In(y.ff)) via SGN random variable has two advantages. First, it
simultaneously controls mean, variance and shape (e.g., skewness
and kurtosis), and is desirable for fitting y, s that is skewed re-
sulting from TGn MIMO channels (see Figure 4 (c)). Second, SGN
variables are easy to generate, as will be shown in Algorithm 2.

SM/STBC, Nd, Nt, N, Nss, Nsts, Rc i il
MCS, CH coding, packet length Onlz require tstorlng
parameters
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Figure 5: Proposed Statistical Method for Implementing EESM in
OFDM-MIMO System

The block diagram of our new method for implementing EESM in
OFDM-MIMO system is shown in Figure 5. The workflow consists
of two stages: a pre-simulation stage and a simulation stage. The
pre-simulation stage generates a large number of channel instances
from a MATLAB channel generator (or generates channel instances
in ns-3 as implemented in this work) and uses these channel in-
stances to calculate the EESM parameter § and the SGN parameters

i,6, il, ig Only 4, 6, il, j.z (and no channel realizations - unlike
[15]) are stored in the pre-simulation step. The steps for obtaining
i,6, A1, A3 are shown in Algorithm 1. In the simulation stage, a re-
alization of SGN distributed X can be generated using Algorithm 2
with i, 6, A1, Az as inputs in each coherence interval. The realiza-
tion of X is then used to calculate y,rr = exp(X). In summary,
reducing a complicated PHY/channel setup to four parameters is
the fundamental innovation, that makes the runtime and storage
complexity largely insensitive to the dimension of the PHY layer
parameters (e.g., Ny, N¢, Ny, Ngs and Ng;); changing these param-
eters only changes the values of /i, 6, il, iz, which almost does not
impact the runtime and storage complexity.

Algorithm 1: Obtain Parameters of SGN Distributed X

Input: MIMO setup (SM/STBC, N;, Ny, Ngg, Ngts, Re), bandwidth,

MCS, channel coding type (BCC/LDPC), packet length (short/long),

% #(d) and TGn channel type (A-F).

Output: /i, 6, )11, ig.
1: Obtain n realizations of frequency-domain MIMO channel ma-

trices {Hl “ using MATLAB WLAN toolbox or ns-3 channel
generator (lmplemented in Section 2.3), where n is large.
2: if pure SM is chosen then

w

Generate n realizations of X (i.e., {xj }" [ 1) using {H,}
(10), (11) and (13).
4: end if
5: if pure STBC is chosen then
6: Generate n realizations of X (i.e., {xy }? k_y) using {H; }
(10), (12) and (13).
7: end if
8: Use MATLAB fmincon function to numerically maximize the
log-likelihood function of the SGN random variable [2]:

i=1

i=1’

Mxg = f2)

~2 n n
n o 1 .
—ElogT—W § (xk—,u)2+§ log®| ———|.
20 ~ 2 A
k=1 k=1 62 + Aa(xg — )2

under the constraints & > 0 and A, > 0, and output the opti-
mized solution.

Algorithm 2: Generate A Realization of SGN Distributed X [2, 8]

Input: 1, 5, il, ig obtained from Algorithm 1.
Output: A realization of X.

1: Generate a Gaussian distributed random variable o = +/ izZ +
il, where Z ~ N(0, 1).
2: Based on the realization of @, generate two i.i.d. Gaussian ran-

1+a2 Aoa2

dom variables U1, U2 ~ N /5,6

3: Based on the realization of U1 and U2, let U = max(U1,U2)

. _ 1+a 1-a
and V = min(U1,U2). Then, X = —WU + —WV




3.2 Implementing Log-SGN Based Statistical
Model in ns-3

A new ns-3 class TgnErrorModelParameter is used to store the SGN
parameters /I, 6,11,}[2 generated using Algorithm 1. Once these
parameters are generated and stored, it can be reused by other
users. For any given channel/PHY configuration (MCS, N¢, Ny, Ny),
the four SGN parameters are sensitive to the change of received
power (due to varying transmit power or path loss PL(d) - see
Figure 6), and hence requires storing the SGN parameter set under
different received power. From Section 5 in [18] (Figures 5.8, 5.13
- 5.15) and our MATLAB simulations in Section 4 (Figure 8), we
can see that varying transmit/receive SNR over 25dB range suffices
for obtaining all reasonable PERs down to 10~2 for IEEE 802.11n
system. Under channel model-C with LOS condition without path
loss, 2 X 2 SM with 2 streams, 40MHz bandwidth, BCC channel
coding and MCS = 12, our simulations in Figure 6 shows that
0.25dB changes to the transmit/received SNR result in discernible
but not too significant change to effective SNR distribution. Thus it
is enough to store 25/0.25 = 100 sets of SGN parameters for every
0.25dB SNR increment.
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Figure 6: The pdf of Effective SNR under Different Transmit SNR

The new method GetEffectiveSnr in class InterferenceHelper can
be extended to support the log-SGN based statistical model, which
uses Algorithm 2 to generate SGN distributed X, and outputs the
effective SNR y, ¢ based on X and (13). The effective SNR y.f is
passed to a class EesmErrorModel, which includes a AWGN SNR-
PER lookup table that maps the y,rr, MCS, channel coding scheme
(BCC/LDPC) and packet length into the PER.

4 VERIFICATION AND COMPARISON OF
ERROR MODELS IN NS-3
We first verify our proposed log-SGN based model and model in

Figure 3 by comparing the effective SNR pdf obtained from ns-3
simulations with the effective SNR pdf obtained from MATLAB

WLAN Toolbox. Figure 7 shows the comparison with the same
setup as in Figure 4. From Figure 7, we can see that the model in
Figure 3 accurately generates the effective SNR pdf. The effective
SNR distribution generated by log-SGN based model approximates
the effective SNR distribution generated by MATLAB WLAN Tool-
box. Admittedly, the range of kurtosis of SGN random variable
is limited, and the center peak cannot be fitted well. There exists
better distributions (e.g., extended SGN [4] with five parameters)
that have larger range of kurtosis and can fit the central peak better.
However, generating such random variables is hard when compared
with generating SGN random variables.
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ns-3 EESM in Fig.3
ns-3 EESM Log-SGN
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0.15 -
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Figure 7: Comparison between the pdf Obtained from MATLAB
WLAN Toolbox, the pdf Generated by the Model in Figure 3 and the
Proposed Log-SGN Based Model

We next plot in Figure 8 the PER versus transmit SNR curve
produced by link simulation on MATLAB WLAN Toolbox, EESM
link-to-system mapping (using the model in Figure 3), and EESM
link-to-system mapping using log-SGN based model under chan-
nel model-C with LOS condition, SM with full streams, 20MHz
bandwidth, BCC channel coding, packet length = 1000 Byte and
16-QAM modulation with 3/4 channel coding rate. Path loss is not
applied. The simulation is run once over 40000 different channel
instances. From Figure 8, we can see that the link-to-system map-
pings from model in Figure 3 and log-SGN based model match
well with MATLAB link simulation. Furthermore, the accuracy loss
caused by log-SGN approximation against the implementation in
Figure 3 is much smaller than the accuracy loss caused by EESM
link-to-system mapping.

We then compare the storage complexity of the method in [15]
and the proposed log-SGN method. For each channel type (A-F),
channel bandwidth (20MHz/40MHz), N;- (1 ~ 4) and N; (1 ~ 4), the
proposed log-SGN based method requires storing 4 SGN parameters
(32 Bytes) x100 different received SNRs X8 MCSs X2 channel coding
types (BCC/LDPC) x2 packet lengths (short/long) x4 Ngs x2 STBC
rates (R, = 1 for Ngss = 2 and R, = 1/2 for Ngss = 3,4 if STBC is
applied; R, = 1if STBC is not applied) = 819.2 KB. This is much
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Figure 8: The PER versus Transmit SNR

smaller than the the method in [15], whose storage complexity
is shown in Table 1. The memory cost of the proposed log-SGN
method also does not scale with the increase of system parameters
(N¢, N, and bandwidth), as all channel matrices and PHY layer
characteristics are finally mapped into four SGN parameters.

We finally compare the runtime of the log-SGN based model with
the model in Figure 3 under the same setup as in Section 2.4 (run-
ning a simulation of 40000 packets once, same runtime calculation
procedure). For any given N, N¢, Ny, the runtime of the log-SGN
based model is always around 2.1 s, which is much smaller than
the runtime of the model in Figure 3. The runtimes of the log-SGN
based model do not scale with the system parameters (N;, N, and
bandwidth), as all channel generation and PHY layer processing
are mapped into the generation of X, whose runtime almost does
not change with the change of the four SGN parameters.

5 CONCLUSION & FUTURE WORK

In this work, a full ns-3 implementation of TGn channels and a full
link simulation abstraction based on EESM link-to-system mapping
was described. It upgrades current ns-3 802.11 SISO system model to
include 802.11n OFDM-MIMO use cases. Extending the prior SISO
system to MIMO system preserves accuracy at the cost of significant
increase in computation time, due to generating the TGn channel
and OFDM-MIMO PHY layer processing. To manage this increase
in simulation runtime, we next developed a new log-SGN based
statistical model that directly characterizes the output effective SNR.
This model requires only a few parameters to characterize the full
link performance, is efficient in both memory and computation,
and achieves good approximation to the results from the approach
in Figure 3.

For future work, IEEE 802.11ac/ax PHY layer and TGac/TGax
channels will be implemented using the proposed statistical method-
ology. Our preliminary investigations suggest that the proposed
new method is even more suited for 11ac/ax system. TGac/TGax

time-domain channels have larger number of taps L and 11ax design
has smaller subcarrier spacing, which increases the computational

burden for the method in Figure 3. In contrast, the SGN approxi-
mation of In(y. rf) keeps the runtime low, as it is insensitive to the
change of PHY parameters.
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