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ABSTRACT

Hands-on practice is a critical component of cybersecurity edu-
cation. Most of the existing hands-on exercises or labs materials
are usually managed in a problem-centric fashion, while it lacks a
coherent way to manage existing labs and provide productive lab
exercising plans for cybersecurity learners. With the advantages
of big data and natural language processing (NLP) technologies,
constructing a large knowledge graph and mining concepts from un-
structured text becomes possible, which motivated us to construct
a machine learning based lab exercising plan for cybersecurity edu-
cation. In the research presented by this paper, we have constructed
a knowledge graph in the cybersecurity domain using NLP tech-
nologies including machine learning based word embedding and
hyperlink-based concept mining. We then utilized the knowledge
graph during the regular learning process based on the following
approaches: 1. We constructed a web-based front-end to visualize
the knowledge graph, which allows students to browse and search
cybersecurity-related concepts and the corresponding interdepen-
dence relations; 2. We created a personalized knowledge graph for
each student based on their learning progress and status; 3. We built
a personalized lab recommendation system by suggesting more rele-
vant labs based on students’ past learning history to maximize their
learning outcomes. To measure the effectiveness of the proposed
solution, we have conducted a use case study and collected survey
data from a graduate-level cybersecurity class. Our study shows
that, by leveraging the knowledge graph for the cybersecurity area
study, students tend to benefit more and show more interests in
cybersecurity area.

CCS CONCEPTS

« Information systems — Recommender systems; « Applied
computing — E-learning; Interactive learning environments;

KEYWORDS
Laboratory, Knowledge Graph, Cybersecurity

ACM Reference Format:
Yuli Deng, Duo Lu, Dijiang Huang, Chun-Jen Chung, Fanjie Lin. 2019. Knowl-
edge Graph based Learning Guidance for Cybersecurity Hands-on Labs.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

CompEd ’19, May 17-19, 2019, Chengdu,Sichuan, China

© 2019 Association for Computing Machinery.

ACM ISBN 978-1-4503-6259-7/19/05...$15.00
https://doi.org/10.1145/3300115.3309531

194

In ACM Global Computing Education Conference 2019 (CompEd ’19), May
17-19, 2019, Chengdu,Sichuan, China. ACM, New York, NY, USA, 7 pages.
https://doi.org/10.1145/3300115.3309531

1 INTRODUCTION

Using hands-on labs is a critical learning approach for cyberse-
curity education. Existing lab materials are mainly managed in a
problem-centric fashion, in which instructors arrange learning and
corresponding lab materials based on a specific topic in security
area. However, the inter-lab dependencies are usually complicated
and unclear, which hinders both students and instructors to manage
learning and teaching materials in a coherent way. It is challenging
to build an effective and adaptive learning schedule for students
according to their personal background and learning targets: First,
efficient cybersecurity education heavily relies on hands-on labs
since it focuses more on practical problem-solving skills instead
of theory and models. In addition, it is more difficult to organize
lab materials than textbooks, let alone manage a complicated ex-
periment environment with multiple hosts, switches, routers, and
cables. Second, due to inherent diversities in knowledge and skill
sets in cybersecurity education, it is difficult to personalize the
learning process and keep track of individual student’s learning
progress. Third, for instructors, the knowledge sets and instruct-
ing materials must be kept up-to-date to cope with the emerging
new vulnerabilities, attacks and defense solutions. As a result, it is
a continuing process to provide improved learning guidance and
plan for students to keep up with the evolving of cybersecurity
technologies. The cybersecurity education issues above inspired us
to design a new learning solution that can provide a personalized
knowledge graph (KG) and guidance to effectively organize, index,
recommend reading materials and hands-on labs for learners.

To address the said challenges, we propose CyberKG, a cyberse-
curity knowledge graph for college-level cybersecurity education,
which includes both learning-related and domain-specific knowl-
edge. CyberKG is built on ThoTh Lab [2] [3], a web-based learning
platform for cybersecurity hands-on labs by using publicly avail-
able hands-on labs, e.g., SEED Labs [19] . Our contribution in this
paper is given as following:

1) We built a knowledge graph of concepts and terminologies
of cybersecurity based on large amount of public cybersecurity
contents, such as Wikipedia and public available cybersecurity lab
descriptions. Nodes of the knowledge graph and their dependency
relationship are obtained by mining the public cybersecurity con-
tents and security concepts from many cybersecurity glossaries
fine-tuned with reading materials and hands-on lab instructions
used in our offered security courses.
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2) We constructed a web-based front-end to visualize the knowl-
edge graph and index all hands-on labs we surfed in the public
domain.

3) We built a lab recommendation system for our hands-on lab
environment. This system can make recommendations by exploit-
ing the similarity relationship between nodes in the knowledge
graph and the association between various knowledge graph nodes
and lab instructions.

4) We personalized the knowledge graph for each student to
help instructors and students to track individual learning progress.

The remainder of this paper is organized as follows. Section 2
describes related efforts in education area to construct Knowledge
Graphs. Section 3 explains the system architecture and the ap-
proaches used to construct CyberKG and how we emphasize it as
a learning guide for students. Section 4 reports a case study with
our experience in teaching cybersecurity at a senior undergraduate
level course and discusses various facets of this system. Finally, a
short discussion and conclusion of the paper are given in Section 5
and Section 6, respectively.

2 RELATED WORKS

Building a KG is a challenging task though efforts have been done in
this area in recent years. There are two major approaches to develop
the knowledge bases in education: the first approach primarily re-
lies on individual professional expert, which involves manual work
to a certain degree to determine the discrepancies among differ-
ent professionals and then generate a corresponding consolidated
graph. There have been research efforts to describe and catego-
rize knowledge and skills in cybersecurity area by a large board of
professionals: Cybersecurity Curricular Guidelines [1], NIST NICE
[14], NSA CAE Knowledge Units [13], etc. The outcome of these
efforts are well-organized categories in tree structures, which pro-
vides clear guidance for human learners when exploring the area.
However, it turns out to be significantly challenging for machine
learning purposes as these structures contain very limited semantic
data that is readable to a machine. The other approach is to au-
tomate the generation process by gathering data from web pages
and books which is achievable by computers rather without human
interaction, e.g., Wikimindmap [15]. There are various solutions
been proposed in the last decade of research about building the KG:
Mahdisoltani et al. [7] have shown how to construct a knowledge
base from Wikipedia in multiple languages; Nickel et al. [12] gave
a comprehensive review on training statistical models for large
KG’s, and further used them to predict new edges in the graph.
Recently, attention has been drawn on word embedding for vari-
ous learning tasks. While a word can be understood by a human
being when it appears in the context, its numerical model has to be
constructed based on the complex contexts using neural network.
In 2013, Mikolov et al. [9], [8] proposed word2vec which included
two models: CBOW (Continuous Bag of Words) and Skip-gram
to minimize the complexity in computation of continuous vector
representation. According to the previous work done by Milne et
al. [11], two pages from Wikipedia are defined to be most similar
when they have more common information being shared. As for
other researches, e.g., Tsai et al. [20] showed that using the An-
chor texts of Wikipedia led to better performance in learning the
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phrase vectors. Grefenstette et al. [6] represented their work on
constructing the specialized dictionary by using word2vec to train
the Wikipedia data. Speer et al. [18] represented a knowledge graph
- ConceptNet5.5, which combines several sources to acquire word
embeddings by using distributional semantics, e.g. word2vec. All
the related works described above focus on constructing KG for
general knowledge. In this paper, we propose to construct a KG for
cybersecurity area with an enhanced Word2Vec implementation.

3 SYSTEM DESIGN

Our proposed CyberKG system contains two-stage generation and
utilization in its work-flow as shown in Figure 1. We first work out
the process to generate the knowledge graph including text data
processing, word embedding and the graph structure generation
in sections 3.1 and 3.2. Then three applications closely related to
personalized learning are built upon CyberKG, which includes lab
material indexing and searching (Section 3.3), knowledge graph
visualization (Section 3.4), and hands-on lab recommendation (Sec-
tion 3.5).

3.1 Word Embedding and Similarity
Calculation

For computer to understand natural language and the knowledge
and concepts within, words need to be represented in a computer-
readable manner. Traditionally, NLP systems treat words as discrete
symbols which leads to data sparsity and usually means that we
may need more data in order to successfully train statistical models.
Word embedding is a set of language modeling techniques to rep-
resent word as a vector in a low dimensional space. Using vector
representations makes natural language computer-readable, which
allows us to perform powerful mathematical operations on words to
detect their similarities. word2vec[8] is a two-layer neural network
that embeds text. Its input is a text corpus and its output are a set of
vectors, i.e., the feature vectors for words in that corpus. Our goal
of using word2vec is to group the vectors of similar words together
in a single vector space, which help us to connect highly related
words (concepts) in our knowledge graph.

The main input of the word embedding module is Wikipedia
pages. The English version of Wikipedia database dump on May
1st, 2018 from [4] has been used. We develop a toolkit using Python
to scrape Wikipedia pages for the categories in computer security
section to acquire more accurate related information. The tool that
we developed iterates through categories and stores a list of the
corresponding information. All main pages in computer security
and their related pages in 10 levels of subcategories have been
scrapped. There are 7,143 pages obtained under the criteria after
removing duplicates. With the processed database dump, we design
and develop several tool-kits to train our word embedding model. As
aresult, there are 4,724,129 unique word embeddings been acquired
which are represented in a computer-readable vector space, of
which 1,472,477 are Wikipedia pages titles (concepts). For each
keyword, the most similar words can be calculated through the
cosine similarity between two vectors. For example, for "DDoS",
the top ten similar words generated by our word embedding model
are shown in Table 1.
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Table 1: Top ten similar words of “DDOS”.

word similarity | word similarity
botnets 0.833809 | honeypot | 0.775258
phishing 0.767333 | DDoS 0.751166
denial of service | 0.708796 | spoofing 0.641557
synflood 0.596164 | malware 0.593467
attacks 0.584982 | crimeware | 0.549531

3.2 Knowledge Graph Generation

Knowledge graph, e.g., WordNet [10], is an abundant graph model,
whose entity can be represented as a node and the link can be
represented by the relationships between nodes. After gathering
the word similarities from the previous section, we are able to
generate a knowledge graph in our system.

Originally, the knowledge graph generation is handled by hu-
man experts. The first step is to do manual text analysis and get
a list of concepts, represented as labeled points, and a list of links
between these nodes. By combining the lists of concepts and links,
a small knowledge graph from a single author is then generated,
which is called an author graph. The next step is to combine graphs
from various authors into one large graph by identifying common
points with each other. When the texts of the nodes deal with the
same subject, points with the same label are first identified. Then,
human help is needed to identity synonyms for the same concept
and connect these synonyms together. One way is to compare the
neighborhoods of points. Computing the similarity between two
concepts’ neighborhood points help us to decide if these two con-
cepts are identical. This method even helps us to detect homonyms,
which means the same label but referring to different content.

In our case, each Wikipedia page represents a concept and its
explanation (which contains knowledge). There are also hyperlinks
within each Wikipedia page that links to other concepts. By ana-
lyzing the URL links within one Wikipedia page, we got a simple
author graph. For example, on the DDoS page, there are hyperlinks
that linked to Exploit, Trojan Horse, IDS, IPS, Computer Fraud, Bot-
net, Firewall and computer Virus. With 7,143 pages under computer
security category in Wikipedia, we now have 7,143 single author
graphs ready to be merged together. We utilize the similarities ob-
tained during the word-embedding process described in section
3.1 to further connect these small graphs. Figure 2 showcases how
we merge graph of 'Firewall’ and "DDoS’ graph into one graph.
Word pair like Antivirus, Computer virus, Spyware, Trojan Horse are
connected together in Figure 2 as their similarity based on word
embedding is high. We set the similarity lower limit to 0.8 (while

CyberkG
Figure 1: System architecture of CyberKG.
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0 means no relationship and 1 means the two concepts share the
same embedding) and connect all node pairs over this similarity
threshold. After that, we get one unified and also highly connected
knowledge graph ready for further utilization. The threshold 0.8 is
used as the lower limit for the following reason according to our
experiments: when 0.85 is applied, we get more than 2,000 uncon-
nected nodes, which means these concepts under computer security
category are not closely related compared to speaking language
words, which is a sign for us to reduce the threshold. There still
exist 673 disconnected nodes/small graphs that cannot be included
in our main knowledge graph with a threshold as low as 0.7.

3.3 Lab Material Indexing

Within ThoTh Lab, our virtual lab platform, we create a cyberse-
curity lab repository that is available to instructors and students
in our university. We implement our lab design and material from
labs of computer science courses within our school and other high-
quality open sources labs like SEED Labs from Syracuse University.
Instructors are able to upload their own new lab materials into the
lab repository at any time. All labs in our lab repository are tagged
with keywords by matching the lab material with concepts avail-
able in our knowledge graph. For example, keywords our system
identified in "Local DNS Attack Lab" from SEED lab include DNS,
bind9, cache, hostname, IP address, LAN, pharming, RFC, rndc, sudo,
Ubuntu, Wireshark. Some of these concepts, like sudo, Ubuntu are
not directly related to DNS attack, but these are necessary knowl-
edge for each student to finish this lab successfully. Instructors may
also edit these concepts before adding them to our lab repository if
they think some important concepts were skipped by our system.

We now get one lab to N concepts mapping in CyberKG, which
allows us to index labs based on nodes in the knowledge graph, and
vice versa. As each lab covers at least one node in the knowledge
graph, given any two Lab material A and B, we may obtain their
related knowledge graph nodes as the set S4 and Sp. A similarity
of these two articles can be calculated as follows:

[Sa N Sp]

sim(A, B) = m

General speaking, the more overlapping between two labs” knowl-
edge graph coverage, the more similar these two labs are. This
similarity will then be used as the input of the recommendation
module described in Section 3.5. Learning material is another com-
ponent in CyberKG. We currently linked each node in CyberKG to
its Wikipedia page, which can serve as basic reading material for
students. In order to expand the reading material repository, we
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Figure 2: Merge two small graph together based on overlap and word embedding similarity. (Firewall Graph on the right, DDoS

graph in the middle and merged result on the right.)

are working on indexing research papers available online with our
knowledge graph.

3.4 Knowledge Graph Visualization

With the Knowledge Graph represents in a graph data structure, our
next step is to represent the graph in an interactive GUI to empower
instructor and students to use it. Since ThoTh Lab itself is a purely
web-based lab environment [21], we want to integrate our CyberKG
system into the Web UI seamlessly. In this project, we utilized
Echarts, which is a web-based visualization library that features a
plethora of APIs to creating interactive and dynamic content on
the web. We first visualized our graph using three different ways.
First, a full knowledge graph is presented to the user. As shown
in Figure 3 (a). The user may zoom in and hang over nodes in the
graph to highlight nodes’ neighborhood and gray out unconnected
nodes, as shown in Figure 3 (b). Furthermore, the user may click
on one node to generate a tree graph using the selected node as
root, as shown in Figure 3 (c), leaves in this graph can be further
expanded. We also add the search function to help the user locate
concept nodes and index function to show the related labs for each
node. The color of the nodes represents the lab it belongs to.

We also develop a personalized knowledge graph according to a
learner’s knowledge gained through the lab experience. The per-
sonalized knowledge graph is represented as a subset of the cyber-
security knowledge map. When a learner accomplishes a lab, finish
the assigned reading material, and get the pass from an exam or
quiz, the personalized knowledge graph is automatically updated.
The graphical Ul allows the learner to view straightforwardly what
has already been covered in his/her learning progress.

3.5 Recommendation of Hands-on Labs

Traditional education recommendation systems derive the user
preferences from predefined features like user age, sex, educational
background, previous grades and/or pre-course survey results and
etc. Our system utilizes the concepts in CyberKG and in the lab
materials to recommend labs that suit the needs for instructor or
students.

There are two types of students who use our Lab system. The
first type is those who are taking a course which uses our lab
platform as an instructional tool. Instructors of such courses need
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to create syllabus and lab planning for the class at the beginning of
each semester. Our system provides instructors with adequate lab
materials within our lab repository. An instructor may provide a
list of concepts he/she wants to cover during the course run within
CyberKG, and our system will return labs related to these concepts
based on the concept-lab indexing generated in Section 3.3. During
the course run, our system is also able to identify students at-risk or
challenged based on their previous lab grades, quiz results, and lab
activities to make extra lab practice suggestions. Such suggestions
turns out to be simple and straightforward, that contains only
one lab, which is either the lab with highest similarity (defined as
sim(A, B) in Section 3.3) to the lab which the student was not able
to finish or a lab that covers concepts the student lost most points
in their exam or quiz.

The second type of students is graduate students who use our
virtual lab platform as a self-tutoring platform for cybersecurity
study. They are the target audience of our recommendation module.
For these students, we first create an entry-survey to check their
background in the cybersecurity domain. Then, each student is
asked to pick either a set of concepts/knowledge they want to cover
or a lab within a lab repository they want to finish independently
as their personal learning goal.

The CyberKG system first estimates the concept node coverage
of a student based on his/her entry-survey results and update these
concepts as mastered in his/her personal knowledge graph. We
define the set of mastered concepts Cps and the concepts covered
by the student’s learning goal as Cg. After that, CyberKG is able
to generate a set of paths Py;g between Cyps and Cg using the
knowledge graph. Each path P in Py;g contains a set of concepts
Cp. Combine all Cp, together we got Cp. It is assumed that Cp
includes all the concepts a student needs to learn and practice in
our lab system in order to achieve his/her learning goal. The last
step is to find a set of labs L that covers all concepts in Cp. Currently,
our system will generate L where each lab in L got high sim(A, B)
with another lab in L. This results in a set of labs that shares a lot of
concepts between them. When students start working on such labs,
they will have the chance to consolidate their current Cy; while
learning the new concepts. L becomes our recommendation to a
user. Each time a lab is finished and graded, we update Cy; and
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regenerate L to see if there is an update needed in the suggested
recommendation.

An example of the recommendation process for one user is
shown below. At the beginning, our system estimates that his knowl-
edge coverage Cy contains Linux command line, Linux Network
and Firewall, and he picks the learning goal Cg containing only
SSL Session Hijack. Then CyberKG generated Cp for him as shown
in Figure 4. Based on Cp, a L of five labs were recommended to
him: (1) Linux web service lab, which covers two concepts in Cp
(blue squares), (2) Linux firewall lab, which covers two concepts
in Cp (green squares), (3) Packet Sniffing lab, which covers three
concepts in Cp (red squares), (4) IP and port scanning lab, which
covers three concepts in Cp (purple squares), and (5) SSL Session
Hijacking Lab, which covers four concepts in Cp (yellow squares).

SSL
Session

Hijack /
\
~-7
|:| Linux Web Service Lab D Linux Firewall Lab
§ SSL Session

|:| Package Sniffing Lab D Hijacking Lab
D IP and Port Scanning Lab

Initially Mastered 17N .

Concepts N 7 Learning Goal

Figure 4: Lab Recommendation Process Example. Best
viewed with color.

Another scenario is when a self-learning student uses CyberKG
system without providing any personal data and goal. In such case,
CyberKG will not give any recommendation at first. Instead, it will
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obtain lab activity data when users start doing their first few labs
and record their knowledge gained through the lab experience to
generate Cyy for the students. Once enough labs are completed and
basic concepts are covered in the user’s personalized knowledge
graph, CyberKG system will start providing future lab recommen-
dation based on lab similarity ranking calculated and sorted by
sim(A, B). By doing these recommended labs, the user will quickly
consolidate the knowledge they have acquired and steadily expand
their personalized knowledge graph.

4 CASE STUDY

An experiment using CyberKG was conducted in a graduate-level
network security class during Fall 2017 at Arizona State University.
This class involves three hands-on labs for computer networks secu-
rity. 23 graduate students took the course, and all of them finished
the pre-survey before the first lab to provide an estimation of their
network knowledge backgrounds. During the semester, each stu-
dent was asked to finish three labs in the virtual lab platform. They
were also asked whether they wanted to volunteer in our research
practice, and nine students participated. These nine students set
their own learning goals on our knowledge graph and then got
the recommendation of labs as a outcome of the CyberKG system.
They continued to work on these labs, and 8 of them finished all
recommended labs. All students’ activities during the labs were
recorded in the browser end and inside the virtual machine they
used. At the end of the semester, all 23 students were asked to finish
an exit survey, where those nine volunteers got extra questions to
answer.

In the exit survey, the student satisfaction on our hands-on vir-
tual lab platform has been analyzed and they were also asked about
their opinion on CyberKG system. The following questions were
asked in the exit survey: (Answer on a scale of 1 to 5, 1 being totally
disagree, 5 being fully agree.)

Q1: The virtual lab platform is convenient to access.

Q2: Doing labs in virtual lab platform is easier compare to doing
labs in a physical lab.

Q3: Personal knowledge graph in the virtual lab platform is
accurate at the beginning of the class.

Q4: Personal knowledge graph is accurate at the end of the class.
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Q5: I regularly check my personal knowledge graph.

The extra questions for research volunteers:

Q6: The recommendation a reasonable recommendation for me.

Q7: The connection/similarity between labs recommended to me
is noticeable.

Q8: The recommendation system is easy to use.

Q9: Compare to labs required by the course, I find the labs rec-
ommended to me more interesting.

Q10: I want to keep on using the system as a self-guidance tool
after this class.

Figure 5 shows the average score of each question in the exit
survey. While the estimation of student knowledge coverage on the
quiz is not accurate (Q3), it improved at the end of the class based on
the user activity log (Q4). Among the 9 volunteers who utilized the
CyberKG system for learning recommendation, 6 of them agreed
that the recommendation is highly related to the topic they pick
(in Q7). The survey results also show that majority of students
confirmed the usefulness of the recommendation for hands-on labs
(Q6), and students’ personal preference on lab content have been
satisfied by using our system during the semester (Q9).

5.0

40 @) 4.2
3.7 3.7 3.7
3.0 33 3.2
) 3.1
2.0
1.0

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10
Figure 5: Average score of each question in the exit survey.

5 DISCUSSION

Our current knowledge graph generation module relies heavily
on word2vec model to accurately represent words with vectors
and calculate similarity among these vectors. However, there are
known limitations in this task. For example, it is known that word
frequency information in the embedding space affects cosine simi-
larity greatly. As a result, we need to consider word frequency in the
training process, especially for those cybersecurity terminologies
that do not appear frequently. Another challenge we are facing is
how to evaluate the generated knowledge graph. In English lan-
guage domain, there are several datasets that contain similar word
pairs defined by human experts, including Rubenstein and Goode-
nough dataset[17] and WordSim353 dataset[5]. These datasets can
be used as an evaluation baseline for NLP processing modules in
English language domain. But such dataset is absent in the cyber-
security domain. As a result, we can only rely on our own domain
knowledge to check the results and fine-tune model parameters
based on our own judgment. However, word embedding using un-
supervised learning methods like word2vec is still the mainstream
method on natural language dataset, as these datasets are way too
large for human experts to supervise the learning process. One pos-
sible solution to these challenges is to construct an ontology with
a group of experts in cybersecurity. A few examples of such ontol-
ogy emerge in recent research works[16]. The difference between
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ontology and our current knowledge graph is that the edge in the
ontology is well defined during the construction, while the links in
a knowledge graph may be meaningless. This makes the merging
of ontology in the same domain simple and straightforward. Our
next step is to add a human defined ontology module in our system
to evaluate and trim the knowledge graph generated by CyberKG,
then build a feedback loop and editing tool for users to give them
the opportunity to help us improve CyberKG.

There are also several lessons we learned during the case study.
First, students from all backgrounds take cybersecurity class. This
is not surprising at all, but we were still shocked by the huge gap
between students. At the beginning of the class, some students have
no background on computer network, while some students already
mastered most concepts we are going to cover in all labs. This makes
the entry survey/quiz and estimation important as these students
definitely need different kind of instruction from the very beginning.
Second, it is extremely hard to stop students from cheating during
online labs. Common cheats we found during the case study were
searching answer online (as SEED Lab we used are widely used)
and doing the labs together. Third, online support availability is
important to keep students motivated. Students may do the lab
any time anywhere, but when they encounter a problem that they
struggle, they’ll need help right away or they’ll procrastinate. One
solution to this is group lab, which enable students to help each
other. Lastly, we want to further investigate CyperKG’s impact on
students’ learning outcomes [22].

6 CONCLUSION AND FUTURE WORK

This paper describes our efforts towards creating a knowledge
graph to represent concepts and their relationships in the cyber-
security domain. This work is intended to provide an organized
knowledge that incorporates information from a large variety of
data sources including Wikipedia pages and instruction materials,
which includes all relevant concepts within the domain for edu-
cational usage. We then applied such knowledge graph into an
e-learning virtual lab platform to test it. When using the knowledge
graph as a recommendation/guidance tool for students, our case
study proves that our prototyped system is able to meet students’
expectation in making the desired recommendation.

In future work, we want to incorporate more unstructured data
into our system, including but not limited to textbooks, internet
web pages, and online video transcripts. We also plan to incorporate
cybersecurity ontology which is intended to support our knowl-
edge graph generation. We also need to come up with innovative
solutions to the other challenges discussed in Section 5. Further ex-
periments and in-class studies are necessary for system validation.
Our ultimate goal is to build a knowledge graph that will serve as
the backbone of the cybersecurity education domain, which would
evolve and grow with additional cybersecurity lab sets as they be-
come available, being fully adaptive to different learners who want
to utilize it.
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