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Abstract

For each integer N ě 2, Mariño and Moore defined generalized Donaldson invariants by the
methods of quantum field theory, and made predictions about the values of these invariants. Subse-
quently, Kronheimer gave a rigorous definition of generalized Donaldson invariants using the moduli
spaces of anti-self-dual connections on hermitian vector bundles of rank N . In this paper, Mariño and
Moore’s predictions are confirmed for simply connected elliptic surfaces without multiple fibers and
certain surfaces of general type in the case that N “ 3. The primary motivation is to study 3-manifold
instanton Floer homologies which are defined by higher rank bundles. In particular, the computation
of the generalized Donaldson invariants are exploited to define a Floer homology theory for sutured
3-manifolds.
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1 Introduction

Sutured manifolds were introduced by Gabai [36] to study foliations and the Thurston norm of 3-
manifolds [83]. A sutured manifold is a pair of a 3-manifold M and an oriented 1-manifold α Ă M
which decomposes the boundary of M in an appropriate way. In [36], Gabai also defines an operation
on sutured manifolds, which is called surface decomposition. Surface decompositions can be used to
simplify sutured manifolds. Foliations of sutured manifolds are also well-behaved with respect to surface
decompositions. As a result, Gabai was able to construct taut foliations for certain families of 3-manifolds
in an inductive way.

Floer homological invariants serve as another set of tools for studying topology and geometry of
3-dimensional manifolds. Such invariants were initially constructed for closed and oriented 3-manifolds:
UpNq-instanton Floer homology [29, 30, 61], Heegaard Floer homology [75], monopole Floer homology
[58], and embedded contact homology [46, 47]. Later, Juhász defined sutured Floer homology, a
generalization of Heegaard Floer homology to balanced sutured 3-manifolds [48].1 Subsequently, sutured
version of Up2q-instanton Floer homology [59], monopole Floer homology [59], and embedded contact
homology were constructed [12, 11, 62]. In particular, Kronheimer and Mrowka used sutured Up2q-
instanton homology as the main ingredient to establish that Khovanov homology detects the unknot [60].
This invariant was also used to reprove Property P for knots [59], and it lies in the core of a program in
the hope of finding a computer-free proof of the famous four color theorem [56]. The primary motivation
for this article is to extend UpNq-instanton Floer homology to sutured manifolds for higher values of N .

1.1 Motivation

Fix an integer N ě 2, and let K be a knot in an integral homology sphere Y . Let also µ denote an element
of the knot group, π1pY zKq, represented by a meridian of K:

Question 1.1. Does there exist a representation ϕ : π1pY zKq Ñ SUpNq with non-abelian image such
that:

ϕpµq “ c

»

—

—

—

–

1 0 . . . 0
0 ζ . . . 0
...

...
. . .

...
0 0 . . . ζN´1

fi

ffi

ffi

ffi

fl

(1.2)

where ζ “ e2πi{N , and c “ eπi{N or 1 depending on whether N is even or odd?

In the case that K is the unknot, the answer to the above question is clearly negative. Note also that if for
a knot K, there is a representation to SUpNq with the mentioned properties, then there is also a desired
representation from π1pY zKq to SUplNq for any positive integer l.

Suppose Y is a homotopy sphere2 and the answer to Question 1.1 for any non-trivial knot K in Y
is positive. A non-abelian representation ϕ satisfying (1.2) determines a non-trivial representation of

1For the definition of balanced sutured 3-manifolds, see Definition 5.19.
2By the Poincaré Conjecture, this is equivalent to say that Y “ S3. However, we are making this assumption to show that

our proposed approach does not require the Poincaré Conjecture.
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π1pΣN pKqq with ΣN pKq being the N -fold cyclic branched cover of Y , branched along K. This verifies
the Covering Conjecture, which asserts that ΣN pKq, for a non-trivial knot K, is not a homotopy sphere
[50, Problem 3.38]. A consequence of the Covering Conjecture is the Smith Conjecture, stating that a
non-trivial knot is not the fixed point set of an orientation preserving homeomorphism f : S3 Ñ S3

of order N [50, Problem 3.38]. The Covering Conjecture and the Smith Conjecture are both theorems,
proved by geometrization techniques [1].

Kronheimer and Mrowka’s sutured Up2q-instanton homology group, SHI2
˚, can be employed to

answer Question 1.1 affirmatively for N “ 2 (and hence for any even N ) and any non-trivial knot
K [59].3 Associated to any knot K, there is a sutured manifold pMpKq, αpKqq where MpKq is the
knot complement and αpKq is the union of two oppositely oriented meridional curves. Kronheimer
and Mrowka proved that if the dimension of SHI2

˚pMpKq, αpKqq is greater than 1, then there is a non-
abelian representation of the knot group of K that satisfies (1.2). Similar to foliations, SHI2

˚ also behaves
well with respect to surface decomposition, and one can inductively construct non-trivial elements of
SHI2

˚pMpKq, αpKqq after simplifying pMpKq, αpKqq by a series of sutured decomposition. In particular,
the dimension of SHI2

˚pMpKq, αpKqq is at least two for a non-trivial knot K. It is also shown in [31, 7]
that if K is a knot with non-trivial Alexander polynomial, then the answer to Question 1.1 is positive for
infinitely many values of N . In the light of the success of SHI2

˚ in addressing Question 1.1, it is natural to
look for the generalization of SHI2

˚ for higher values of N .

The essential device in the definition of sutured Floer homology group SHI2
˚ is an excision theorem

for Up2q-instanton Floer homology [30, 9, 59]. The proof of the excision theorem is in turn based on
Muñoz’s characterization of the structure of a Up2q-instanton Floer homology group associated to the
3-manifold S1 ˆ Σ where Σ is a Riemann surface [74]. Muñoz’s work borrows some results about the
cohomology ring of the moduli space of rank 2 stable bundles [87, 49, 79, 5], which are not available for
higher values of the rank.

In the present paper, we establish an excision theorem for N “ 3 using the relationship between
instanton Floer homology and generalizations of Donaldson invariants from [57]. Roughly speaking,
there is a p3` 1q-dimensional topological quantum field theory which associates UpNq-instanton Floer
homology to 3-manifolds, and its values for closed 4-manifolds is given by UpNq analogues of Donald-
son’s polynomial invariants. This relationship between Up2q-instanton Floer homology and polynomial
invariants have been extensively used to compute the invariants of 4-manifolds. In this paper, we firstly use
the TQFT structure to compute the Up3q-polynomial invariants of some families of smooth 4-manifolds.
Next, we work in the other direction, and use our knowledge of Up3q-polynomial invariants to obtain
a better understanding of certain Up3q-Floer homologies. This allows us to prove the excision theorem
and define a Floer homology group SHI3

˚ for sutured manifolds in the case that N “ 3. Computations
of generalized polynomial invariants in the physics literature [66] suggest that our approach can be also
exploited for higher values of N .

3The original notation for sutured Up2q-instanton homology is SHI˚. Here we use the superscript 2 to indicate that this
invariant is the sutured version of Up2q-instanton homology.
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1.2 Statement of Results

In his groundbreaking work [19], Donaldson defined polynomial invariants for a smooth manifold X
using the moduli space of Anti-Self-Dual connections on X . In his work, X is simply connected, b`pXq
is an integer greater than 1, and the ASD connections are assumed to be defined on an SUp2q-bundle
E over X . Although the assumption on b`pXq is essential, the definition of polynomial invariants was
subsequently generalized to the case thatX is not simply connected [55] and E is a UpNq-bundle [57, 14].
Polynomial invariants have been extensively studied in the case that N “ 2. However, there is not much
known about these invariants for higher values of N .

For a smooth and connected 4-manifold X , suppose the algebra ApXq is defined as:

ApXq :“ Sym˚pH0pXq ‘H2pXqq b Λ˚pH1pXqq.

where HipXq is computed with coefficients in C. Form the tensor product algebra ApXqbpN´1q, and for
α P HipXq and 2 ď r ď N , let αprq be the corresponding element in the pr´ 1qst factor of ApXqbpN´1q.
In the case that α is the generator of H0pXq, this element of ApXqbpN´1q is denoted by ar. We also
define a grading on ApXqbpN´1q such that for α P HipXq, the degree of αprq is equal to 2r ´ i. A
Hermitian vector bundle E of rank N on X is determined by its first and second Chern classes. Suppose
c1pEq is represented by an embedded surface w in X and c2pEqrXs “ k. Then the UpNq-polynomial
invariants associated to the bundle E is a linear map4:

DN
X,w,k : ApXqbpN´1q Ñ C.

For z P ApXqbpN´1q, the complex number DN
X,w,kpzq is non-zero only if:

degpzq “ 4Nk ´ 2pN ´ 1qw ¨ w ´ pN2 ´ 1q
χpXq ` σpXq

2
(1.3)

Therefore, we will not lose any information, if we combine these invariants as:

DN
X,w :“

ÿ

k

DN
X,w,k.

A substantial part of the present paper is devoted to computing Up3q-polynomial invariants of some
families of of algebraic surfaces. Our first result in this direction is the following:

Theorem 1. Suppose X is a K3 surface. Then for any embedded oriented surface w in X and any
element z P ApXqb2:

D3
X,wpa

3
2zq “ 27D3

X,wpzq D3
X,wpa3zq “ 0. (1.4)

Moreover, if Γ and Λ are two elements of H2pXq, then:

D3
X,wpp1`

a2

3
`
a2

2

9
q ¨ eΓp2q`Λp3qq “ e

QpΓq
2
´QpΛq (1.5)

4Our definition of UpNq-polynomial invariants slightly differs from the Culler’s definition. See Subsection 2.1 for more
details.

6



In order to clarify the statement of the above theorem, the following remarks are in order. The left
hand side of (1.5) is defined as:

D3
X,wpp1`

a2

3
`
a2

2

9
q ¨ eΓp2q`Λp3qq :“

8
ÿ

i“0

8
ÿ

j“0

D3
X,wpp1`

a2
3 `

a2
2
9 qΓ

i
p2qΛ

j
p3qq

i!j!

Theorem 1 asserts that the above series for a K3 surface is convergent, and the resulting number is
equal to eQpΓq{2´QpΛq. Here Q denotes the intersection form of X . That is to say, QpΓq is the algebraic
intersection number of Γ with itself. In general, the intersection number of two homology classes Γ and
Γ1 is denoted by Γ ¨ Γ1. Since (1.5) holds for all choices of Γ and Λ, Formula (1.3) allows us to compute
the following polynomial invariants for all choices of non-negative integers i, j, an integer k P t0, 1, 2u,
and homology classes Γ and Λ:

D3
X,wpa

k
2Γip2qΛ

j
p3qq

These invariants determine D3
X,wpzq for all z P ApXqb2, because the K3 surface satisfies (1.4) and

b1pXq “ 0.

Our computation of the invariants of K3 surfaces motivates the following definition: a smooth 4-
manifold X with b`pXq ě 2 and b1pXq “ 0 has w-simple type with respect to an embedded surface w,
if :

D3
X,wpa

3
2zq “ 27D3

X,wpzq D3
X,wpa3zq “ 0 (1.6)

for all z P ApXqb2. The 4-manifold X has simple type if it has w-simple type with respect to any w in X .
As in the case of the K3 surfaces, if X has simple type and the series:

pDX,wpe
Γp2q`Λp3qq :“ D3

X,wpp1`
a2

3
`
a2

2

9
q ¨ eΓp2q`Λp3qq

is convergent for all choices of w and Γ,Λ P H2pXq, then these series determine all polynomial invariants
of X .

We can extend our calculation for the K3 surfaces to a larger family of complex surfaces. Suppose
W pm,nq is the blowup of CP1 ˆCP1 at the 4mn singular points of the following (complex) curve:

B :“ tp1, ¨ ¨ ¨ , p2mu ˆCP1 YCP1 ˆ tq1, ¨ ¨ ¨ , q2nu.

Let rB be the proper transform of B, and define Xpm,nq to be the branched double cover of W pm,nq,
branched along the smooth curve rB. The horizontal and vertical fibrations of W pm,nq by projective
lines lift to two fibrations of Xpm,nq whose generic fibers are denoted by fm´1 and fn´1. The Riemann
surface fi, for i P tm ´ 1, n ´ 1u, has genus i. The complex surface Xp2, 2q is a K3 surface. More
generally, Xpm, 2q is an elliptic surface without multiple fibers, which is usually denoted by Epmq [42].

Theorem 2. The elliptic surface Epnq has simple type. Moreover, there are rational numbers ~1 and
~2 independent of n such that for any embedded surfaces w in Epnq and Γ,Λ P H2pEpnqq, the series
pDEpnq,wpe

Γp2q`Λp3qq is equal to:

e
QpΓq

2
´QpΛqr~1 coshp

?
3f ¨ Γq ´ 2~2 cosp´

2π

3
w ¨ f `

?
3f ¨ Λqsn´2.

where f “ f1 represents an elliptic fiber of Epnq. Furthermore, ~1 ` ~2 “ ˘1 for an appropriate choice
of the sign.
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The constant numbers ~1 and ~2 In Theorem 2 are respectively equal to 2
3 and 1

3 [15]. The set of
surfaces Xpm,nq, as smooth 4-manifolds, are closed with respect to taking fiber sums.5 For example, we
can take the fiber sum of Xpm,n1q and Xpm,n2q along the fiber fm´1, and the resulting 4-manifold is
diffeomorphic to Xpm,n1 ` n2q. Given two embedded surfaces Σ1 Ă Xpm,n1q and Σ2 Ă Xpm,n2q

which intersect a fiber in the same number of points, we can form a surface Σ1#Σ2 Ă Xpm,n1 ` n2q.
SupposeHpm,n1, n2q Ă H2pXpm,n1 ` n2qq is the space of homology classes generated by homology
classes of the surfaces of the form Σ#Σ1. The following theorem about Xpm, 4q is a consequence of
Theorem 4.92 about the polynomial invariants of fiber sums. In fact, Theorem 4.92 can be used to obtain
similar results about other surfaces in the family Xpm,nq.

Theorem 3. For m ě 3, let w Ă Xpm, 4q be an embedded surface which has the form w1#w2

for wi Ă Xpm, 2q and w ¨ fm´1 ‰ 0 mod 3. Let K denote the canonical class of Xpm, 4q. Then
there are rational numbers ~3 and ~4, independent of m, such that for Γ,Λ P Hpm, 2, 2q the series
pDXpm,4q,wpe

Γp2q`Λp3qq is convergent and is equal to :

e
QpΓq

2
´QpΛqr

1

2
~2

1~m´2
3 coshp

?
3K ¨ Γq ` 2~2

2~m´2
4 cosp´

2π

3
w ¨K `

?
3K ¨ Λqs

where ~1, ~2 are the constants of Theorem 2.

We do not attempt to find the undetermined constants ~3 and ~4 here. We also believe that Xpm, 4q has
simple type, and the above theorem holds for any choice of w Ă Xpm, 4q and homology classes Γ and Λ.
But the current version of the theorem is sufficient for our 3-dimensional applications.

The algebraic surfaces in Theorems 1, 2 and 3 are representatives of surfaces with different possible
finite Kodaira dimensions. K3 surfaces, elliptic surface Epnq with n ě 3 and Xpm, 4q for m ě 3 have
Kodaira dimensions 0, 1 and 2, respectively. Theorem 1 shows that the Up3q-polynomial invariants of
a K3 surface associated to homology classes Γ and Λ are determined by the self-intersection of these
homology classes. On the other hand, for the Up3q-polynomial invariants of Epnq and Xpm, 4q we also
need the pairing of Γ and Λ with the canonical class. Recall that the the first Chern class of the canonical
classes of Epnq and Xpm, 4q are represented by pn´ 2qf and pm´ 2qf3 ` 2fm´1, respectively.

In Section 3, we introduce various Floer homology groups associated to the 3-manifold S1 ˆ Σ, and
explain how these vector spaces admit ring structure. We also characterize the vector space structure on
these Floer homology groups. Theorems 2 and 3 allow us to obtain further information about the ring
structure of these rings. We use this information to obtain an excision theorem for Up3q-instanton Floer
homology. With the aid of this excision theorem, we construct the promised sutured Floer homology
SHI3

˚, following Kronheimer and Mrowka’s approach in [59]. This sutured Floer homology group has the
following property:

Theorem 4. For a knot K in a homology sphere Y , suppose the dimension of SHI3
˚pMpKq, αpKqq is

greater than 1. Then there is a non-abelian representation of π1pY zKq into SUp3q that satisfies the
holonomy condition (1.2) for N “ 3.

The proof of this theorem is given in Corollary 5.32. We conjecture that dimpSHI3
˚pMpKq, αpKqq ą 1

for any non-trivial knot K in a homology sphere Y such that Y zK is irreducible. This answers Question
5See section 3.3 for a review of the definition of fiber sum
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1.1 affirmatively for N “ 3 and any non-trivial knot K in an integral homology sphere Y (without the
irreducibility assumption on Y zK). We hope to come back to this conjecture elsewhere.

1.3 Outline of Contents

Section 2 gives a review of the moduli spaces of anti-self-dual connections on 4-manifolds (possibly
with boundary) and UpNq-polynomial invariants. This section also contains a non-vanishing theorem
for UpNq-polynomial invariants of algebraic surfaces. The second half of Section 2 discusses how the
Up3q-polynomial invariants behave in the presence of negative embedded spheres. In particular, we recall
the results of Culler’s thesis [14] about the blowup formula for Up3q-polynomial invariants and discuss
how this formula can be simplified for smooth 4-manifolds with simple type. Section 3 deals with various
Floer homology groups, which appear in this paper. After giving an exposition of UpNq-instanton Floer
homology, we study various Floer homologies of Σˆ S1 where Σ is an oriented surface. We also discuss
a generalization of UpNq-instanton Floer homology, which is known as Fukaya-Floer homology in the
case that N “ 2.

The Floer homology groups of Section 3 are our main tools in computing Up3q-polynomial invariants
of several complex surfaces in Section 4. In particular, the proofs of Theorems 1, 2 and 3 are given in
this section. In Section 4, we also study the behavior of Up3q-polynomial invariants with respect to fiber
sum. In Section 5, we prove our excision theorem and define the sutured Floer homology group SHI3

˚.
To make the exposition of the paper more comprehensible, we postpone providing proofs for technical
results in Sections 2 and 3 until Section 6. These results are proved by gluing theory of the moduli spaces
of anti-self-dual connections. Section 7 concerns various questions and conjectures which naturally arise
from our work on this paper.

All manifolds in this paper, are smooth and oriented. Given such a manifold X , we will write HipXq
and H ipXq for the homology and cohomology groups of X with complex coefficients. If we need to work
with another coefficient ring R, then we use the notations HipX,Rq and H ipX,Rq. Our main results
for this paper concern Up3q-polynomial invariants and Up3q-instanton Floer homologies. However, we
believe that our method for the construction of SHI3

˚ should work for arbitrary N . Therefore, we try to
state our results for general N , when it is possible.

Acknowledgements. We thank Lucas Culler, Simon Donaldson, Peter Kronheimer, Claude LeBrun
and Tomasz Mrowka for helpful conversations. We also thank Victor Mikhaylov for verifying that our
definition of the simple type condition matches the predictions from the physics literature. We are very
grateful to the Simons Center for Geometry and Physics for providing a stimulating environment while
we were working on this project.
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2 Higher Rank Bundles and Polynomial Invariants

2.1 UpNq-polynomial Invariants

In this section, we review the definition of UpNq-polynomial invariants of 4-manifolds based on [57, 14].
For N “ 2, there is an extensive literature on the subject (see, for example, [19, 22, 70, 55]). For higher
values ofN , these invariants were firstly defined in [66] by the methods of quantum field theory. A rigorous
definition of polynomial invariants for higher rank bundles are given in [57]. As we mentioned earlier, the
polynomial invariants of a 4-manifold X are homomorphisms defined on the algebra ApXqbpN´1q. In
[57], the polynomial invariants are defined only on the sub-algebra:

ApXq b 1b ¨ ¨ ¨ b 1

Kronheimer’s definition was subsequently generalized to the algebra ApXqbpN´1q in [14]. The construc-
tion of Fukaya-Floer homology in Subsection 6.3 is based on Culler’s modification of UpNq-polynomial
invariants in [14]. Therefore, we attempt to give enough background on his treatment to motivate the
construction of UpNq-Fukaya-Floer homology.

Suppose X is a smooth, closed, oriented and connected 4-manifold, w is an oriented embedded
surface in X , and k is an integer. Then there is a UpNq-bundle P , unique up to isomorphism, over X such
that c1pP q “ P.D.rws and c2pP qrXs “ k. An explicit construction of this UpNq-bundle can be given
as follows. Suppose Dpwq is a regular neighborhood of w in X whose boundary is denoted by Spwq.
Then we can consider a Hermitian line bundle on Dpwq which is trivialized on SpW q and its relative
first Chern class is given by the Thom class of the disc bundle Dpwq. By extending the trivialization
to the complement of Dpwq, we obtain a Hermitian line bundle Lw where c1pLwq “ P.D.rws. The
direct sum of Lw and the trivial bundle CN´1 defines a UpNq-bundle P0 on X with c2pE0qrXs “ 0 and
c1pE0q “ c1pLwq. Next, fix a UpNq-bundle on the 4-dimensional ball D4 which is trivialized on the
boundary and its relative second Chern class is given by kP.D.rpts. Removing a ball from XzDpwq and
gluing the above ball gives rise to the same 4-manifold. We can also use the trivializations to glue the
UpNq-bundle on D4 to P0 and produce a UpNq-bundle P such that c1pP q “ P.D.rws, c2pP qrXs “ k
and the determinant bundle of P is identified with Lw.

A 2-cycle w in a closed 4-manifold is a union of embedded closed surfaces in X . We can apply the
above construction of the previous paragraph to obtain a Hermitian line bundle Lwi for each connected
component wi of w. Then we can replace Lw in the previous paragraph with the tensor product of the line
bundles Lwi and produce a UpNq-bundle P with c1pP q “ P.D.rws and c2pP qrXs “ k. The topological
energy of P is defined to be:

κ :“ k ´
N ´ 1

2N
w ¨ w

Thus the bundle P is determined by the pair pκ,wq up to a canonical isomorphism. We say a closed
2-cycle w in X is coprime to N , if there is an embedded oriented surface Σ Ă X such that the intersection
number w ¨ Σ is coprime to N .

Suppose P is a UpNq-bundle on a closed 4-manifold determined by a pair pκ,wq. Fix an integer l ě 3
and an arbitrary smooth connection B0 on Lw. LetAκpX,wq be the space of L2

l connections on P whose
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induced connections on detpP q “ Lw is equal to B0. If supP q is the bundle associated to the conjugation
action of UpNq on the Lie algebra supNq of SUpNq, then AκpX,wq is an affine space modeled on the
Banach space L2

l pX, supP q b Λ1q. We will also write GκpX,wq for the space of L2
l`1 automorphisms of

P whose fiber-wise determinant is equal to 1. Then GκpX,wq forms a Banach Lie group with Lie algebra
L2
l`1pX, supP qq. This Lie group acts on AκpX,wq, and the quotient space is denoted by BκpX,wq. We

will write rAs for an element of BκpX,wq, represented by a connection A. The center of the Lie group
UpNq induces a finite subgroup of GκpX,wq. If this subgroup is the stabilizer of a connection A, then A
is an irreducible connection. Otherwise, the connection A is called reducible. The space of irreducible
connections on P are denoted by A˚κpX,wq, and we will write B˚κpX,wq for the quotient space.

Fix a Riemannian metric on X and let ˚ denote the associated Hodge operator on differential forms
of X . Then ˚ defines an involution on the space of 2-forms on X , and 2-forms in the 1-eigenspace
(respectively, p´1q-eigenspace) are called self-dual (respectively, anti-self-dual). A connection A P

AκpX,wq is anti-self-dual if it satisfies the following equation:

F`0 pAq “ 0 (2.1)

where F0pAq denotes the projection of the curvature of A to the space supP q, and F`0 pAq is the self-dual
part of F0pAq. In another word, the connection induced by A on the associated PUpNq-bundle to P has
anti-self-dual curvature. The equation (2.1) is invariant with respect to the action of GκpX,wq and the
quotient space of ASD connections is denoted byMκpX,wq.

The local behavior of the moduli spaceMκpX,wq around an element rAs is governed by the following
elliptic complex, denoted by DA:

L2
l`1pX, supP qq

dA
ÝÝÑ L2

l pX, supP q b Λ1q
d`A
ÝÝÑ L2

l´1pX, supP q b Λ`q (2.2)

where Λ` denotes the bundle of self-dual forms on X . The ith cohomology group of this complex is
denoted by H i

A. The connection A is irreducible if and only if H0
A is trivial. We say A is regular, if

H2pAq is trivial. If A is an irreducible and regular ASD connection, then in a neighborhood of rAs, the
moduli space is a smooth manifold of the same dimension as H1

A. In this case, the dimension of H1
A is

given explicitly by the following formula:

4Nκ´ pN2 ´ 1q
χpXq ` σpXq

2
. (2.3)

In general, the index of the elliptic complex DA is given by (2.3).

The ASD equation (2.1) can be perturbed by changing the metric on X . Holonomy perturbations
determine another useful family of perturbations of the ASD equations [18, 81, 29, 21, 57, 61]. By abuse
of notation, a solution of the perturbation of the ASD equation by a holonomy perturbation is still called
an ASD connection, and the moduli space of the solutions of the perturbed equation is still denoted by
MκpX,wq. Suppose w is coprime to N and b`pXq ě 1. Then for a generic choice of the metric on X
and a small holonomy perturbation the moduli spaceMκpX,wq consists of only irreducible and regular
connections [57]. Therefore, the moduli space is a smooth manifold whose dimension is given in (2.3).
This manifold is also orientable and in the case that N is odd [57], a canonical choice of an orientation can
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be fixed. If N is even, to fix an orientation of the moduli space, we need an orientation of the determinant
line of the following elliptic operator:

d` ‘ d˚ : L2
l pX,Λ

1q Ñ L2
l´1pX,Λ

`q ‘ L2
l´1pXq

Such an orientation of the determinant line is called a homology orientation of X . The UpNq-polynomial
invariants of X are given by integrating appropriate cohomology classes onMκpX,wq.

The pull-back of P to the product space AκpX,wq ˆX admits an action of GκpX,wq which lifts the
obvious action on the base. The quotient space defines a PUpNq-bundle P over B˚κpX,wq ˆX , called
the universal bundle associated to P . In general, P cannot be lifted to an SUpNq-bundle. However, we
can define Chern classes of P as rational cohomology classes of B˚κpX,wq ˆ X , because the rational
cohomology groups of the classifying spaces BPUpNq and BSUpNq are isomorphic. With a slight abuse
of notation, we will denote the ith Chern class of P with cipPq for 2 ď i ď N .

The slant product of the Chern classes of the universal bundle and the homology classes ofX gives rise
to cohomology classes of B˚κpX,wq. This construction can be used to define an algebra homomorphism:

µ : ApXqbpN´1q Ñ H˚pB˚κpX,wqq. (2.4)

where µ is the unique algebra homomorphism that satisfies the following property:

µpαprqq “ p´1qrcrpPq{α. (2.5)

Our convention for the definition of µ slightly differs from that of [14] where p´1qr does not appear in
the definition of µpαprqq.

Let the 2-cycle w be coprime to N , and arrange a metric and a small holonomy perturbation such
that the resulting moduli space consists of irreducible and regular points. We will temporarily write
MκpX,w, π0q for the moduli space to emphasize the dependence on π0, denoting the metric and the
holonomy perturbation. If N is even, fix a homology orientation for X . ThenMκpX,w, π0q can be
canonically oriented. Let d “ dimpMκpX,w, π0qq, and fix z P ApXqbpN´1q such that degpzq “ d. If
the moduli spaceMκpX,w, π0q is compact, then we can evaluate µpzq with respect to the fundamental
class ofMκpX,w, π0q and obtain a number DN

X,w,kpzq. (Recall that k is the second Chern number of
P .) We wish to show that this number does not depend on π0, the metric and the holonomy perturbation.
Suppose π1 is another choice of a metric and a small holonomy perturbation avoiding reducible and
irregular points. If b`pXq ě 2, then we can find a path tπtu0ďtď1 of metrics and small holonomy
perturbations such that the 1-parameter family of moduli spaces:

ď

t

MκpX,w, πtq (2.6)

is a smooth manifold of dimension d` 1. Since the class µpzq can be pulled back to (2.6), Stokes theorem
implies that π0 and π1 give rise to the same number DN

X,w,kpzq, assuming (2.6) is also compact. However,
MκpX,w, π0q and the 1-parameter family of moduli spaces are not compact in general and we need to
pursue a geometric approach to define the evaluation of µpzq onMκpX,w, π0q.

Uhlenbeck compactification of the moduli spaceMκpX,wq compensates for the non-compactness
of this space. Suppose trAnsu is a sequence of the elements ofMκpX,wq. Then there is a multi-set
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x of m points in X , and a connection A8 P Mκ´mpX,wq such that, after passing to a subsequence,
phnq˚pAnq is Lp1-convergent to A8 on Xzx for any given real number p [57, Proposition 11]. Here hn is
an isomorphism from the UpNq-bundle carrying An to the UpNq-bundle carrying A8 which is defined
only on Xzx and its determinant does not depend on n.

Another key input is that P can be replaced with a Hermitian vector bundle [14]. Consider the standard
representation of SUpNq on CN . The tensor product SUpNq-space pCN qbN induces a representation
of the group PUpNq. Therefore, we can associate a vector bundle E of rank NN to P. We call E the
universal complex vector bundle. The Chern class cipPq can be written as a polynomial in terms of Chern
classes cjpEq for 2 ď j ď i. For example, c2pPq is equal to 1

NN c2pEq. Therefore, it suffices to define
DN
X,w,kpzq for the elements z P ApXqbpN´1q that:

µpzq “ ci1pEq{α1 ¨ . . . ¨ cimpEq{αm 2 ď ij ď N. (2.7)

In order to define this polynomial invariant, let Σi be a submanifold of codimension at least 2 which
represents the homology class αi.

The Chern classes of a vector bundle V of rank r over a manifold M can be represented by stratified
subspaces of M . The vector bundle HompCr´i`1, V q is stratified by rank. If s is a generic section of V ,
then:

Ni :“ tx PM | rankpspxqq ď r ´ iu (2.8)

is a stratified subspace of M with strata of even codimension. Therefore, the fundamental class of Ni

determines a well-defined homology class, which is the Poincaré dual of cipV q.

In order to define DN
X,w,kpzq for z in (2.7), fix an open neighborhood νpΣjq of the submanifold Σj

such that the inclusion of this open set in X induces a surjective map of fundamental groups. The unique
continuation theorem implies that if the holonomy perturbation in the definition ofMκpX,wq is small
enough, then the restriction of any element of this moduli space to νpΣjq is irreducible [57]. We also
assume that νpΣjq and νpΣkq intersect only if Σj and Σk are embedded surfaces and each point of
X lie on at most two such open neighborhoods. Analogous to E, we can form a vector bundle Ej of
rank NN on B˚pνpΣjqq ˆ νpΣjq. In order to produce a representative for cij pEjq, we form the bundle
HompCNN´ij`1,Ejq, and form a subspace Vij pΣjq of B˚pνpΣjqq ˆ νpΣjq as in (2.8).

The vector bundles E and Ej are related to each other. The pull back of Ej with respect to the
restriction map rj : MκpX,wq ˆ Σj Ñ B˚pνpΣjqq ˆ νpΣjq is the restriction of the bundle E. This
suggests that DN

X,w,kpzq can be defined as the signed count of the points in the following cut-down moduli
space:

NκpX,w; zq :“ tprAs, x1, . . . , xmq PMκpX,wq ˆ Σ1 ˆ ¨ ¨ ¨ ˆ Σm | rjprAs, xjq P Vij pΣjqu

For a generic choice of Vij pΣjq, NκpX,w; zq is a compact 0-dimensional space, and the orientation of
MκpX,wq fixes a sign on each point on this space [57, 14]. The compactness of the cut-down moduli
space is a consequence of Uhlenbeck compactification using a standard counting argument [19, 22, 57, 14].
Counting the points of the cut-down with respect to the associated signs defines a number which only
depends on the homology class of Σ1, . . . Σm, and this dependence for each homology class is linear. If
b`pXq ě 2, we can adapt the geometric counting argument to the moduli space (2.6), and show that the
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invariant DN
X,w,k does not depend on the choice of the metric on X and the holonomy perturbation of the

ASD equation.

There is also a standard trick which allows us to define DN
X,w,k in the case that w is not coprime to N .

Suppose X̂ denotes the blowup of X at an arbitrary point. Suppose also E is the exceptional sphere of X̂ .
Then the cycle w ` E is coprime to N . In the non-coprime case, define:

DN
X,w,kpzq :“ DN

X̂,w`E,k
pEN´1
p2q zq.

In the case that w is already coprime, the above definition turns into an identity which is proved in [57].

The invariant DN
X,w,kpzq is defined to be zero if degpzq is not equal to the dimension ofMκpX,wq.

For a fixed 2-cycle w in X , the moduli spaces of ASD connections appear in different dimensions whose
values mod 4N are constant. We use (1.2) to define DN

X,wpzq, which is called the UpNq-polynomial
invariant of pX,wq evaluated at z. This number is non-zero only if:

degpzq ” 2pN ` 1qw ¨ w ´ pN2 ´ 1q
χpXq ` σpXq

2
mod 4N

In particular, if N is an odd integer, the invariant DN
X,wpzq vanishes for the classes z that degpzq is not

divisible by 4.

There are relationships among the polynomial invariants of X associated to different 2-cycles. If w
and w1 are two 2-cycles in X , then:

DN
X,w`Nw1pzq “ p´1qcw

1¨w1DN
X,wpzq. (2.9)

where c is zero if N is odd or divisible by 4, and is equal to 1 if N is 2 mod 4. The invariants associated
to the 2-cycles w and the same 2-cycle with the reverse orientation, denoted by ´w, are also related. As it
is explained in [57], there is a diffeomorphism fromMκpX,wq toMκpX,´wq. This diffeomorphism is
orientation preserving if N is odd, and change the orientation by the factor of p´1qw¨w if N is even. The
diffeomorphism lifts to an anti-linear isomorphism of the universal complex vector bundles. Therefore,
we have:

DN
X,´wpzq “ p´1qpN´1qw¨wDN

X,wpτpzqq. (2.10)

where τ : ApXqbpN´1q Ñ ApXqbpN´1q is the algebra homomorphism that maps αprq to p´1qrαprq.

Suppose Γ2, . . . , ΓN are elements of H2pXq and z P ApXqbpN´1q. To avoid the convergence issue,
we define DN

X,wpze
Γ2
p2q
`¨¨¨`ΓN

pNqq in a slightly different way in compare to the introduction:

DN
X,wpze

Γ2
p2q
`¨¨¨`ΓN

pNqq :“
ÿ

0ďi2,...,iNă8

DX,wpzpΓ
2
p2qq

i2 . . . pΓN
pNqq

iN q

i2! . . . iN !
ti22 . . . t

iN
N

where ti is a formal variable. Therefore, the UpNq-series DN
X,wpze

Γ2
p2q
`¨¨¨`ΓN

pNqq is an element of the
ring of formal power series Crrt2, . . . , tN ss. We can also define an element of Crrt2, . . . , tN ss for linear
functionals f2, . . . , fN : H2pXq Ñ C and a a power series gpxq “

ř8
i“0 bix

i:

gpf2pΓ
2q ` ¨ ¨ ¨ ` fN pΓ

N qq :“
8
ÿ

i“0

bipf2pΓ
2qt2 ` ¨ ¨ ¨ ` fN pΓ

N qtN q
i (2.11)
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We use a similar convention in the case that fi are homogeneous polynomials of higher degree (eg. the
intersection formQ). These conventions allow us to rephrase Theorems 1, 2 and 3 in terms of the identities
of the elements of Crrt2, t3ss.

Remark 2.12. Suppose X is a 4-manifold with b`pXq “ 1. For a generic metric and for small holonomy
perturbations the moduli spacesMκpX,wq contains only irreducible connections. For each such choice
of metric, we can apply the construction of this section to define a UpNq-polynomial invariant DN

X,w.
However, this polynomial invariant depends on the choice of the metric, because a 1-parameter family
of moduli spaces as in (2.6) might have reducible connections. As a result, the space of metrics on X
can be divided into chambers, such that DN

X,w is constant only inside the interior of each chamber. Such
polynomial invariants have been studied for N “ 2 in [52, 53].

2.2 Cylindrical Ends and Moduli Spaces

One of the important themes of this article is the interplay between gauge theory on 3-manifolds and
4-manifolds. One can see the interaction by considering the analogues of the geometrical objects from the
previous subsection on 4-manifolds with boundary. Suppose W is a 4-manifold with boundary Y , and fix
a metric which is a product metric in a collar neighborhood of Y . A smooth 2-cycle in W is a properly
embedded 2-dimension submanifold of W . A 2-cycle w in W is a union of smooth 2-cycles in W whose
boundary determines a smooth 1-manifold γ Ă Y . We will say that the boundary of the pair pW,wq is
the pair pY, γq. We also form a pair of non-compact manifolds pW`, w`q by adding the cylindrical ends
r0,8q ˆ Y and r0,8q ˆ γ to W and w.

As in the previous part, we can associate a UpNq-bundle Q to the pair pY, γq. This UpNq-bundle
is trivialized on the complement of a regular neighborhood Dpγq of γ, and its relative first Chern class
on Dpγq is given by the Thom class. We will also write Lγ for the determinant bundle of Q. Similar
to the 4-dimensional case, let BpY, γq be the space of equivalence classes of connections on Q whose
determinants are equal to a fixed connection on Lγ . Given α P BpY, γq, the stabilizer of a connection
representing α is denoted by Γα. The element α is irreducible if Γα is equal to the center of SUpNq. The
bundle Q can be extended to a UpNq-bundle P on W using the 2-cycle w. The bundle P also determines
a UpNq-bundle on W` in an obvious way which will be also denoted by P .

Fix an element α P BpY, γq, and let A0 and A1 be two connections on P whose restrictions to the end
r0,8q ˆ Y are the pull-back of representatives of α. Then we say A0 and A1 represent the same path,
if there is an automorphism g of P with determinant 1 such that g˚pA1q ´A0 is a compactly supported
1-form. The equivalence class of a connection under this equivalence relation is called a path along
pW,wq based at α. The topological energy of a path p represented by a connection A is defined by the
following Chern-Weil integral:

κppq :“
1

16Nπ2

ż

W`

trpadpF pAqq ^ adpF pAqqq

Here adpF pAqq is regarded as a 2-form with coefficients in EndpsupP qq. The product ^ in the integrand
is induced by the wedge product of differential forms and composition of the elements of EndpsupP qq.
The above integral is independent of the chosen connection A and only depends on p. The constant in
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front of the integral is chosen such that if p is replaced by another path p1 based at α, then the energy
changes by an integer.

An important special case for us is the cylinder manifold W “ r0, 1s ˆ Y . Fix connections α, β P
BpY, γq and let p be a path along pr0, 1sˆY, r0, 1sˆ γq based at α and β on t0uˆY on t1uˆY . Then p
induces a path, in the ordinary sense, from α to β in BpY, γq. The topological energy of the path p defines
a number which its value, up to an integer, depends only on α and β. Therefore, we can fix β0 P BpY, γq
and define a functional CS : BpY, γq Ñ R{Z, called the Chern-Simon functional, where CSpαq is equal
to the topological energy of any path from α to β0. Since β0 is chosen arbitrarily, CS is well-defined only
up to a constant. But in the case that γ is empty, the trivial connection Θ gives a canonical choice of β0.
Critical points of the Chern-Simons functional are represented by connections A on Q such that:

F0pAq “ 0.

A critical point α P BpY, γq is called non-degenerate if the Hessian of the Chern-Simons functional is
non-degenerate at α.

Suppose α is a non-degenerate critical point of the Chern-Simons function. Suppose also A0 is a
connection on W` that represents a path p based at α. Then AppW,w;αq is the following space of
connections:

AppW,w;αq :“ tA0 ` a | a P L
2
l,δpW, supP q b Λ1qu

where l ě 3, δ is a small positive number, and the weighted Sobolev space L2
l,δpW, supP qq is defined

as follows. Let t be a function on W` that agrees with the cylindrical coordinate on the end of W`.
For a vector bundle E on W and a positive constant δ, the Banach space L2

l,δpW,Eq is defined as
e´δtL2

kpW
`, Eq. Suppose GppW,w;αq is also defined as:

GppW,w;αq :“ tg P AutpP q | detpgq “ 1, ∇A0g P L
2
l,δpW, supP q b Λ1qu.

Then GppW,w;αq is a Banach Lie group. This group acts on AppW,w;αq and the quotient space is
denoted by BppW,w;αq. The space of the elements rAs P BppW,w;αq, that F`0 pAq “ 0, forms the
moduli space of ASD connections associated to the path p. This moduli space is denoted byMppW,w;αq.

It is useful to form a framed version of the moduli space of the ASD equations. Any gauge transforma-
tion in GppW,w;αq is asymptotic to an element of Γα. Define the framed gauge group G0

ppW,w;αq to be
the subspace of the elements of G0

ppW,w;αqwhich are asymptotic to the trivial element of Γα. The framed
gauge group is also a Banach Lie group and its Lie algebra can be identified with L2

l`1,δpW, supP qq. We

write rBppW,w;αq for the quotient of AppW,w;αq with respect to the action of G0
ppW,w;αq. The set of

the elements of rBppW,w;αq which satisfy the ASD equation is called the framed (or based) moduli space
of ASD connections associated to p and is denoted by ĂMppW,w;αq.

There is an important relationship between the ASD equation and the Chern-Simons functional. We
can define an inner product on BpY, γq using the following expression

xa, by :“ ´
1

16Nπ2

ż

Y
trpadpaq ^ ˚ adpbqq a, b P Ω1pY, supP qq
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where tr is defined using the trace on EndpsupNqq. Suppose tαptqutPr0,1s is a path in BpY, γq. This path
defines a trajectory of the downward gradient flow of CS with respect to the above metric if it satisfies the
following equation:

dαptq

dt
“ ´ ˚ F0pαptqq. (2.13)

The path tαptqu determines a connection A, in temporal gauge, on r0, 1s ˆ Y , and (2.13) is equivalent
to the ASD equation F`0 pAq “ 0. This relationship between the ASD equation and the Chern-Simons
functional allows us to conclude from non-degeneracy of the critical points of CS that the moduli spaces
ĂMppW,w;αq are analytically well-behaved.

The local behavior of the framed moduli space ĂMppW,w;αq around an element rAs is modeled by
the following elliptic complex:

L2
l`1,δpW, supP qq

dA
ÝÝÑ L2

l,δpW,Λ
1 b supP qq

d`A
ÝÝÑ L2

l´1,δpW,Λ
` b supP qq (2.14)

This complex is Fredholm and its homology groups are denoted by H0
A, H1

A and H2
A. Then H0

A “ 0,
and the element rAs is called regular, if H2

A is also trivial. In this case, ĂMppW,w;αq is smooth in a
neighborhood of A, and H1

A gives a model for the tangent space of the framed moduli space at rAs.
Therefore, the index of the above complex for a (not necessarily regular) ASD connection A is called the
expected dimension of ĂMppW,w;αq and is denoted by dimepĂMppW,w;αqq.

We slightly generalize above discussion to include the case of 4-dimensional cobordisms. A cobordism
W : Y0 Ñ Y1 is a 4-manifold with boundary Y0

š

Y1. We also assume that a 2-cycle w : γ0 Ñ γ1 in W
is given, and P is the associated UpNq-bundle. Suppose also α0 and α1 are flat connections on Y0 and Y1,
and p is a path along pW,wq from α0 to α1. As before, we assume that α0 and α1 are non-degenerate. In
this case, W`, BppW,w;α0, α1q andMppW,w;α0, α1q are defined as in the previous case by regarding
W as a 4-manifold with boundary. However, there is an alternative elliptic complex that one can associate
to the elements of MppW,w;α0, α1q. Suppose W` is the Riemannian 4-manifold given by adding
cylindrical ends to W . In this case, we identify the cylindrical end corresponding to the incoming end
with p´8, 0sˆY0. As in the previous case, suppose t is a function on W` that agrees with the cylindrical
coordinates on the ends and define L2

l,δpW,Eq. Therefore, an element of L2
l,δpW,Eq is allowed to have

exponential growth on the incoming end and it is forced to have an exponential decay on the outgoing end.
For rAs P BppW,w;α0, α1q, the ASD operator DA is defined as follows:

d˚A ‘ d
`
A : L2

l,δpW,Λ
1 b supP qq Ñ L2

l´1,δpW, pΛ
0 ‘ Λ`q b supP qq (2.15)

The operator DA is elliptic, and the excision property of elliptic operators shows that the index of
DA is additive with respect to composition of cobordisms. This index can be computed explicitly using
Aiyah-Patodi-Singer index theorem [82, 69]:

indexpDAq “ 4Nκppq ´ pN2 ´ 1q
χpW q ` σpW q

2
`

ÿ

i“0,1

p´1qi
h0pYi; adαiq ´ ρadαi pYiq

2
(2.16)

where h0pYi; adαiq denotes the dimension of H0pYi; adαiq. Moreover, for a flat connection a on a
vector bundle V over Y , ρa is Atiyah-Patodi-Singer ρ-invariant of a [4]. As an example, let χj be a
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Up1q-connection on Lpa, bq whose holonomy around the standard generator of π1pLpa, bqq is equal to
e

2πij
a . Then it is shown in [4] that:

ρχj pLpa, bqq “ ´
4

a

a´1
ÿ

k“1

cotp
πk

a
q cotp

πkb

a
q sin2p

πkj

a
q (2.17)

Suppose a 4-manifold W is regarded as a cobordism from the empty 3-manifold to the boundary of W .
Then dimepĂMppW,w;αqq is equal to indexpDAq ` h0pαq where A is a connection that represents the
path p.

In the case of a cylinder r0, 1s ˆY , the ASD operator can be used to define a relative Z{4NZ-grading
on critical points of the Chern-Simons functional associated to a pair pY, γq. Fix an arbitrary critical point
β0 of CS, and let α be another critical point of CS. Let the connection A represent an arbitrary path p
from α to β0. Then the Floer grading of α, denoted by degpαq, is defined to be indexpDAq mod 4N .
Since the choice of β0 is arbitrary, this grading only gives rise to a relative Z{4NZ-grading. In the case
that γ is empty, we can make this grading absolute by requiring β0 “ Θ. In this case, we can invoke the
index formula (2.16) to compute degpαq as follows:

degpαq ” 4N ¨ CSpαq ´
N2 ´ 1

2
`
h0pY ; adαq ´ ρadαpY q

2
mod 4N (2.18)

Analogous to the case of closed 4-manifolds, we can avoid non-regular points in MppW,w;αq
by perturbing the ASD equation. Suppose α is irreducible and non-degenerate. Then there are small
holonomy perturbations of the ASD equation, supported in r0, 1s ˆ Y Ă W`, such that the resulting
moduli spaces consist of regular points [61]. Alternatively, if b`pXq ě 2 and w is coprime to N , then
we can arrange for a small perturbation of the ASD equation such that the moduli spacesMppW,w;αq,
for arbitrary α and p with κppq bounded, are regular [57]. In the case thatMppW,w;αq consists of only
regular points, it is an orientable smooth manifold.

In general, the critical points of the Chern-Simons functional might not be non-degenerate. Suppose
that all critical points of the Chern-Simons functional associate to a pair pY, γq are irreducible. Then, CS
can be also perturbed by appropriate perturbations such that the critical points of the resulting functional
are irreducible and non-degenerate [61, Proposition 3.10]. The family of perturbations that is used in [61]
are also defined in terms of the holonomies of connections on Y . Suppose CSπ is such a perturbation
of CS by a small holonomy perturbation and α is a critical point of CSπ. Suppose also pW,wq is a pair
whose boundary is equal to pY, γq. The negative-gradient flow line of CSπ determines a perturbation of
the ASD equation on the end r0,8q ˆ Y of W`. This perturbation can be extended to W` such that
the corresponding moduli space contains only regular points [61]. As in the previous case, the elliptic
operator (2.15), can be used to study the local behavior of the moduli spaces. In particular, in the case of a
cylinder, index of DA can be used to define a relative Z{4NZ-grading on the critical points of CSπ.

2.3 Non-vanishing Theorem for Algebraic Surfaces

For a complex projective surface, the moduli spaces of ASD connections can be identified with the moduli
spaces of stable bundles with the fixed determinant [17]. Stable bundles have been studied extensively
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using various techniques in algebraic geometry. Thus one can use algebro-geometric methods to extract
information about the polynomial invariants of a complex projective surface. For example, the following
theorem about non-vanishing of UpNq-polynomial invariants of algebraic surfaces is a generalization of
Donaldson’s celebrated theorem about Up2q-invariants [19, 22]:

Theorem 2.19. Suppose X is a complex projective surface with positive geometric genus, h is a hyper-
plane class (or equivalently a very ample class), and w is a 2-cycle representing c1 of a holomorphic line
bundle L. Suppose also w is coprime to N . Then:

DN
X,wph

d
p2qq ą 0

when d is large enough and

d ” pN ` 1qw ¨ w ´ pN2 ´ 1q
χpXq ` σpXq

4
mod 2N

Proof. Let MN
κ pX,Lq be the moduli space of stable bundles with rank N , determinant L, and energy κ.

We firstly review the proof of the non-vanishing theorem in the rank 2 case. In this case, the key idea is to
find a projective embedding of M2

κpX,Lq and then interpret the polynomial invariant D2
X,wph

d
p2qq as a

multiple of the degree of the moduli space. The main steps of the proof can be summarized as follows:

1. Suppose C is an algebraic curve and N pC, dq is the moduli space of stable bundles of rank 2 and
degree d on C. Then there is a projective embedding ofN pC, dq into a projective space PpW q [38].
Moreover, this projective embedding is given by the sections of a large power Ld of the determinant
line bundle over N pC, dq [22].

2. For any stable bundle E P M2
κpX,Lq, there is p0 such that if C Ă X is a generic curve in the

linear system |Oppq|, for p ě p0, then the restriction of E to C is also stable [68]. Using this
result together with the fact that moduli space M2

κpX,Lq has finite type, we can find a projective
embedding J : M2

κpX,Lq Ñ PpV q. This embedding is given by restricting the elements of
M2
κpX,Lq to finitely many curves in the linear system |Oppq| and applying Gieseker embedding

from the previous part.

3. For κ large enough, the moduli space M2
κpX,Lq is not empty [80, 39].

4. The dimension of the irregular part of M2
κpX,Lq is strictly smaller than the virtual dimension of

the moduli space, when κ is large enough [19].

By combining these facts, it can be shown that the map J can be chosen such that the degree of the
quasi-projective variety JpMκpX, Iqq is equal to:

KdDN
X,wph

d
p2qq

for an appropriate integer K, and for a large enough d. Therefore, the invariant DN
X,wph

d
p2qq is positive.

This proof can be generalized to the case that N ą 2. Steps 1 and 2 are proved for an arbitrary rank in the
references mentioned above. The generalization of the the third step to the higher rank case is given in
[64]. The higher rank version of the fourth fact is also proved in [40]. Then the same arguments as in
[19, 22] can be used to realize DN

X,wph
d
p2qq as a multiple of the degree of a quasi-projective variety, which

verifies the claim in Theorem 2.19.
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Remark 2.20. In Theorem 2.19, we assume that X is a projective surface. But a similar non-vanishing
theorem can be formulated for any Kähler surface, because Kähler surfaces can be deformed into projective
surfaces [51] and the UpNq-polynomial invariants only depend on the smooth structure.

2.4 Negative Embedded Spheres

Motivated by [77], Fintushel and Stern used embedded 2-spheres with negative self-intersection to study
polynomial invariants of a 4-manifold X [28, 27] (See also [84]). The same idea is exploited in [14] to
obtain information about the properties of the polynomial invariants associated to higher rank bundles.
Suppose τ is an embedded sphere in a 4-manifold X which has self-intersection ´2. Fix a 2-cycle w
with w ¨ τ “ 0, and z P ApxτyKqb2. In general, ApV q for a vector subspace V Ď H2pXq denotes the
sub-algebra Sym˚pH0pXq ‘ V q b Λ˚pH1pXqq, and xτyK is the subspace of H2pXq consisting of the
homology classes orthogonal to τ . The following formulas about the Up3q-polynomial invariants of X
are proved in [14]:

pC1q D3
X,wpτ

2
p2qzq “ ´2D3

X,w`τ pzq

(C2) D3
X,wpτ

4
p2qzq “ ´4D3

X,wpa2τ
2
p2qzq ´ 3D3

X,wpτ
2
p3qzq

(C3) D3
X,wpτ

3
p2qτp3qzq “ ´3D3

X,wpa3τ
2
p2qzq ´D3

X,wpa2τp2qτp3qzq

By a similar approach, we shall prove the following proposition in Subsection 6.2:

Proposition 2.21. Suppose X is a smooth 4-manifold with b`pXq ě 2 and w is a 2-cycle. Suppose also
σ is an embedded sphere with self-intersection ´3 and z P ApxσyKqb2.

(i) If w ¨ σ ” 1 mod 3, then there is a constant number c such that:

D3
X,wpp´

3

2
σp3q ´

3

2
σ2
p2q ´ a2qzq “ cD3

X,w´σpzq.

(ii) If w ¨ σ ” 2 mod 3, then for the same constant c as above:

D3
X,wpp

3

2
σp3q ´

3

2
σ2
p2q ´ a2qzq “ cD3

X,w`σpzq.

(iii) If w ¨ σ ” 0 mod 3, then the following two formulas hold:

D3
X,wppσ

4
p2q ` 4a2σ

2
p2q ` 3σ2

p3qqzq “ 0 D3
X,wppσ

3
p2qσp3q ` 3a3σ

2
p2q ` a2σp2qσp3qqzq “ 0

In Subsection 4.2, we will show that the constant c in the statement of this proposition is equal to ´3.
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2.5 Blowup Formula for 4-manifolds with Simple Type

In this subsection, we review the properties of Up3q-polynomial invariants of blown up 4-manifolds.
This part has the same theme as the previous subsection, because the exceptional divisor of a blown up
4-manifold gives rise to a p´1q-sphere. We start with an exposition of the main result in Culler’s thesis
[14]. Given a 4-manifold X , let X̂ denote the blow up of X at one point, which is diffeomorphic to the
4-manifold X#CP

2. We will also denote the exceptional sphere in X̂ with E. If w is a 2-cycle in X ,
then it induces a 2-cycle in X̂ which will be also denoted by w. Similarly, we can regard ApXq as a sub
algebra of ApX̂q.

Proposition 2.22. Suppose w is a 2-cycle in X and z P ApXqb2. For 0 ď i ď 2 and 0 ď j ď 1, the
invariant D3

X̂,w
pEi
p2qE

j
p3qzq is equal to D3

X,wpzq if i “ j “ 0 and it is zero otherwise. The invariant

D3
X̂,w`E

pEp3qzq is equal to D3
X,wpzq. For 0 ď i ď 5, the invariant D3

X̂,w`E
pEi
p2qzq is equal to:

$

’

’

&

’

’

%

0, if i=0,1,3;
D3
X,wpzq, if i=2;
´D3

X,wpa2zq, if i=4;
D3
X,wpa3zq, if i=5.

Proof. As we mentioned in Subsection 2.1, the identity D3
X̂,w`E

pE2
p2qzq “ D3

X,wpzq is proved in [57].
The other identities can be proved by a similar method. (See Proposition 62 in [14] and the succeeding
discussion.)

According to this proposition, some of the polynomial invariants of X̂ are determined by the invariants
of X . The following theorem claims that a similar pattern holds for all invariants of X̂ . This theorem is
essentially proved in [14]. We just slightly expand the results of this thesis using the same methods:

Theorem 2.23. Suppose w is a 2-cycle in X and z P ApXqb2. For non-negative integers i and j, there
are polynomials Bi,j , Si,j P Qra2, a3s which are independent of X , w, z, and they satisfy the following
identities:

D3
X̂,w
peEp2q`Ep3qzq “ D3

X,wpz
ÿ

i,j

Bi,jpa2, a3qt
i
2t
j
3q

and
D3
X̂,w`E

peEp2q`Ep3qzq “ D3
X,wpz

ÿ

i,j

Si,jpa2, a3qt
i
2t
j
3q.

Moreover, B :“
ř

i,j Bi,jpa2, a3qt
i
2t
j
3 and S :“

ř

i,j Si,jpa2, a3qt
i
2t
j
3, as power series in the variables t2

and t3 with coefficients in the polynomial ring of a2, a3, are uniquely determined by the initial values
given in Proposition 2.22 and the following four PDEs:

B22B ´B2B2 “ ´S ˝ τ ¨ S, S22S ´ S2S2 “ ´S ˝ τ ¨B, (2.24)

B2222B ´ 4B222B2 ` 3B22B22 “ ´4a2pB22B ´B2B2q ´ 3pB33B ´B3B3q (2.25)
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and
B2223B ´ 3B223B2 ´B222B3 ` 3B23B23 “

“ ´3a3pB22B ´B2B2q ´ a2pB23B ´B2B3q. (2.26)

Here τ maps pt2, t3q to p´t2,´t3q. The subscript 2 means taking partial derivative with respect to 2 and
the subscript 3 should be interpreted similarly.

Using (2.10), the power series S can be used to compute the invariant of D3
X,w´E .

Sketch of the proof. The main tool is a trick that due to Fintushel and Stern [28]. SupposeE andE1 are the
two exceptional spheres in X#2CP

2. Then the homology class E ´ E1 is represented by a p´2q-sphere.
Suppose pCk,l (respectively, pC 1k,l) is the identity that is given by applying pC1q from Subsection 2.4 to
w (respectively, w ` E ` E1) and z̃ :“ pE ` E1qk

p2qpE ` E1ql
p3qz. Similarly, we can derive identities

Ck,l and qCk,l by applying pC2q and pC3q to w and z̃ as above. These identities can be used to prove the
existence of Bi,j and Si,j inductively. To be a bit more detailed, firstly one shows the existence of Bk,0
and Sk,0 inductively using the initial values in Proposition 2.22, pCk,0 and pC 1k,0 [14, Proposition 69]. Then

another inductive argument with the aid of identities Ck,l, qCk,l and Proposition 2.22 shows the existence
of Bk,l [14, Proposition 73]. Finally, pCk,l, pC 1k,l, the initial values of Proposition 2.22 and the fact that S0,1

is non-zero imply the existence of Sk,l in an inductive way. After proving the existence of the polynomials
Bk,l and Sk,l, the identities pCk,l, pC 1k,l, Ck,l and qCk,l can be used to write four differential equations for B
and S which are given in (2.24), (2.25) and (2.23). The existence proof shows that these PDEs and the
initial values are enough to uniquely determine B and S.

In general, computing the exact form of the power series B and S (equivalently, solving the PDEs
in the statement of Theorem 2.23) is not straightforward. In the following corollary, we show that for
4-manifolds with simple type, the blow up formula has a simple form:

Theorem 2.27. Suppose pX,wq is a pair of a 4-manifold and a 2-cycle such that X has w-simple type.
Suppose also X̂ is the blowup of X at one point and E is the exceptional class. Then there are power
series bpt2, t3q, spt2, t3q P Qrrt2, t3ss such that:

pDX̂,wpe
Ep2q`Ep3qzq “ pDX,wpzqbpt2, t3q (2.28)

and
pDX̂,w`Epe

Ep2q`Ep3qzq “ pDX,wpzqspt2, t3q (2.29)

for z P ApXqb2. The power series b and s are given by the following formulas:

bpt2, t3q “
1

3
e´

t22
2
`t23rcoshp

?
3t2q ` 2 cosp

?
3t3qs, (2.30)

spt2, t3q “
1

3
e´

t22
2
`t23rcoshp

?
3t2q ´ cosp

?
3t3q `

?
3 sinp

?
3t3qs. (2.31)
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Formula (2.30) for the power series bpt2, t3q was previously found by means of quantum field theory
arguments in [24, Formula 6.22]. When comparing the formulas here and in [24], the reader should note
that t3 needs to be replaced with it3 because of different conventions in the definition of the µ map.

Proof. Evaluating B and S of Theorem 2.23 at a2 “ 3 and a3 “ 0 produces b and s with the required
property. These power series satisfy equations (2.24), (2.25) and (2.23) where a2 and a3 in the latter two
equations are replaced with 3 and 0. In fact, the same proof as the existence proof in Theorem 2.23 shows
that b and s are uniquely determined by these equations and the initial vales in Proposition 2.22 (with a2

and a3 replaced by 3 and 0). The power series (2.30) and (2.31) satisfy the required conditions. Therefore,
they are equal to b and s.

Remark 2.32. Identity (2.10) implies that:

pDX̂,w´Epe
Ep2q`Ep3qzq “ pDX,wpzqspt2,´t3q (2.33)

3 Floer Homologies for Closed 3-manifolds

3.1 Admissible Pairs

A pair pY, γq of a connected closed 3-manifold and an embedded oriented 1-manifold is N -admissible if
there is an embedded oriented surface Σ in Y such that the integer Σ ¨γ is coprime to N . Suppose Q is the
UpNq-bundle associated to the pair pY, γq. The admissibility of pY, γq is what is called the non-integral
condition for the UpNq-bundle Q in [61]. In particular, we can use the construction of [61] and associate
the instanton Floer homology group IN˚ pY, γq to an N -admissible pair pY, γq. Instanton Floer homology
can be lifted to a functor from a cobordism category COBA to a certain category of vector spaces.

An object of the category COBA is an N -admissible pair. A morphism from a pair pY0, γ0q to another
pair pY1, γ1q is a triple pW,w, zq where W : Y0 Ñ Y1 is a cobordism, w : γ0 Ñ γ1 is a 2-cycle, and
z P ApW qbpN´1q. The composition of two morphisms:

pW,w, zq : pY0, γ0q Ñ pY1, γ1q pW 1, w1, z1q : pY1, γ1q Ñ pY2, γ2q

is equal to pW 1 ˝W,w1 ˝ w, z1 ¨ zq.

Suppose VECTORn is the category of relatively Z{nZ-graded vector spaces over C. An object of this
category is a vector space V with a direct sum decomposition:

V “
à

jPJ

Vj

where Z{nZ acts transitively and freely on J . A morphism in this category from V “
À

jPJ Vj to
V 1 “

À

j1PJ 1 V
1
j1 is a complex linear map f : V Ñ V 1 such that f maps each Vj to a summand V 1hpjq of

V 1 such that hpj`kq “ hpjq`k. Let P-VECTORn be the category that has the same objects as VECTORn.
A morphism in P-VECTORn is a vector space homomorphism as above which is well-defined only up to a
sign. Instanton Floer homology gives a functor IN˚ : COBA Ñ P-VECTOR4N .
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Remark 3.1. The invariant constructed in [61] is more general than the one we described here. In [61], a
version of instanton Floer homology is constructed for a triple pY, γ,Kq where K is a link in Y and γ
determines a UpNq-bundle on Y that satisfies a certain non-integral condition. We need to consider only
the case that K is the empty link. On the other hand, in [61], the cobordism maps IN˚ pW,w, zq are defined
only in the case that z “ 1. The more general case, is a straightforward generalization and is reviewed
below.

For an N -admissible pair pY, γq, the vector space IN˚ pY, γq is defined by applying Morse homological
methods to the Chern-Simons functional CS : BpY, γq Ñ R. The admissibility condition implies that
all critical points of CS are irreducible [61, Proposition 3.1]. Therefore, we can arrange for CSπ, a
perturbation of the Chern-Simons functional with a small holonomy perturbation, such that all of its
critical points are irreducible and non-degenerate [61, Proposition 3.10]. Then CSπ has finitely many
critical points. Suppose α and β are two critical points of CSπ and p is a path along pr0, 1sˆY, r0, 1sˆγq
based at α and β on t0u ˆ Y and t1u ˆ Y . We will writeMppα, βq for the moduli space of the solutions
to the perturbed ASD equation on R ˆ Y associated to the path p. Here the perturbation of the ASD
equation is induced by the perturbation of the Chern-Simons functional, i.e., the elements ofMppα, βq
can be regarded as the downward gradient flow lines of CSπ. We can also assume that CSπ is chosen
such that the elements ofMppα, βq for all choices of α, β and p are regular [61, Proposition 3.18]. There
is an R-action onMppα, βq given by translation along the R-factor. The quotient space is denoted by
M̆ppα, βq. The dimension formula of the previous section implies that:

dimpM̆ppα, βqq “ degpαq ´ degpβq ´ 1 mod 4N

Instanton Floer homology of the pair pY, γq is given by the homology of a chain complex pCπ˚, dq
associated to the functional CSπ. The vector space Cπ˚ is freely generated by the critical points of CSπ.
The differential of a generator α of Cπ˚ is also defined as:

dpαq :“
ÿ

p:αÑβ

#M̆ppα, βqβ (3.2)

where the sum is over all paths p that M̆ppα, βq is 0-dimensional. These 0-dimensional moduli spaces are
compact and we orient them as in [61, Subsection 3.6]. Then #M̆ppα, βq denotes the signed count of the
points in M̆ppα, βq. We use the Floer grading deg to define a relative Z{4NZ-grading on Cπ˚ . Then the
differential d decreases this grading by 1. The relatively Z{4NZ-graded vector space IN˚ pY, γq is defined
to be the homology of the chain complex pCπ˚, dq. This homology group is independent of the choice of
the Riemannian metric on Y and the perturbation of the Chern-Simons functional.

Suppose the Chern-Simons functional associated to the pair pY, γq is Morse-Bott. That is to say, the
set of critical points of CS is a smooth manifold, and the Hessian of CS is invertible only in the normal
direction to the critical manifold. Following the above definition, we need to work with perturbations of
the Chern-Simons functional to define IN˚ pY, γq. However, one can still derive some information about
IN˚ pY, γq using the unperturbed Chern-Simons functional:

Proposition 3.3. If the Chern-Simons functional of the pair pY, γq is Morse-Bott, then dimpIN˚ pY, γqq ď
dimpH˚pcritpCSqqq.
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Proof. This claim can be verified using the standard spectral sequence that starts from the homology of
the critical manifold of CS and abuts to the instanton Floer homology of pY, γq.

Suppose pW,wq : pY0, γ0q Ñ pY1, γ1q is a cobordism of N -admissible pairs. After fixing Riemannian
metrics on Y0 and Y1, we form the non-compact manifold W` by adding cylindrical ends to W . Suppose
also a perturbation of the Chern-Simons functional for pYi, γiq is fixed such that we can form the chain
complex pCπi˚ , dq as above. We use a perturbation of the ASD equation on W` which is compatible
with the chosen perturbations of the Chern-Simons functionals. Given a generator αi of Cπi˚ and a path
p : α0 Ñ α1 along pW,wq, letMppW,w;α0, α1q be the moduli space of the corresponding equation.
We can pick a perturbation of the ASD equation on W such that this moduli space is a smooth manifold.
By fixing a homology orientation of W , we can also assume that all such moduli spaces are oriented [61].
Moreover, ifMppW,w;α0, α1q is 0-dimensional, then it is compact.

Define a map CpW,wq : Cπ0
˚ Ñ Cπ1

˚ by:

CpW,wqpα0q :“
ÿ

p:α0Ñα1

#MppW,w;α0, α1qα1 (3.4)

where the sum is over all paths thatMppW,w;α0, α1q is 0-dimensional. The term #MppW,w;α0, α1q

is equal to the signed count of the points in MppW,w;α0, α1q. In fact, (3.4) defines a chain map
and the induced map at the level of homology, IN˚ pW,w, 1q : IN˚ pY0, γ0q Ñ IN˚ pY1, γ1q, determines a
morphism of the category P-VECTOR4N . More generally, given z P ApW qbpN´1q, we can cut down
the moduli spaceMppW,w;α0, α1q using z as in subsection (2.1), and construct a smooth submanifold
MppW,w;α0, α1, zq such that:

dimpMppW,w;α0, α1, zqq “ dimpMppW,w;α0, α1qq ´ degpzq. (3.5)

To be more precise,MppW,w;α0, α1, zq is a linear combination of the spaces whose dimensions are
given by (3.5). ReplacingMppW,w;α0, α1q in (3.4) withMppW,w;α0, α1, zq determines a new chain
map and the associated map at the level of homology is IN˚ pW,w, zq : IN˚ pY0, γ0q Ñ IN˚ pY1, γ1q. This
map is well-defined, namely, it does not depend on the metric on W , the perturbation of the ASD equation
and the choices involved in the construction ofMppW,w;α0, α1, zq. Because we fix the central part of
connections associated to pW,wq, the cobordism maps only depend on the induced PUpNq-bundles. In
particular, if w is replaced with w ` nw1, for a closed 2-cycle w1, then the induced PUpNq-bundles are
the same and they determine the same cobordism maps. This property is the analogue of Identity (2.9) for
closed 4-manifolds.

Remark 3.6. A priori it might seem that the cycles in 3-manifolds and 4-dimensional cobordisms only
keep track of the first Chern classes of UpNq-bundles. However, they have strictly more information
than these cohomology classes. For example, an element of H2pY,Zq, for a 3-manifold Y , determines a
UpNq-bundle up to an isomorphism of UpNq-bundles. But an embedded 1-manifold γ in Y determines a
UpNq-bundle up to a canonical isomorphism. (See [60, Section 4] for more details.) As a manifestation of
this issue, suppose cohomology classes α and α1 are given on cobordismsW : Y0 Ñ Y1 andW 1 : Y1 Ñ Y2

such that the restriction of these classes on Y1 agree with each other. Then there might be an ambiguity to
glue these cohomology classes and construct an element of H2pW 1 ˝W ;Zq. On the other hand, there
is not such an ambiguity if α and α1 are represented by embedded surfaces w Ă W and w1 Ă W 1 that
w|Y1 “ w1|Y1 .
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Remark 3.7. There is not much difficulty in extending the definition of instanton Floer homology to the
case of disconnected 3-manifolds. Suppose Y is a disconnected 3-manifold and γ Ă Y is a 1-cycle.
Then we say pY, γq is N -admissible if for each connected component Y0 of Y , the pair pY0, γ X Y0q is
N -admissible. Then we can repeat the definition analogous to the connected case and construct instanton
Floer homology for the pair pY, γq. This instanton Floer homology can be computed in terms of the
invariants for the connected components:

IN˚ pY, γq :“ IN˚ pY1, γ1q b ¨ ¨ ¨ b IN˚ pYn, γnq

Here Yi’s are connected components of Y and γi “ γ X Yi. It is also possible to define cobordism
maps for a cobordism of pairs pW,wq between two (not necessarily connected) N -admissible pairs and
z P ApW qbpN´1q. However, these maps are not as well-behaved with respect to composition as in the
previous case. Consider two triples:

pW,w, zq : pY0, γ0q Ñ pY1, γ1q pW 1, w1, z1q : pY1, γ1q Ñ pY2, γ2q.

If Y1 is not connected, what we can say about the cobordism maps is:

IN˚ pW
1 ˝W,w1 ˝ w, z ¨ z1q “ c ¨ IN˚ pW

1, w1, z1q ˝ IN˚ pW,w, zq

for some non-zero constant c. The simplest way to fix this issue about functoriality is to work with a
variation of the category P-VECTOR4N where the morphisms are well-defined only up to a non-zero scalar.
We follow this approach when it is necessary to work with disconnected 3-manifolds.

Remark 3.8. A slightly unsatisfying point about IN˚ is the sign ambiguity in the definition of the cobordism
maps. This issue can be avoided in a strightforward way. In the case that N is an even number, we need
to change the definition of the category COBA slightly. Let ĄCOBA have the same objects as COBA. But a
morphism of this new category is a quadruple pW,w, z, oW q where W , w and z are as before and oW is a
homology orientation for W . Then IN˚ can be lifted to a functor rIN˚ : ĄCOBA Ñ VECTOR4N . The main
point is that initially there is an ambiguity in the orientation of the moduli spacesMppW,w;α0, α1q that
appear in the definition of the cobordism maps, and a homology orientation of W fixes this ambiguity. In
the case thatN is odd, there is not such ambiguity and one can readily lift IN˚ torIN˚ : COBA Ñ VECTOR4N .

The definition of cobordism maps can be extended to the case that one of the ends is the empty
pair. Suppose X is a 4-manifold with boundary Y and w is a properly embedded surface in X such that
γ :“ Bw “ w X Y . Assume that pY, γq is an N -admissible pair. Given any element z P ApXqbpN´1q,
we can form an element DN

X,wpzq of IN˚ pY, γq. This construction is the extension of UpNq-polynomial
invariants for closed 4-manifolds in the previous section. Alternatively, pX,w, zq can be regarded as
a cobordism from the empty pair to the N -admissible pair pY, γq. Although the empty pair is not
N -admissible, the formula (3.4) can be used to define DN

X,wpzq.

Remark 3.9. Given zi P ApXiq
bpN´1q, we can consider the relative elements DN

Xi,wi
pziq P IN˚ pY, γq.

Each of these relative elements lies in a graded summand of IN˚ pY, γq. Therefore, the difference
degpDN

X2,w2
pz2qq´degpDN

X1,w1
pz1qq of the relative Z{4NZ-gradings is a well-defined number in Z{4NZ

and is equal to:

2pN ` 1qpw2
2 ´ w

2
1q ´ pN

2 ´ 1qp
χpX2q ` σpX2q

2
´
χpX1q ` σpX1q

2
q ´ pdegpz2q ´ degpz1qq

26



Note that the term w2
i is not well-defined and depends on a framing of the 1-cycle γ. However, the

difference w2
2 ´ w2

1 is independent of the framing and the above expression is well-defined. A similar
formula can be written for the difference between the gradings of two cobordisms with the same ends.

Suppose pX,wq is a cobordism from an N -admissible pair pY, γq to the empty pair, namely, X is
a 4-manifold whose boundary is identified with Y , the 3-manifold Y with the reverse orientation. The
boundary of the embedded surface w is also identified with γ. Suppose also z P ApXqbpN´1q. Similarly,
we can construct a functional DX,w

N pzq : IN˚ pY, γq Ñ C.

Similar to cobordism maps, DN
X,wpzq and DX,w

N pzq satisfy some functorial properties. For example, if
pX,w, zq and pW,w1, z1q are chosen such that:

BpX,wq “ pY0, γ0q pW,w1, z1q : pY0, γ0q Ñ pY1, γ1q,

then:
DN
W˝X,w1˝wpz ¨ z

1q “ IN˚ pW
1, w1, z1q ˝DN

X,wpzq.

A similar property holds for DX,w
N pzq. There is also an important relation among these invariants and

invariants of closed manifolds form the previous section:

Proposition 3.10. Suppose Y is a closed and connected 3-manifold, pY, γq is an N -admissible pair, and
X1 and X2 are two smooth 4-manifolds with BX1 “ Y and BX2 “ Y . Suppose also oriented properly
embedded surfaces wi Ă Xi are given such that Bw1 “ γ and Bw2 “ γ. If b`pX2 ˝X1q ě 2, then for
zi P ApXiq

bpN´1q:
DN
X2˝X1,w2˝w1

pz1 ¨ z2q “ DX2,w2

N pz2q ˝DN
X1,w1

pz1q (3.11)

If b`pX2 ˝X1q “ 1, then a similar formula holds where the left hand side of (3.11) is interpreted as the
invariant of the chamber associated to metrics with a long neck along Y .

There is another way that the invariants of a closed 4-manifold can be related to the cobordism maps:

Proposition 3.12. Let pY, γq be an N -admissible pair, and pW,wq : pY, γq Ñ pY, γq be a cobordism of
pairs. LetW and Y be connected. Let ĂW be the closed 4-manifold, given by gluing the incoming end ofW
to its outgoing end. Suppose also rw Ă ĂW is defined similarly. If b`pĂW q ě 2, then for z P ApW qbpN´1q:

DN
ĂW, rw

pzq “ N ¨ strpIN˚ pW,w, zqq (3.13)

where str denotes the super-trace of IN˚ pW,w, zq.
6 If b`pĂW q “ 1, then a similar formula holds where

the left hand side of (3.13) is interpreted as the invariant of the chamber associated to metrics with a long
neck along Y .

6Since the Z{4NZ-grading on instanton Floer homology is defined only relatively, there is a sign ambiguity on the right
hand side, even after fixing a homology orientation for W . There is also a sign ambiguity on the left hand side because we did
not fix any homology orientation for ĂW . Therefore, Equation (3.13) should be interpreted as an equality up to sign. Although we
do not need it here, both sign ambiguities can be fixed after fixing a homology orientation for W .
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3.2 Floer Homology of S1 ˆ Σ

Suppose Σ is the connected oriented Riemann surface of genus g. The 3-manifold Yg :“ Σ ˆ S1 and
the embedded 1-manifold γg,d :“ tx1, . . . , xdu ˆ S1 determine an N -admissible pair if pd,Nq “ 1.
The UpNq-bundle associated to the pair pYg, γg,dq is the pull-back of a UpNq-bundle Qd of degree d on
Σ. Let also Ld denote the determinant of Qd. Recall that the space ApYg, γg,dq is constructed using an
auxiliary connection on Lγg,d . We assume that this connection is the pull-back of a connection B0 on
Ld. Similar to the 3-dimensional case, ApΣ, Qdq is defined to be the space of UpNq-connections on
Qd whose determinants are equal to B0. The space Gd is also defined to be the group of determinant 1
automorphisms of Qd.

Let VNg,d be the vector space IN˚ pYg, γg,dq. The critical points of the Chern-Simons functional for the
pair pYg, γg,dq can be identified with N copies of the following space:

NN,d :“ tA P ApΣ, Qdq | F0pAq “ 0u{Gd.

In fact, we can pull back any element of NN,d to Σˆ r0, 1s and then identify the connections on Σˆ t0u
and Σˆ t1u using an element of Gd which is induced by a central element of SUpNq. The space NN,d is
a smooth manifold of dimension pN2 ´ 1qp2g ´ 2q [2]. Moreover, the Chern-Simons functional in this
case is Morse-Bott, hence dimpVNg,dq ď N dimpH˚pNN,dqq.

The space NN,d has been extensively studied in the literature. This space is a Kähler manifold and
can be identified with the moduli space of stable bundles of rank N and degree d on a Riemann surface of
genus g with a fixed determinant. The Poincaré polynomial of this manifold can be computed inductively
[44, 16, 2]. Furthermore, a set of generators for the cohomology ring of this space is given [2]. We review
a slightly reformulated description of these generators which are more suitable for our purposes here.

Consider the 4-manifold Xg :“ Σ ˆ S2 and the surface χg :“ tx1, . . . , xdu ˆ S2. The pull back
of the elements of NN,d to Xg are ASD connections associated to the pair pXg, χgq with κ “ 0. In
particular,NN,d can be regarded as a subset of B0pXg, χgq. Consider the subalgebra ANg :“ ApΣqbpN´1q

of ApXgq
bpN´1q. The µ-map in (2.4) determines a graded algebra homomorphism Ψ : ANg Ñ H˚pNN,dq.

Note that this map is equivariant with respect to DiffpΣq, the group of diffeomorphisms of Σ.

Proposition 3.14. The map Ψ is surjective. In particular, the cohomology ring of NN,d is generated by
the following elements:

pr :“ Ψparq qjr :“ Ψplj
prqq sr :“ ΨpΣprqq (3.15)

where 2 ď r ď N and tlju1ďjď2g forms a set of generators for H1pΣ,Zq.

The action of DiffpΣq onH1pΣq factors through the action of the symplectic group Spp2gq. Therefore,
this proposition implies that the same holds for H˚pNN,dq.

Proof. In [3], a universal UpNq-bundle F is constructed over the product manifold NN,d ˆ Σ and it is
shown that the cohomology ring of NN,d is generated by the following classes:

p̃r :“ crpFq{ras q̃jr :“ crpFq{rljs s̃r :“ crpFq{rΣs (3.16)
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The map Ψ is defined similarly using the universal PUpNq-bundle P over the space BκpXg, χgq ˆXg.
The restriction of P to NN,d ˆ Σ Ă BκpXg, χgq ˆXg is isomorphic to the PUpNq-bundle associated to
F. Thus the cohomology classes in (3.16) can be identified with the corresponding ones in (3.15) and this
verifies the claim.

The vector space VNg,d admits a ring structure which is the analogue of the cup product on H˚pNN,dq.
Suppose P is the pair of pants cobordism from two copies of S1 to one copy of S1. Then the triple
pΣˆP, tx1, . . . , xduˆP, 1q defines a map m : VNg,dbVNg,d Ñ VNg,d. To be more precise, we need to fix a
homology orientation in the case that N is even. Suppose ∆g :“ ΣˆD2 and δg,d :“ tx1, . . . , xdu ˆD

2

where D2 is the 2-dimensional disc. We fix an arbitrary homology orientation on ∆g and let e :“
DN

∆g ,δg,d
p1q P VNg,d. We shall see in the proof of Proposition 3.22 that e is non-zero. We choose a

homology orientation on Σˆ P such that mpe, eq “ e. Then functoriality of instanton Floer homology
can be used to show that m defines a ring structure on VNg,d with the unit e. We turn the relative Z{4NZ-
grading on VNg,d into an absolute grading by requiring that the unit element has degree 0. With this
convention, the multiplication map is Z{4NZ-graded, namely, the product of two elements of degree i1
and i2 has degree i1 ` i2.

Suppose B is a cylinder, regarded as a cobordism with two circles as the incoming end and the empty
outgoing end. Then the pair:

Ωg :“ ΣˆB ωg :“ tx1, . . . , xdu ˆB (3.17)

determines a pairing x , y : VNg,d b VNg,d Ñ C which is defined in the following way after we choose an
arbitrary homology orientation on Ωg:

D
Ωg ,ωg
N p1q.

Proposition 3.18. The space VNg,d as a complex vector space with an action of DiffpΣq, is isomorphic
to H˚pNN,dpΣqqrus{puN ´ 1q. In particular, the action of DiffpΣq on VNg,d factors through an action of
Spp2gq

In the case that N “ 2, one can show that VNg,d is isomorphic to H˚pNN,dpΣqqrus{puN ´ 1q using
the results of [23]. Muñoz gave an alternative proof of this proposition for N “ 2 [72], and the proof of
the general case is based on his approach.

Proof. We can define a DiffpΣq-equivariant algebra homomorphism Φ : ANg rus{puN ´ 1q Ñ VNg,d in the
following way:

Φpuizq :“ DN
∆g ,δg,d`iΣ

pzq

where on the right hand side z is regarded as an element of Ap∆gq
bpN´1q. Let S : H˚pNN,dq Ñ ANg

be a graded Spp2gq-equivariant right inverse for the map Ψ. Extend Ψ to an algebra homomorphism
from ANg rus{puN ´ 1q to H˚pNN,dpΣqqrus{puN ´ 1q by requiring that Ψpuq “ u. Similarly, we
can assume S is defined on H˚pNN,dpΣqqrus{puN ´ 1q. We claim that the DiffpΣq-equivariant map
Φ ˝ S : H˚pNN,dpΣqqrus{puN ´ 1q Ñ VNg,d is injective. If the claim does not hold, then there is:

p “
M
ÿ

m“1

zmu
im P ANg rus{puN ´ 1q zm P ANg , 0 ď im ă N
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such that Ψppq ‰ 0 and Φppq “ 0. We assume that each zm is non-zero and lies in one of the graded
summands of ANg . Furthermore, if m ă n, then degpzmq ě degpznq and equality holds only if im ‰ in.
Let z1 P ANg be such that:

degpz1q ` degpz1q “ pN
2 ´ 1qp2g ´ 2q (3.19)

and the cup product of Ψpz1q and Ψpz1q is non-zero. By Proposition 3.10, the pairing xΦppq,ΦpuN´i1z1qy
is equal to:

M
ÿ

m“1

DΣˆS2,wg,d`pN`im´i1qΣpz
1zmq (3.20)

where the polynomial invariants are computed in the chamber that the fiber Σ is small. The dimension
formula in (2.3) shows that the dimension of each component of the moduli space associated to the pair
pΣˆ S2, wg,d ` kΣq is at least pN2 ´ 1qp2g ´ 2q. Moreover, if k is not divisible by N , this dimension is
strictly greater than pN2 ´ 1qp2g ´ 2q. In the case that k “ 0 (or divisible by N ), the moduli space of
dimension pN2´ 1qp2g´ 2q is given by the pull-back of the elements ofNN,d to Xg. Therefore, the only
non-zero term in (3.20) is DΣˆS2,wg,dpz

1z1q which is given by evaluating the cohomology class µpz1z1q

on the pull-back of the elements ofNN,d to Xg. Note that the moduli space is compact in this case and we
do not need to use the geometric representatives to evaluate this invariant. Therefore, DΣˆS2,wg,dpz

1z1q

is equal to Ψpz1q YΨpzqrNN,ds which is non-zero by assumption. This contradicts the assumption that
Φppq “ 0. Therefore, the map Φ ˝ S is injective. We already know that the dimension of VNg,d is not
greater than N dimpH˚pNN,dqq. Therefore, Φ ˝ S is a bijection. In particular, the action of DiffpΣq on
VNg,d factors through an action of Spp2gq.

Corollary 3.21. The ring VNg,d is generated by the following elements:

ε “ D∆g ,δg,d`Σp1q, ℵr “ D∆g ,δg,dparq, o
j
r “ D∆g ,δg,dpl

j
prqq, ρr “ D∆g ,δg,dpΣprqq

where 2 ď r ď N and 1 ď j ď 2g. Furthermore, the Z{4NZ-grading of these elements are given by:

degpεq “ 4d degpℵrq “ ´2r degpojrq “ ´2r ` 1 degpρrq “ ´2r ` 2

Proof. The first part is an immediate consequence of Proposition 3.18. The second part can be also
verified easily using Remark 3.9.

Fix S : H˚pNN,dq Ñ ANg as in the proof of Proposition 3.18. Then we can use the isomorphism Φ˝S

to pull back the ring structure, the paring and the Z{4NZ-grading of VNg,d into H˚pNN,dqrus{puN ´ 1q.
Suppose the new multiplication map and the paring on H˚pNN,dqrus{puN ´ 1q are also denoted by m
and x , y. We also fix the cohomological Z-grading on H˚pNN,dqrus{puN ´ 1q where we set degpuq “ 0.
The cohomological and the Z{4NZ-gradings differ by a sign after collapsing into Z{4Z-gradings. In the
proof of Proposition 3.18, we show that for any element p of degree i in H˚pNN,dqrus{puN ´ 1q, there is
an element q of degree pN2 ´ 1qp2g´ 2q ´ i with xp, qy ‰ 0. In particular, x , y defines a non-degenerate
pairing.

Suppose p1 and p2 are two elements of degree i1 and i2 in H˚pNN,dqrus{puN ´ 1q. Then the product
mpp1, p2q consists of terms in various gradings. However, there are some constraints on the degrees of
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these terms. Firstly, they all have the same Z{4Z-grading because the multiplication map is graded with
respect to the Z{4NZ-grading on VNg,d. Moreover, an argument similar to that of Proposition 3.18 shows
that the pairing of mpp1, p2q ´ p1 Y p2 and any element of H˚pNN,dqrus{puN ´ 1q with cohomological
degree less than or equal to pN2 ´ 1qp2g ´ 2q ´ i1 ´ i2 is zero. Therefore, the degree of the terms in
mpp1, p2q are at most i1 ` i2 and the term with the maximal degree is p1 Y p2. Therefore, the product m
is a deformation of the cup product. We summarize these properties of VNg,d in the following proposition:

Proposition 3.22. The pairing x , y on VNg,d is non-degenerate and the product m : VNg,d ˆ VNg,d Ñ VNg,d
is a deformation of the cup product, preserving the Z{4Z-grading.

Multiplication with the elements of VNg,d, constructed in Corollary 3.21, defines a series of operators on
VNg,d. We will use the same notation to denote these operators. The operator ε can be alternatively described
as the cobordism map associated to the triple pr0, 1s ˆ Yg, r0, 1s ˆ γg,d Y Σ, 1q. Similarly the remaining
operators are cobordism maps associated to triples pr0, 1s ˆ Yg, r0, 1s ˆ γg,d, zq for appropriate choices of
z. The operators ε, ℵr and ρr commute with each other and ojr. However, ojr and oj

1

r1 anti-commute with
each other.

In the special case that g “ 1, the moduli space NN,dpΣq consists of only one point. Therefore, VN1,d
has N generators with exactly one generator αi in degree 4i with respect to Z{4NZ-grading. In fact, the
(non-perturbed) Chern-Simons functional associated to the N -admissible pair pY1, γ1,dq has irreducible
and non-degenerate critical points (cf. [57]). The operator ε maps αi to αi`d. The following proposition
characterizes the action of some of the point classes in the case that d “ 1:

Proposition 3.23. The operators ℵi : VN1,1 Ñ VN1,1 satisfy the following identities:

ℵ2 “ Nε´1 ℵ2i´1 “ 0 (3.24)

Proof. The second identity can be verified easily, because degpℵ2i´1q is not divisible by 4. The first
claim is proved in [86]. Since ℵ2 and ε commute with each other and degpℵ2q “ ´4, we can conclude
that ℵ2 “ cε´1. Therefore, we just need to show that trpℵ2 ˝ εq “ N2. Using Proposition 3.12, this can
be reduced to show that:

DN
T 4,T 2ˆtptuYtptuˆT 2pℵ2q “ N3

which is established in [86] using properties of stable bundles on abelian varieties.

In [15], we will give another proof of this proposition which is independent of the results of [86].

3.3 Fukaya-Floer Homology

Suppose X1 and X2 are 4-manifolds with BX1 “ Y , BX2 “ Y , and X is given by gluing these manifolds
along their boundaries. Suppose also a 1-cycle γ Ă Y and 2-cycles wi Ă Xi are chosen such that
Bw1 “ γ and Bw2 “ γ. The cycles w1 and w2 can be glued to each other to form a 2-cycle w Ă X . We
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also assume that pY, γq is an N -admissible pair. Then Floer homology for this N -admissible pair provides
a useful device to relate UpNq-polynomial invariants of the following form:

DN
X,wpz1 ¨ z2q zi P ApXiq

bpN´1q (3.25)

to the relative invariants associated to pX1, w1, z1q and pX2, w2, z2q (cf. Proposition 3.10). As we
shall see in the next section, this decomposition theorem for polynomial invariants is a useful tool for
computational purposes. However, all polynomial invariants of pX,wq do not have the form in (3.25).
There are homology classes Γ P H2pXq such that Γ is not the sum of the elements in H2pX1q and
H2pX2q. Then, for example, DN

X,wpΓ
i
p2qΓ

j
p3qq cannot be expressed in terms of the relative invariants.

In this section, we introduce an extension of Floer homology which admits relative invariants for such
polynomial invariants. This extension of Floer homology was already constructed in [35, 10] for N “ 2
and is known as Fukaya-Floer homology.

Our extension of Floer homology is a module over a ring RN . Let RN,j be the polynomial ring over
the variables tk,i, for 2 ď k ď N and 1 ď i ď j, modulo the relations t2k,i “ 0:

RN,j :“ Crtk,i; 2 ď k ď N, 1 ď i ď js{pt2k,iq

For j ě l ě 0, there is an obvious map from RN,j to RN,l which maps tk,i to tk,i when i ď l and maps
tk,i to 0 when i ą l. The ring RN is defined to be the inverse limit of this system of rings. For example,
for each 2 ď k ď N , we have an element of RN as follows:

sk :“
8
ÿ

i“1

tk,i

The ring of polynomials Crrt2, ¨ ¨ ¨ , tN ss can be regarded as a subring of RN by mapping tk to
sk P RN . Under this inclusion we have:

tlk
l!
Ñ

ÿ

SĂN
|S|“l

ź

iPS

tk,i

The full-version of Fukaya-Floer homology forN “ 2, whose construction is sketched in [10], is expected
to be a module over Crrt2ss. However, our construction is slightly different and we obtain a module over
the ring RN for general N . This is partly because the definition of polynomial invariants for higher
rank bundles slightly differs from the classical definition of Up2q-polynomial invariants. Another reason
is that even for N “ 2, the authors were not able to avoid some analytical difficulties related to the
non-compactness of the moduli space of ASD connections and construct a ring over Crrt2ss.

Consider the N -admissible pair pY, γq, and let L “ pl2, . . . , lN q be an pN ´ 1q-tuple of the elements
of H1pY q. Fukaya-Floer homology associates to pY, γ, Lq an RN,j-module IN,j˚ pY, γ, Lq, for each non-
negative integer j, and an RN,j-module homomorphism fkj : IN,j˚ pY, γ, Lq Ñ IN,k˚ pY, γ, Lq, for each
pair of non-negative integers j ě k ě 0. If j ě k ě l ě 0, then we require that f lk ˝ f

k
j “ f lj .

Fukaya-Floer homology of pY, γ, Lq is the inverse limit of the inverse system ptIN,j˚ pY, γ, Lquj , tf
k
j ujěkq.

The RN,j-module IN,j˚ pY, γ, Lq is the homology of a chain complex pCN,j˚ pY, γ, Lq, dN,jq. In fact, we
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can arrange for a perturbation CSπj of the Chern-Simons functional of the N -admissible pair pY, γq such
that CN,j˚ pY, γ, Lq “ C

πj
˚ pY, γq bC RN,j .

The differential dN,j of the Fukaya-Floer chain complex has the following form:

dN,jpαq “
ÿ

S“pS2,¨¨¨ ,SN q
p:αÑβ

hSpα, βqp
ź

iPSk

tk,iqβ (3.26)

where Sk Ă t1, . . . , ju and the path p is chosen such that the dimension of the moduli spaceMppα, βq is
equal to:

2|S2| ` 4|S3| ` ¨ ¨ ¨ ` 2pN ´ 1q|SN | ` 1.

The constant term of the differential is equal to the differential d of the Floer chain complex. That is
to say, if we evaluate all variables tk,i at zero, then we recover d. The definition of the other terms in
(3.26) are discussed in Subsection 6.3. We extend the Floer grading to rCN,j˚ pY, γ, Lq by requiring that
degptk,iq “ 2pk ´ 1q. Then the differential dN,j has degree ´1.

Suppose pX1, w1q is a pair of a 4-manifold and a 2-cycle which fills the N -admissible pair pY, γq.
Suppose also z1 P ApX1q

bpN´1q and Γ2, . . . ΓN are properly embedded surfaces in X1 where rBΓis “
li Ă H1pY q. Then one can associate an element of IN˚ pY, γ, Lq to pX1, w1, z1,Γ

2, . . . ,ΓN q which is
denoted by:

DN
X1,w1

pz1 ¨ e
Γ2
p2q
`¨¨¨`ΓN

pNqq (3.27)

The element in (3.27) is given by a system of cycles DN,j
X1,w1

pz1 ¨ e
Γ2
p2q
`¨¨¨`ΓN

pNqq P CN,j˚ pY, γ, Lq. We
have:

DN,j
X1,w1

pz1 ¨ e
Γ2
p2q
`¨¨¨`ΓN

pNqq “
ÿ

S“pS2,¨¨¨ ,SN q, α

mSpαqp
ź

iPSk

tk,iqα

for appropriate choices of complex numbers mSpαq. Evaluating all the variables tk,i at zero produces a
cycle in C

πj
˚ pY, γq which represents the relative invariant DN

X1,w1
pz1q.

Next, let pX2, w2q be a cobordism from pY, γq to the empty pair. Suppose z2 P ApX2q
bpN´1q and Λ2,

. . . , ΛN are properly embedded surfaces in X2 where rBΛjs “ ´lj . In this case, there is an RN -linear
map from IN˚ pY, γ, Lq to RN associated to pX2, w2, z2,Λ

2, . . . ,ΛN q, which is denoted by:

DX2,w2

N pz2 ¨ e
Λ2
p2q
`¨¨¨`ΛN

pNqq (3.28)

The construction of the element (3.27) and the functional (3.28) is given in Subsection 6.3. We can glue
the 4-manifolds pX1, w1q and pX2, w2q to form a closed pair pX2 ˝X1, w2 ˝w1q. The embedded surfaces
Γj and Λj can be also glued to each other to form a closed embedded surface Γj#Λj . Then we have:

DN
X2˝X1,w2˝w1

pz1 ¨ z2 ¨ e
pΓ2#Λ2qp2q`¨¨¨`pΓ

N#ΛN qpNqq “

“ DX2,w2

N pz2 ¨ e
Λ2
p2q
`¨¨¨`ΛN

pNqq ˝DN
X1,w1

pz1 ¨ e
Γ2
p2q
`¨¨¨`ΓN

pNqq. (3.29)

This claim shall be proved as Proposition 6.51 in Subsection 6.3. A priori, the right hand side of the above
equality is an element ofRN . Part of the claim is that the right hand side belongs to Crrt2, , . . . , tN ss Ă RN
and is equal to the given power series on the left hand side.
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Fukaya-Floer homology is also functorial with respect to cobordisms of N -admissible pairs. Suppose
pW,wq : pY0, γ0q Ñ pY1, γ1q is such a cobordism. For 2 ď i ď N , suppose also Γi is a properly
embedded surface in W such that ΓiX Yj represents the homology class lji P H1pYjq. For any z P ApW q,
there is a homomorphism:

IN˚ pW,w, ze
Γ2
p2q
`¨¨¨`ΓN

pNqq : IN˚ pY0, γ0, L0q Ñ IN˚ pY1, γ1, L1q

where Lj “ pl
j
2, . . . , l

j
N q. This construction is functorial with respect to composition of cobordisms.

Suppose pYg, γg,dq is theN -admissible pair from Subsection 3.2 and Lg “ pl2, . . . , lN q is the pN´1q-
tuple of the elements of H1pYgq where li is an S1 fiber. In this article, the main example of Fukaya-Floer
homology for us is IN˚ pYg, γg,d, Lgq, which is denoted by INg,d. Analogous to the previous subsection, we

can define a ring homomorphism rΦ : ANg rus{puN ´ 1q Ñ INg,d as follows:

rΦpuizq :“ DN
∆g ,δg,d`iΣ

pze
D2
p2q
`¨¨¨`D2

pNqq

Recall that D2 is a 2-dimensional disc and ∆g “ ΣˆD2 and δg,d “ tx1, . . . , xdu ˆD
2. Similarly, we

can define a multiplication and a pairing on INg,d by repeating the construction of Subsection 3.2.

Proposition 3.30. For any non-zero element q P INg,d, there are z P ANg and 1 ď i ď N such that:

xq,DN
∆g ,δg,d`iΣ

pze
D2
p2q
`¨¨¨`D2

pNqqy ‰ 0.

Proof. Suppose q is given by the sequence tqjujě0 where qj P IN,j˚ pYg, γg,d, Lgq. Since q is non-zero,
there is j such that qj is non-zero. To verify the claim, it suffices to show that there are z P ANg and
1 ď i ď N such that:

xqj ,D
N,j
∆g ,δg,d`iΣ

pze
D2
p2q
`¨¨¨`D2

pNqqy ‰ 0.

Suppose pCπj˚ pYg, γg,dq, dq is a Floer chain complex for the pair pYg, γg,dq such that Cπj˚ pYg, γg,dq bRN,j
can be used to define IN,j˚ pYg, γg,d, Lgq. Suppose qj is represented by the following element of this
complex:

ÿ

S“pS2,...,SN qPI
bSp

ź

iPSk

tk,iqαS

where I is a set consisting pN ´1q-tuples of finite subsets of t1, . . . , ju, bS is a non-zero complex number
and αS P C

πj
˚ pYg, γg,dq. Suppose S0 “ pS

0
2 , . . . , S

0
N q P I is a minimal element with respect to the partial

order on I induced by inclusion. Then dαS0
“ 0, and by changing the representative if necessary, we can

assume that αS0
is not a boundary in C

πj
˚ pYg, γg,dq. Therefore, by Corollary 3.21 and Proposition 3.22,

there are z P ANg and 1 ď i ď N such that:

xαS0
,DN

∆g ,δg,d`iΣ
pzqy ‰ 0.

This implies that the coefficient of
ś

2ďkďN

ś

iPS0
k
tk,i in the following pairing is non-zero:

xqj ,D
N,j
∆g ,δg,d`iΣ

pze
D2
p2q
`¨¨¨`D2

pNqqy.
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Example 3.31. In the case that g “ 1, the Fukaya-Floer homology group of the triple pYg, γg,d, Lgq is
equal to R‘NN . This can be easily seen from the construction of Fukaya Floer homology in Subsection
6.3. In fact, this RN -module is freely generated by the critical points α1, . . . , αN of the Chern-Simons
functional of pY1 “ T ˆ S1, γ1,dq. Consider the operator:

rε :“ IN˚ pr0, 1s ˆ Y1, r0, 1s ˆ γ1,d ` T, e
pr0,1sˆγqp2q`¨¨¨`pr0,1sˆγqpNqq (3.32)

where γ is an S1-fiber of Y1. This operator is of order N and has degree 4d. Moreover, αi, rεpαiq, . . . ,
rεN´1pαiq form a basis for IN˚ ppYg, γg,d, Lgqq for any i. In particular, the kernel of rε ´ 1 is equal to
RN ¨ p1` rε` ¨ ¨ ¨ ` rεN´1qpαiq.

Next, we discuss a prototype for 4-manifolds with boundary Yg which are of interest to us. Suppose
pX1,Σq is a pair of a 4-manifold and an embedded surface of genus g with self-intersection 0 such that
a regular neighborhood of Σ in X1 is identified with ∆g. Suppose pX2,Σq is another such pair. As the
notation suggests, the embedded surfaces in X1 and X2 are identified with each other. Remove regular
neighborhoods of Σ in X1 and X2 to produce 4-manifolds whose boundaries are Yg, and then glue the
resulting two 4-manifolds along their common boundaries by the orientation-reversing diffeomorphism
that maps pz, xq P S1 ˆ Σ to pz̄, xq. This 4-manifold is denoted by X1#ΣX2, and is called the fiber sum
of X1 and X2 along Σ. We will also write X˝i for the complement of a neighborhood of Σ in Xi. Then
X˝i can be also regarded as a subspace of X1#ΣX2.

Elements of H2pX1q and H2pX2q can be glued to each other to construct elements of H2pX1#ΣX2q.
Suppose ιi : H2pXiq Ñ C denotes the map that computes the intersection number of an element of
H2pXiq with Σ. Suppose also K is the subspace of the elements pΓ,Λq P H2pX1q ‘H2pX2q such that
ι1pΓq “ ι2pΛq. Then there is a homomorphism # : KÑ H2pX1#ΣX2q with the property that:

j#
1 pΓ#Λq “ j˝1pΓq j#

2 pΓ#Λq “ j˝2pΛq (3.33)

Here j˝i : H2pX1q Ñ H2pX
˝
i , BX

˝
i q is the composition of the map from H2pXiq to the relative homology

H2pXi,∆gq and the excision isomorphism. To abbreviate our notation, from now on, we will write Γ˝

and Λ˝ for j˝1pΓq and j˝2pΛq. The maps j#
i : H2pX1#ΣX2q Ñ H2pX

˝
i , BX

˝
i q are also defined similarly.

The homomorphism # is not uniquely defined and we proceed as follows to fix one such homomor-
phism. Suppose Γ and Λ are integral homology classes. Then these homology classes can be represented
by oriented embedded surfaces, which we denote with the same notation. We can assume that these
surfaces are transversal to Σ, and intersect Σ in the same set of points with the same signs. Then there is an
obvious way to glue Γ and Λ and to produce an oriented embedded surface in X1#ΣX2. The homology
class Γ#Λ is defined to be the homology of the glued up surface. We apply this construction to an integral
basis of K and extend it linearly.

We use Poincaré duality to define L Ď H2pX1q ‘H
2pX2q, the counterpart of K, and the gluing map

# : LÑ H2pX1#X2q. Suppose pK,Lq P L and pΓ,Λq P K. Then we have the following equalities of
the pairing of cohomology classes with homology classes:

pK#LqrΓ#Λs “ KrΓs ` LrΛs

Similarly, we can glue two cycles w1 Ă X1 and w2 Ă X2 that intersect Σ transversely in the same set of
points with the same signs. The resulting 2-cycle in X1#ΣX2 is denoted by w1#w2. We will also write
w˝i for the intersection wi XX˝i .
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Proposition 3.34. For 1 ď i ď 4, suppose Xi is a 4-manifold and T is an embedded surface of genus
one in Xi. Suppose also wi Ă Xi is a 2-cycle such that wi ¨ T is coprime to N . For each 2 ď l ď N ,
suppose also Γli is an element of H2pXiq such that Γji ¨ T “ 1. For 1 ď i, k ď 4, let Di,k be the following
element of Crrt2, . . . , tN ss:

N
ÿ

j“1

DN
Xi#TXk,wi#wk`jT

pepΓ
2
i#Γ2

kqp2q`¨¨¨`pΓ
N
i #ΓNk qpNqq.

Then:
D1,2D3,4 “ D1,4D3,2.

Proof. The following elements lie in the kernel of the operator rε in (3.32):

Di :“
N
ÿ

j“1

DN
X˝i ,w

˝
i`jT

pe
pΓ2
i q
˝
p2q
`¨¨¨`pΓNi q

˝
pNqq.

Moreover, Identity (3.29) implies that:

Di,k “
1

N
xDi, Dky. (3.35)

BecauseDi P kerprε´1q, the claim is a consequence of the description of kerprε´1q in Example 3.31.

3.4 An SUp3q–instanton Floer Homology for Σp2, 3, 23q

In Subsection 3.1, Floer homology is defined for an N -admissible pair pY, γq. Then the computation of
the polynomial invariants for a closed pair pX,wq which can be decomposed along a copy of pY, γq can
be reduced to computing relative invariants for each component of XzY (Proposition 3.10). One wishes
to extend the definition of Floer homology so that it can be used in studying polynomial invariants of
a pair pX,wq which is decomposed along a non-admissible pair. However, there is little known in this
direction even when N “ 2. For N “ 2, the most satisfactory answer is provided in the case that Y is an
integral homology sphere and γ is empty [29] which will be denoted by I2

˚pY q. The main reason that one
can define I2

˚pY q for an integral homology sphere is that the only reducible flat connection on Y is the
non-degenerate trivial connection. In order to extend IN˚ pY q to higher values of N , one would face more
complicated reducible connections. Due to this complication, there are some difficulties in extending the
definition of Floer homology of integral homology spheres to higher values of N . In this section, we
make a modest progress in this direction and define I3

˚pY q for the Brieskorn homology sphere Σp2, 3, 23q.
Meanwhile, we compute some of the gauge theoretical invariants for flat connections on Σp2, 3, 23q.

Suppose the positive integers a1, a2 and a3 are pairwise coprime, and Σpa1, a2, a3q is the associated
Brieskorn sphere:

Σpa1, a2, a3q :“ tpz1, z2, z3q P C
3 | za1

1 ` za2
2 ` za3

3 “ 0, |z1|
2 ` |z2|

2 ` |z3|
2 “ 1u

This 3-manifold is an integral homology sphere. There is an S1-action on this 3-manifold where:

e2πiθ ¨ pz1, z2, z3q :“ pe2πia2a3θz1, e
2πia1a3θz2, e

2πia1a2θz3q
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This action turns Σpa1, a2, a3q into a Seifert fiber space over S2 with 3 exceptional orbits. Complex
conjugation on C3 induces a diffeomorphism of Σp2, 3, 23qwhich will be also called complex conjugation.
There is also a standard presentation of the fundamental group of this 3-manifold given as:

π1pΣpa1, a2, a3qq “ xx1, x2, x3, h | rh, xis “ 1, xaii h
βi “ 1, x1x2x3 “ 1y. (3.36)

where βi is given by the following identity:

β1

a1
`
β2

a2
`
β3

a3
“

1

a

with a “ a1a2a3. The central element h in (3.36) is represented by a generic fiber of the Seifert fibration.

Suppose W is the space pΣpa1, a2, a3q ˆD
2q{S1 where the S1-action is the product of the Seifert

action on Σpa1, a2, a3q and the standard action on D2. Alternatively, W is the mapping cylinder of
the fibration of Σpa1, a2, a3q over S2. This space is an orbifold and has three singular points. A
neighborhood of these singular points are diffeomorphic to cones on the lens spaces Lpai, βiq. Thus
removing neighborhoods of the orbifold points produces a cobordism W0 from the union of three lens
spaces Lpai, βiq to Σpa1, a2, a3q. We will denote the union of the lens spaces with Y .

The fundamental group of W0 is equal to π1pΣpa1, a2, a3qq{xhy and the inclusion of Σpa1, a2, a3q in
W0 induces the quotient map at the level of fundamental groups. Moreover, the induced map from the
fundamental group of Lpai, βiq to π1pΣpa1, a2, a3qq{xhy maps the standard generator of π1pLpai, βiqq to
xi. The description of the fundamental group implies that the first homology of W0 is trivial. We also
have the following short exact sequence:

0 // H2pW0, BW0,Zq – Z
ι // H2pW0,Zq – Z // H2pBW0,Zq – Z{aZ // 0

where the map ι is multiplication by a. The self-intersection pairing, defined on the image of ι, maps a
generator of impιq to ´a. In particular, b`pW0q is equal to 0.

The space L :“ Σpa1, a2, a3q ˆD
2 defines an orbifold S1-bundle on W . In particular, the restriction

of L to W0, denoted by L0, is a smooth S1-bundle. The first Chern class of L0 is a generator of
H2pW0,Zq. The restriction of this Chern class to Lpai, βiq is equal to βi times the standard generator of
H2pLpai, βiq,Zq. In particular, for any complex line bundle on BW0, there is k such that the restriction
of Lk0 to the boundary is isomorphic to the given line bundle.

The rational cohomology class induced by c1pL0q can be lifted to H2pW0, BW0,Qq. In particular,
c1pL0q

2 is well-defined and is equal to ´ 1
a . For our purposes, we also fix a connection B0 on L0 whose

restrictions to a neighborhood of BW0 is the pull-back of a flat connection on BW0. In particular, we
can assume that the restriction of this connection in a regular neighborhood of Σpa1, a2, a3q is the trivial
connection.

Suppose α is a flat SUpNq-connection on Σpa1, a2, a3q whose holonomy around the fiber is central.
Therefore, α can be extended as a flat PUpNq–connection A to W0. The holonomy of α induces a
conjugacy class ri in PUpNq corresponding to the loop xi. The class ri has order ai and determines a
flat PUpNq-connection on π1pLpai, βiqq which matches the restriction of A to Lpai, βiq. This connection
will be also denoted by ri. As it was pointed in [26], the connection A can be used to compute some of
the gauge theoretical invariants of α:
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Proposition 3.37. Let α and A be given as above. Then ρadpαq is equal to:

pTα ` 1´N2q `

3
ÿ

i“1

ρadpriqpLpai, βiqq (3.38)

where Tα is the number of trivial summands in the irreducible decomposition of the representation
associated to adα.

Using the calculations of [4] for lens spaces, Formula (3.38) allows us to compute the ρ-invariant of
any connection as above.

Proof. According to [4]:

ρadpαq ´

3
ÿ

i“1

ρadpriqpLpai, βiqq “ pN
2 ´ 1qσpW0q ´ σApW0q

where σApW0q denotes the signature of the twisted cohomology group H2pW0; adpAqq determined by
the flat PUpNq-connection adpAq. This twisted cohomology group can be decomposed according to
the irreducible decomposition of A (or equivalently α). The argument of [26, Lemma 2.6] shows that
the contribution of the non-trivial summands is equal to 0. On the other hand, each trivial summand
contributes ´1 to the sum, because σpW0q “ ´1.

The underlying PUpNq-bundle of the connection A on W0 can be lifted to a UpNq-bundle E. There
are also non-negative integers k1, . . . , kN such that the restriction of the connection:

Bk1
0 ‘ ¨ ¨ ¨ ‘BkN

0 . (3.39)

to Y , the union of the three lens spaces, is equal to the restriction ofA to Y . In particular, Lk1
0 ‘¨ ¨ ¨‘L

kN
0 ,

the underlying UpNq-bundle of (3.39), has the same restriction as E on Y . Therefore, the determinant of
Lk1

0 ‘ ¨ ¨ ¨ ‘ LkN0 is equal to detpEq b Lak0 for an appropriate integer k. After replacing k1 with k1 ` ak,
the new bundle Lk1

0 ‘ ¨ ¨ ¨ ‘ LkN0 has the same determinant as E and the connection in (3.39) and A give
rise to the same connection after restriction to Y .

Since A and the connection in (3.39) agree on boundary components except on Σpa1, a2, a3q, where
A gives the connection α and B0 restricts to the trivial connection, we can conclude that:

CSpαq “ EpBk1
0 ‘ ¨ ¨ ¨ ‘BkN

0 q ´ EpAq

“ ´
1

2N

ÿ

iăj

pki ´ kjq
2c1pLq

2

“
1

2N

ÿ

iăj

pki ´ kjq
2

a
(3.40)

Therefore, this gives us a strategy to compute the Chern-Simons functional of the flat connection α.
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Now we focus on N “ 3 and the Brieskorn homology sphere Σp2, 3, 23q. Suppose α is an irreducible
connection on Σp2, 3, 23q. The irreducibility assumption implies that the holonomy of α along the generic
fiber of the Seifert fibration is central. In fact, this central element is equal to the identity [6]. It is also
shown in [6] that there are 44 such irreducible representations which are non-degenerate. One can use the
method of [6] to find the conjugacy classes of holonomies corresponding to the elements x1, x2 and x3 of
π1pΣp2, 3, 23qq. Any irreducible flat connection on Σp2, 3, 23q is characterized by its holonomies along
x3. The possible conjugacy classes for x3 are listed in Table 2. On the other hand, the holonomies along
x1 and x2 are conjugate to the diagonal matrices Diagp1,´1,´1q and Diagp1, ζ, ζ2q where ζ “ e2πi{3.
Knowledge of these conjugacy classes allows us to apply Proposition 3.37 and Identity 3.40 to compute
the ρ-invariants, the Chern-Simons functional and hence the degrees of irreducible flat connections on
Σp2, 3, 23q:

Proposition 3.41. There are ten irreducible flat connections of degree 0, five irreducible flat connections
of degree 2, nine irreducible flat connections of degree 4, five irreducible flat connections of degree 6, nine
irreducible flat connections of degree 8 and six irreducible flat connections of degree 10. There is not any
irreducible flat connections of odd degree. The Chern-Simons functional and the ρ-invariants of these
irreducible flat connections can be found in Tables 3 and 4.

Any reducible flat connection on Σp2, 3, 23q is either trivial or SUp2q-reducible, because this 3-
manifold is an integral homology sphere. In particular, non-trivial reducible SUp3q-connections on
Σp2, 3, 23q can be regarded as irreducible SUp2q-connections. The results and the methods of [26] can be
utilized to study such connections. The holonomy of any non-trivial flat SUp2q-connection along the fiber
of the Seifert fibration is the central element ´id. The holonomies of this connection along x1 and x2

are respectively conjugate to Diagpi,´iq and Diagpeπi{3, e´πi{3q. As in the SUp3q-case, an irreducible
flat SUp2q-connection on Σp2, 3, 23q is determined by the conjugacy class of its holonomy along x3. The
eigenvalues of holonomy term along x3 are equal to e2πik{23 and e´2πik{23 for 2 ď k ď 9:

Proposition 3.42 ([26]). There are 8 irreducible SUp2q-connection on Σp2, 3, 23q. For each degree
2i` 1 P Z{8Z, there are exactly two such irreducible connections and there is no irreducible connection
of even degree.

Proposition 3.37 and Identity (3.40) give a strategy to compute the Chern-Simons functional and the
ρ-invariants of irreducible SUp2q-connections. These computations can be used to verify the second part
of the above proposition.

We also need to compute the degrees of flat SUp2q-connections when they are regarded as SUp3q-
connections. To distinguish between these connections, we will write rα for the SUp3q-connection
associated to an SUp2q-connection α. The values of the Chern-Simons functional of α and rα are equal
to each other. However, the ρ-invariants of these two connections are different because adα and ad

rα

define two different representation of the fundamental group. We cannot use Proposition 3.37 to compute
the ρ-invariant of rα because this connection does not extend to the cobordism W0. In [8], cut and paste
methods have been utilized to compute the difference ρad

rα
´ ρadα for SUp2q-flat connections on a family

of homology spheres which include Σp2, 3, 23q. In particular, the following proposition can be extracted
from [8]. The claim about the non-degeneracy of reducible flat connections on Σp2, 3, 23q in the following
proposition is also proved in [8]. For more details about reducible flat SUp3q-connections on Σp2, 3, 23q
see Table 5.
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Proposition 3.43. The eight non-trivial reducible flat connections on Σp2, 3, 23q are non-degenerate.
The SUp3q-degrees of these connections are given as follows: there are one connection of degree 1, one
connection of degree 3, one connection of degree 5, two connections of degree 7, two connections of
degree 9 and one connection of degree 11.

Define I3
˚pΣp2, 3, 23qq, the Floer homology of Σp2, 3, 23q, to be the complex vector space generated

by the irreducible flat connections on Σp2, 3, 23q. The significance of this vector space for us is a gluing
theorem for the 4-manifolds which split along a copy of Σp2, 3, 23q. The proof of the following theorem
will be given in Subsection 6.1:

Proposition 3.44. LetX1 andX2 be two 4-manifolds such that b`pX1q, b
`pX2q ě 1, BX1 “ Σp2, 3, 23q

and BX2 “ Σp2, 3, 23q. Let wi be a closed 2-cycle in Xi and zi P ApXiq
b2. Assume that:

degpz1q ” ´4w2
1 ´ 4pχpx1q ` σpX1qq ` 4 pmod12q.

Then there are:

D3
X1,w1

pz1q P I3
4pΣp2, 3, 23qq DX2,w2

3 pz2q : I3
˚pΣp2, 3, 23qq Ñ C

such that:
DX2,w2

3 pz2q ˝D3
X1,w1

pz1q “ D3
X1#Σp2,3,23qX2,w1Yw2

pz1 ¨ z2q

Moreover, DX2,w2
3 pz2q is non-zero only on the terms of the following degree:

4w2
2 ` 4pχpX2q ` σpX2qq ´ 4` degpz2q.

4 Computing Polynomial Invariants

In this section, which is the heart of this paper, we firstly compute the Up3q-polynomial invariants of Epnq.
The rank 2 invariants of elliptic surfaces were partially computed in [32, 34, 33] using algebro-geometric
techniques. A complete calculation of the Up2q-polynomial invariants of elliptic surfaces are given in
[54, 27, 65]. In [27] and [65], Gompf decomposition of elliptic surfaces play a key role in computing the
invariants. In the introduction, we also recalled a construction of elliptic surfaces which give rise to a
decomposition of Epnq into fiber sum of n copies of Ep1q. This decomposition of elliptic surfaces can be
also exploited to compute some of the Up2q-polynomial invariants [71, 20]. Our method for computing
the Up3q-invariants of elliptic surfaces uses the Gompf decomposition, the fiber-sum decomposition, and
the rich group of the symmetries of elliptic surfaces. In the last subsection of this section, we also give a
general gluing theorem for fiber-sums. Similar results for Up2q-invariants are proved in [72]. The proof
of the rank 3 case follows the same strategy as in [72].

In the next two sections, we mainly focus on polynomial invariants and instanton Floer homology in
the case N “ 3. Therefore, we shall drop 3 from our notation I3

˚, D3
X,w, et cetera, when it does not make

any confusion. Because we are working with an odd value of N , there is not any sign ambiguity in the
definition of I3

˚pW,w, zq, D3
X,wpzq, and we do not need to fix a homology orientations for the underlying

4-manifold.
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4.1 Structure of the Invariants of Epnq

A construction of the elliptic surface Epnq was reviewed in the introduction. The simplest 4-manifold in
this family, Ep1q, can be also constructed by blowing up the projective plane CP2 at the nine intersection
points of two generic cubics. The pencil of cubics generated by the two cubics determines an elliptic
fibration of Ep1q. The nine exceptional divisors give rise to sections of this elliptic fibrations, which are
embedded sphere with self-intersection ´1. The manifold Epnq is fiber sums of n copies of Ep1q along
the fibers of the elliptic fibration. The fibration of Ep1q induces an elliptic fibration for Epnq, and we will
write f for a regular fiber of this fibration. By taking the connected sums of the exceptional sections of
Ep1q, we can form nine disjoint embedded spheres in Epnq. These are sections of the elliptic fibration of
Epnq and have self-intersection ´n. We fix one of these sections and we will denote it by σ. When it
does not make any confusion, we will use the same notation to denote the homology and the cohomology
classes associated to f and σ.

We can assume that there is a cusp fiber in the elliptic fibration ofEp1q by choosing appropriate cubics.
This gives a cusp fiber f0 in the fibration of Epnq. A regular neighborhood of σ Y f0 is a 4-manifold
with boundary Σp2, 3, 6n ´ 1q which is called the Gompf nucleus and is denoted by Gpnq [41]. The
intersection form of Gpnq is given as follows:

„

0 1
1 ´n



The complement of Gpnq in Epnq, denoted by Bp2, 3, 6n´ 1q, is a Milnor fiber and its intersection form
is given by:

np´E8q ‘ 2pn´ 1q

„

0 1
1 ´2



. (4.1)

Here each ´E8 summand has a basis of embedded spheres with self-intersection -2 which intersect each
other according to ´E8. The ith summand of the second type in (4.1) has a basis of an embedded torus gi
with self-intersection 0 and an embedded p´2q-sphere τi where gi and τi intersect each other positively at
one point [42].

The 4-manifold Ep2q, which is a K3 surface, plays a special role in this family. For example, Ep2q
enjoys a rich group of symmetries. As a manifestation of this fact, we have the following proposition:

Lemma 4.2. Suppose e and e1 are two non-zero elements of H2pEp2q,Zq with e Y e ” e1 Y e1 mod
3. Then there is an orientation preserving diffeomorphism Φ of Ep2q such that Φ˚peq ” e1 mod 3. In
particular, the action of DiffpEp2qq on H2pEp2q,Z{3Zq has four orbits.

Proof. Let e1, e2 P H
2pEp2q,Zq be chosen such that ei Y ej is zero when i “ j, and is equal to 1 when

i ‰ j. Because the action of DiffpEp2qq on the primitive cohomology classes of a fixed self-intersection is
transitive, there is an element Ψ of DiffpEp2qq such that Ψ˚peq “ mpe1 ` ne2q for m,n P Z. Therefore
Ψ˚peq, mod 3, is equal to one of the following elements:

0 e1 e1 ´ e2 e1 ` e2. (4.3)

The non-zero classes in (4.3) can be distinguished from each other by their self-intersection. Therefore,
there is Ψ1 P DiffpEp2qq such that Ψ˚peq ” Ψ1˚pe1q mod 3.
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For 1 ď i ď 3, suppose wi is the 2-cycle in Ep2q given by σ ´ pi ´ 1qf . Then w2
i ” i mod 3.

Therefore, these 2-cycles and the empty cycle give representative for the orbits of the action of DiffpEp2qq
on H2pEp2q,Z{3Zq. Alternatively, let w1i be the union of i elements of the nine disjoint spheres of
self-intersection ´2 in Ep2q that were constructed above. If i is a positive integer and i ” j mod 3 with
1 ď j ď 3, then define wi :“ wj and w1i :“ w1j . We also define w0 and w10 to be the empty cycles.

The group of diffeomorphisms of Epnq, for n ě 3, is more constrained than that of Ep2q. For
example, any diffeomorphism of Epnq maps the homology class f to ˘f . Therefore, we cannot expect
that the analogue of Lemma 4.2 holds for an arbitrary n. However, Epnq still has a big diffeomorphism
group and we can prove the following weakened version of Lemma 4.2:

Lemma 4.4. Suppose the integers n ě 3 and 1 ď i ď 3 are given and u P H2pBp2, 3, 6n ´ 1q,Zq,
satisfying uY u ” i mod 3, is fixed. Suppose also e P H2pEpnq,Zq is such that eY f ” 0 mod 3 and
eY e ” i mod 3. Then there is an element Φ of DiffpEpnqq such that:

Φ˚peq ” kf ` u or kf mod 3 (4.5)

where k “ 0 or 1. Moreover, the map induced by Φ on H2pGpnq,Zq is ˘id. In particular, the action of
DiffpEpnqq on xfyK in H2pEpnq,Z{3Zq has eight orbits.

In the statement of Lemma, we regard u as an element of H2pEpnq,Zq using the inclusion of
Bp2, 3, 6n´ 1q in Epnq. Note also that the second case in (4.5) holds only if i “ 3.

Proof. The element e can be written as the sum:

rf ` sσ ` v

where v P H2pBp2, 3, 6n´ 1q,Zq Ă H2pEpnq,Zq. Because eY f ” 0 mod 3, s is divisible by 3. There
is also a diffeomorphism of Epnq that maps f to ´f and σ to ´σ [41, Lemma 3.7]. After applying
this diffeomorphism if it is necessary, we can assume e ” kf ` v mod 3 where k “ 0 or 1. Suppose
SOpH2pEpnq,Zqq denotes an element of the special orthogonal group of the lattice H2pEpnq,Zq with
respect to the intersection bi-linear form. According to [43, Proposition 3.3], there is a spinor norm one
element of SOpH2pEpnq,Zqq that fixes f , σ, and maps v to an element of the form mpτ1 ` ng1q. This
element can be realized by a diffeomorphism of Epnq[34]. This can be used to verify the claim as in
Lemma 4.2.

The eight orbits in Lemma 4.4 can be represented by wk,0 “ kf and wk,l “ kf ` τ1 ´ pl ´ 1qg1 for
k “ 0, 1 and l “ 1, 2, 3. Alternatively, we can use w1k,l “ kf ` τ1 ` ¨ ¨ ¨ ` τl. If l is a positive integer and
l ” j mod 3 with 1 ď j ď 3, then let wk,l “ wk,j and w1k,l “ w1k,j .

Consider the Up3q-polynomial invariant D3
Epnq,wpΓ

i
p2qΛ

j
p3qq for the homology classes Γ and Λ. This

polynomial is invariant with respect to the action of the diffeomorphism group of Epnq on pw,Γ,Λq.
Therefore, we can use Lemmas 4.2 and 4.4 to focus on a smaller subset of possible values for w.
Since changing w mod 3 would not change the polynomial invariant and H2pEpnq,Z{3Zq is finite,
the polynomial D3

Epnq,wpΓ
i
p2qΛ

j
p3qq is invariant with respect to the action of a finite index subgroup
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of DiffpEpnqq on pΓ,Λq. This action of the diffeomorphism group factors through the action of the
algebraic group OpH2pEpnqqq. Here the orthogonal group is defined using the intersection form on
the complex vector space H2pEpnqq. Suppose also SOpH2pEpnqq; fq is the subgroup of OpH2pEpnqqq
consisting of the orthogonal transformations that map f P H2pEpnqq to itself and have determinant 1. As
another manifestation of the big diffeomorphism group of Epnq, it is shown in [34] that the image of
any finite index subgroup of DiffpEpnqq in OpH2pEpnqqq contains an algebraically dense subgroup of
SOpH2pEpnqq; fq. Therefore, the polynomial D3

Epnq,wpΓ
i
p2qΛ

j
p3qq is invariant with respect to the action

of SOpH2pEpnqq; fq on pΓ,Λq. In the case that n “ 2, one can even replace SOpH2pEpnqq; fq with
SOpH2pEpnqqq.

Lemma 4.6. Suppose pV,Qq is a pair of a complex vector space of dimension greater than 2 and a
quadratic form. Suppose also τ1 and τ2 are two vectors orthogonal to each other such that Qpτ1q and
Qpτ2q are non-zero. Suppose P : V ‘ V Ñ C is a bi-homogeneous polynomial of bi-degree pd1, d2q that
is invariant with respect to the diagonal action of SOpV q on V ‘ V . Then P is determined by its value
on W0 ‘W1 where W0 is the span of τ1, and W1 is the span of τ1 and τ2. Moreover, P has the following
form:

P px, yq “
ÿ

i,j,kě0
2i`j“d1
j`2k“d2

ci,j,kQpxq
iQpx, yqjQpyqk

for appropriate constants ci,j,k P C.

In our application, V will be H2pEp2qq, and τ1, τ2 will be two disjoint embedded spheres in Ep2q.

Proof. Suppose pα, βq P V ‘ V are such that Qpαq ‰ 0. Then the vector β can be written as the sum
β0 ` β1 where β0 is a multiple of α, and β1 is orthogonal to α. We also assume that Qpβ1q ‰ 0. It is
straightforward to find an element of SOpV q which maps pα, βq to an element of the form W0 ‘W1.
The set of vectors pα, βq as above is also dense in V ‘ V . Therefore, P is determined by its values on
W0 ‘W1.

By evaluating P on elements of W0 ‘W1, we have:

P pλτ1, µ1τ1 ` µ2τ2q “
ÿ

ma,b,cλ
aµb1µ

c
2.

There is an element of SOpV q which maps τ1 to itself (respectively, ´τ1) and τ2 to ´τ2 (respectively,
itself). Therefore, ma,b,c is non-zero only if a` b and c are even. This implies that there are constants
ci,j,k such that:

P px, yq “
ÿ

2i`j“d1
j`2k“d2

ci,j,kQpxq
iQpx, yqjQpyqk

for px, yq PW0‘W1, where j and k are non-negative integers. This implies the second part of the lemma
because both sides of the above equality is invariant with respect to the action of SOpV q. Arguing as in
[34, Chapter 6, Lemma 2.2], we can also assume that i only takes non-negative integers.

Lemma 4.7. Suppose pV,Qq is a pair of a complex vector space of dimension greater than 3 and a
quadratic form. Fix a vector f P V with Qpfq “ 0 and let the vectors k, τ be chosen such that Qpk, fq
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and Qpτq are non-zero, and Qpτ, kq “ Qpτ, fq “ 0. Suppose also P : V ‘ V Ñ C is a polynomial that
is invariant with respect to the diagonal action of SOpV ; fq. Then P px, yq is determined by its values on
W0 ‘W1 where W0 is the span of the vectors f and k, and W1 is the span of f , k and τ .

In our application, V , f , k and τ will be H2pEpnqq, f , σ and an embedded sphere in Bp2, 3, 6n´ 1q,
respectively.

Proof. The proof is similar to that of the first part of Lemma 4.6. For a given pα, βq P V ‘ V , assume
Qpα, fq ‰ 0. Then the vector β can be uniquely written as β0 ` β1 where β0 P Spanpf, αq, and β1 is
orthogonal to Spanpf, αq. As another assumption, we require that Qpβ1q ‰ 0. These assumptions hold
for a dense subset of V ‘ V . It can be easily checked that there is an element of SOpV ; kq which maps
pα, βq to W0 ‘W1. Therefore, P |W0‘W1 determines P on V ‘ V .

4.2 Invariants of Ep2q

In this section, we study the Up3q- polynomial invariants of Ep2q and a 2-cycle w. Lemma 4.4 shows that
we can assume that the 2-cycle w is either empty or wi, for 1 ď i ď 3. Equivalently, we can replace wi
with w1i. Throughout this subsection, we will follow the same notation as in the previous part to denote
the surfaces σ, τi and gi embedded in Ep2q.

Proposition 4.8. The invariant DEp2q,wi satisfies the following identities:

DEp2q,wipp
a2

3
qjzq “ DEp2q,wi`j pzq DEp2q,wipa3zq “ 0 (4.9)

for z P ApEp2qqb2. In particular, for 1 ď i ď 3, Ep2q has wi-simple type and pDEp2q,wipe
Γp2q`Λp3qq is

independent of the choice of i.

Proof. Suppose Npfq is a neighborhood of a regular fiber and X is the complement of Npfq. We
also identify the boundary of X with Y1 “ S1 ˆ f . The 4-manifold X contains a copy of Bp2, 3, 11q.
Therefore, we can find two disjoint embedded spheres τ1 and τ2 of self-intersection ´2 in X . Let S be the
subspace of H2pXq spanned by the vectors τ1 and τ2, and ApSq be the sub-algebra Sym˚pH0pXq‘V q of
ApXq. Then wi can be decomposed as w#w1 where w (respectively, w1) is a 2-cycle in X (respectively,
Npfq), and w, w1 intersect Y1 in γ :“ S1 ˆ tptu. For z P ApSqb2, Proposition 3.23 with the aid of the
functoriality properties discussed in Subsection 3.1 implies that:

DEp2q,wipa
j
2a
k
3zq “DNpfq,w1p1q ˝ I˚pY1 ˆ r0, 1s, γ ˆ r0, 1s, a

j
2a
k
3q ˝DX,wpzq

“3j0kDNpfq,w1p1q ˝ I˚pY1 ˆ r0, 1s, γ ˆ r0, 1s ´ jf, 1q ˝DX,wpzq

“3j0kDEp2q,wi´jf pzq.

This verifies (4.9) for the case z P ApSqb2. Using Lemma 4.6, the same claim holds for general z, and as
a result pDEp2q,wipe

Γp2q`Λp3qq is equal to:

DEp2q,w1
peΓp2q`Λp3qq `DEp2q,w2

peΓp2q`Λp3qq `DEp2q,w3
peΓp2q`Λp3qq.

In particular, pDEp2q,wipe
Γp2q`Λp3qq does not depend on i.

44



A similar argument, using Lemma 4.7 instead of Lemma 4.6, proves the following analogous statement
for Epnq:

Proposition 4.10. The polynomial invariants DEpnq,wk,l , for 1 ď l ď 3, satisfies the following identities:

DEpnq,wk,lpp
a2

3
qjzq “ DEp2q,wk,l`j pzq DEpnq,wk,lpa3zq “ 0 (4.11)

for z P ApEpnqqb2. In particular, for 1 ď l ď 3, Epnq has wk,l-simple type and pDEpnq,wk,lpe
Γp2q`Λp3qq

is independent of the choice of l.

Proposition 4.12. For 1 ď i ď 3, we have:

pDEp2q,wipe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛq (4.13)

The two sides of (4.13) are power series in t2 and t3 where the coefficients of ti2t
j
3 are bi-homogeneous

polynomials on H2pEp2qq ‘H2pEp2qq of degree pi, jq. Identity (4.18) means for each choice of pi, jq
these coefficients are equal to each other.

Proof. Using Lemma 4.6, we can find a power series gpr, s, tq P Crrr, s, tss such that:

pDEp2q,wipe
Γp2q`Λp3qq ¨ e´

QpΓq
2
`QpΛq “ gpQpΓq, QpΓ,Λq, QpΛqq

The constant term of g is equal to 1 [57]. Suppose τ is an embedded sphere in Ep2q of self-intersection -2
such that wi ¨ τ “ 0. Identities pC1q, pC2q and pC3q of Subsection 2.4 for τ imply that:

Bg

Br
pr, s, tq “ 0 4

B2g

Br2
pr, s, tq ´

Bg

Bt
pr, s, tq “ 0 2

B2g

BsBr
pr, s, tq `

Bg

Bs
pr, s, tq “ 0

Therefore, g is equal to the constant power series 1.

Suppose X is the blowup of Ep2q and w is the 2-cycle f in X . If E is the exceptional sphere in X ,
then Corollary 2.27 can be used to compute the invariants of pX,wq:

pDX,wpe
Γp2q`Λp3qq “

1

3
e
QpΓq

2
´QpΛqpcoshp

?
3E ¨ Γq ` 2 cosp

?
3E ¨ Λqq.

The homology class σ`E can be represented by an embedded (-3)-sphere σ1 inX . Fix Γ,Λ P H2pXq
which are orthogonal to σ1. Then the above formula can be used to show:

pDX,wpp´
3

2
σ1p3q ´

3

2
σ12p2q ´ a2qe

Γp2q`Λp3qq “

e
QpΓq

2
´QpΛqp´

?
3 sinp

?
3E ¨ Λq ` cosp

?
3E ¨ Λq ´ coshp

?
3E ¨ Γqq. (4.14)

By another application of Theorem 2.27 and Remark 2.32, pDX,w´σ1pe
Γp2q`Λp3qq is equal to:

1

3
e
QpΓq

2
´QpΛqpcoshp

?
3E ¨ Γq ´ cosp

?
3E ¨ Λq `

?
3 sinp

?
3E ¨ Λqq. (4.15)

Using Proposition 2.21 and comparing these two identities, we can find the undetermined constant c in
Proposition 2.21:
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Proposition 4.16. The constant c is equal to ´3.

Now we are ready to complete the computation of the invariants of Ep2q:

Theorem 4.17. Suppose w is a 2-cycle in Ep2q. Then Ep2q has w-simple type and the Up3q-series of
Ep2q is given by the following formula:

pDEp2q,wpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛq (4.18)

Proof. In the light of Lemma 4.2 and Porposition 4.12, it suffices to consider only the empty 2-
cycle w0. Let σ1 be the embedded (-3)-sphere in Ep2q#CP

2 constructed above. Consider the 2-
cycle w1 :“ σ of Ep2q#CP

2 and the element z :“ pσp2q ´ 2Ep2qq
2z1 of ApEp2q#CP

2
qb2 where

z1 P ApxσyKqb2
Ş

ApEp2qqb2. By Proposition 2.22, the following invariant of Ep2q#CP
2 is equal to

4DEp2q,w0
pz1q:

D
Ep2q#CP

2
,w1´σ1

ppσp2q ´ 2Ep2qq
2z1q. (4.19)

Moreover, the first identity of Proposition 2.21 can be used to show (4.19) is equal to D
Ep2q#CP

2
,w1
pz2q

for an appropriate choice of z2 P ApEp2q#CP
2
qb2. Replacing w1 with w2 :“ σ ` τ1 ` g1 shows that:

4DEp2q,τ1`g1
pz1q “ D

Ep2q#CP
2
,w2
pz2q.

Since w1 ¨ w1 ” w2 ¨ w2 mod 3, the left hand side of the above identity is equal to D
Ep2q#CP

2
,w1
pz2q by

the blowup formula. Therefore, we can deduce that:

DEp2q,w0
pz1q “ DEp2q,τ1`g1

pz1q (4.20)

for z1 P ApxσyKqb2. As a consequence of Lemma 4.6, Identity (4.20) holds for any choice of z1. In
particular, Ep2q has simple type with respect to w0 and (4.18) holds for this choice of w.

Proposition 4.21. Suppose Γ,Λ P H2pBp2, 3, 6n ´ 1qq Ă H2pEpnqq and Γ1,Λ1 P H2pGpnqq Ă
H2pEpnqq. Then:

pDEpnq,wk,lpe
pΓ`Γ1qp2q`pΛ`Λ1qp3qq “ e

QpΓq
2
´QpΛq

pDEpnq,wk,3pe
pΓ1qp2q`pΛ

1qp3qq (4.22)

Proof. The group of orthogonal transformations SOpH2pBp2, 3, 6n´ 1qq, Qq, regarded as a subgroup of
SOpH2pEpnqqq, acts as identity on the series pDEpnq,wpe

Γp2q`Λp3qq. This fact can be combined with the
argument of Proposition 4.12 to verify (4.22) for 1 ď l ď 3. To finish the proof, it suffices to show that
pDEpnq,wk,0pe

Γp2q`Λp3qq is equal to pDEpnq,wk,3pe
Γp2q`Λp3qq. This also can be achieved with the method of

the proof of Theorem 4.17.

By Proposition 4.10, we already know that Epnq has wk,l-simple type for 1 ď l ď 3. The above proof
can be used to show that Epnq has wk,0-simple type, too.
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4.3 Invariants of Ep3q

In this section, we study the Up3q-polynomial invariants of Ep3q up to a constant and a sign ambiguity.
The following is Theorem 2 form the introduction:

Theorem 4.23. The 4-manifold Ep3q has simple type. There are also real numbers ~1 and ~2 such that
for any 2-cycle w in Ep3q and Γ,Λ P H2pEp3qq, the series pDEp3q,wpe

Γp2q`Λp3qq is equal to :

e
QpΓq

2
´QpΛqp~1 coshp

?
3f ¨ Γq ´ 2~2 cosp´

2π

3
w ¨ f `

?
3f ¨ Λqq.

Furthermore, ~1 ` ~2 “ ˘1 for an appropriate choice of the sign.

In [15], it is shown that the constants ~1 “
2
3 and ~2 “

1
3 . However, we do not need the exact values

of these constant in this paper. Later, we only use the fact that ~1 and ~2 are non-zero. To abbreviate our
notation, define:

GpΓ,Λ, jq :“ ~1 coshp
?

3f ¨ Γq ´ 2~2 cosp´
2π

3
j `

?
3f ¨ Λq. (4.24)

Proposition 4.25. Suppose w is a 2-cycle in Ep3q with w ¨ f ı 0 mod 3. Then:

DEp3q,wpp
a2

3
qjzq “ DEp3q,w´jf pzq DEp3q,wpa3zq “ 0 (4.26)

for z P ApEp3qqb2. In particular, Ep3q has w-simple type. Furthermore, there is a power series
g P Qrrt2, t3ss such that for Γ, Λ P H2pEp3qq:

pDEp3q,wpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛqgpΓ ¨ f,Λ ¨ fq

when w ¨ f ” 1 mod 3, and

pDEp3q,wpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛqgp´Γ ¨ f,´Λ ¨ fq

when w ¨ f ” 2 mod 3. Furthermore, g is even with respect to the variable t2 and its constant term is
equal to ˘1.

Proof. The 4-manifold Ep3q is given as the fiber sum Ep2q#fEp1q. In this proof, let σn denote a section
of the elliptic fibration of Epnq, which is a sphere of self-intersection ´n. We can assume σ3 “ σ2#σ1.
Firstly, consider the case w ¨ f ” 1 mod 3. Arguing as in Lemma Lemma 4.4, we can assume that
w “ w1#σ1 where w1 is a 2-cycle in Ep2q with w1 ¨ f “ 1. Suppose Γ0 and Λ0 are two elements
of H2pEp2qq such that Γ0 ¨ f “ Λ0 ¨ f “ 1. Then Proposition 3.34 for X1 “ Ep2q, X2 “ Ep1q and
X3 “ X4 “ S2 ˆ f implies that:

ppt2, t3q
ÿ

0ďjď2

DEp2q#fEp1q,w`jf pe
pΓ0#σ1qp2q`pΛ0#σ1qp3qq “

“ qpt2, t3q
ÿ

0ďjď2

DEp2q#fS2ˆf,w2`jf pe
pΓ0qp2q`pΛ0qp3qq
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where:
ppt2, t3q “

ÿ

0ďjď2

DS2ˆf,S2ˆtptu`jf pe
∆p2q`∆p3qq

and
qpt2, t3q “

ÿ

0ďjď2

DEp1q,w1`jf pe
pσ1qp2q`pσ1qp3qq.

Note that b`pS2 ˆ fq “ b`pEp1qq “ 1 and we use the invariants with respect to the metrics that have
long necks along f in the above identities. The power series ppt2, t3q is invertible, because pp0, 0q “ 1.
Therefore, we can conclude there is a power series gpt2, t3q such that:

ÿ

0ďjď2

DEp3q,w`jf pe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛqgpt2, t3q (4.27)

with Γ “ Γ0#σ1, Λ “ Λ0#σ1 for Γ0 and Λ0 given as above. Then Lemma 4.7 implies that (4.27) holds
for arbitrary Γ and Λ with Γ ¨ f “ Λ ¨ f “ 1. By Proposition 4.8, we can use a similar argument as above
to show:

ÿ

0ďjď2

DEp3q,w`jf pP pa2, a3qe
Γp2q`Λp3qq “ P p3, 0qe

QpΓq
2
´QpΛqgpt2, t3q

In particular, this shows that:

DEp3q,wpp
a2

3
qjesΓp2q`tΛp3qq “ DEp3q,w´jf pe

Γp2q`Λp3qq, DEp3q,wpa3esΓp2q`tΛp3qq “ 0

The power series g is even with respect to t2, because DpeΓp2q`Λp3qq is even with respect to t2. A similar
application of Proposition 3.34 for X1 “ X2 “ Ep1q and X3 “ X4 “ S2 ˆ f shows that:

e´t
2
2`2t23ppt2, t3q “ qpt2, t3q

2.

The constant term of the above equality and the identity pp0, 0q “ 1 shows that the constant term of g is
equal to ˘1. This fact completes the proof for the case that w ¨ f ” 1 mod 3. Using a diffeomorphism of
Ep3q which maps f to ´f , we can also treat the case that w ¨ f ” 2 mod 3.

In order to determine the power series g, let σ and σ1 be two disjoint sections of the elliptic fibration
of Ep3q. Let also w be chosen such that w ¨ f “ 1 and w ¨ σ “ 2. Then:

pDEp3q,wpe
psσ`s1σ1qp2q`prσ`r

1σ1qp3qq “ e´3t22
ps2`s1q

2
`3t23pr

2`r12qgpps` s1qt2, pr ` r
1qt3q

By taking derivative with respect to s and r, we can conclude that:

pDEp3q,wpσ
i
p2qσ

j
p3qzq “ h

di

dsi
dj

drj
|s“t“0 e´3

t22s
2

2
`3t23r

2
gpps` s1qt2, pr ` r

1qt3q

where z “ e
s1σ1

p2q
`r1σ1

p3q and h “ e´3
t22s
12

2
`3t23r

12
. By applying these identities to the second formula in

Proposition 2.21, we can conclude:

´
1

2
g3 `

1

2
g22 ´

1

2
g “ g ˝ τ (4.28)
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where g22 means the second derivative of the power series gpt2, t3q with respect to t2, and so on. Moreover,
τ maps pt2, t3q to p´t2,´t3q. We can use (4.28) to derive the following identity:

1

2
pg ˝ τq3 `

1

2
pg ˝ τq22 ´

1

2
g ˝ τ “ g (4.29)

Replacing g ˝ τ in (4.29) with the left hand side of (4.28) gives rise to the following PDE for g:

g2222 ´ g33 ´ 2g22 ´ 3g “ 0 (4.30)

Next, let w1 be a 2-cycle with w1 ¨ f “ 1 and w1 ¨ σ “ 0 and consider

pDEp3q,w1pe
psσ`s1σ1qp2q`prσ`r

1σ1qp3qq

instead. With the same argument, the last part of Proposition 2.21 implies that:

g2222 ´ 6g22 ` 3g33 ` 9g “ 0 g2223 ´ 6g23 “ 0 (4.31)

We can combine (4.30) and the first equation in (4.31) to come up with the following simpler PDE:

g33 ´ g22 ` 3g “ 0 (4.32)

The second PDE in (4.31) and the fact that g is even with respect to the variable t2 imply that gst “
pptq coshp

?
6sq. The equations (4.30) and (4.32) can be used to write two linear ordinary differential

equations for p. It is straightforward to check that the only solution of these ODEs is pptq “ 0. Therefore,
the power series g has the form q1ptq ` q2psq. Equation (4.32) can be used to find differential equations
for q1 and q2. By solving these ODEs and using the fact that g is even with respect to t2, we can conclude:

gpt2, t3q “ a coshp
?

3t2q ` b cosp
?

3t3q ` c sinp
?

3t3q (4.33)

If gp0, 0q “ 1, then the initial value and (4.28) imply the following constraints on a, b and c which can be
used to prove Theorem 4.23 in the case w ¨ f ı 0 mod 3:

a` b “ 1 a´
1

2
b´

?
3

2
c “ 1.

A similar argument can be used in the case that gp0, 0q “ ´1.

Next, let w ¨ f ” 0 mod 3. Using Lemma 4.4 and Proposition 4.10, it suffices to consider the case
that w “ wk,1 for k “ 0 or 1. The following proposition computes the invariants of Ep3q for this choice
of 2-cycle. In this proof, we use the basis for the homology of H2pEp3q,Zq which is introduced in
Subsection 4.1:

Proposition 4.34. For any pΓ,Λq P H2pEp3qq ‘H2pEp3qq:

pDEp3q,wk,lpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛqGpΓ,Λ, 0q (4.35)
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Proof. Let σ1 be a section of the elliptic fibration of Ep3q which is disjoint from σ. Then the homology
class of σ1 is equal to σ`3f`u where u P H2pBp2, 3, 17q,Zq and u ¨u “ ´6. Arguing as in Lemma 4.4,
there is a diffeomorphism Φ of Ep3q that fixes H2pGp3qq and maps u to a linear combination of g1 and τ1.
Furthermore, Φ˚puq ” 2g1 ´ τ1 mod 3. In particular, α :“ Φpσ1q is a (-3)-sphere with α ¨ wk,1 ” 1 mod
3. Suppose W is the subspace of the elements of H2pEp3qq whose intersection numbers with α are equal
to 0. Using Proposition 2.21, the series pDEp3q,wk,lpe

Γp2q`Λp3qq, for any pΓ,Λq PW ‘W , is equal to:

´
1

3
pDEp3q,wk,1`αpp´

3

2
αp3q ´

3

2
α2
p2q ´ a2qe

Γp2q`Λp3qq (4.36)

Since pwk,1 ` αq ¨ f “ 1, we can evaluate the expression (4.36) using our current knowledge of the
invariants of Ep3q. It is straightforward to check that the resulting series is equal to (4.35).

The homology classes f , k :“ σ` 3
2f and τ2 satisfy the assumption of Lemma 4.7 for V “ H2pEp3qq.

Suppose W0 and W1 are given as in Lemma 4.7, and U is the subset of W0 ‘W1 consisting of the pairs
that satisfy (4.35). Then U is a Zariski closed subset of W0‘W1. In order to complete the proof, we shall
show that U contains a Euclidean open set in W0‘W1 and hence U “W0‘W1. Let pΓ,Λq PW0‘W1

are given as below:
Γ :“ af ` bk Λ “ a1f ` b1k ` cτ2.

Consider the homology classes u1 :“ τ1`τ3?
2

and u2 :“ τ1´τ3?
2

which have non-zero intersection with α.
There is an element At,θ P SOpH2pEpnqq; fq such that:

At,θpΓq :“af ` bpk ` t2f ` tu1q

At,θpΛq :“a1f ` b1pk ` t2f ` tu1q ` c
1pcospθqτ2 ` sinpθqu2q

If a and a1 are close enough to each other and b, b1 and c1 are close enough to 1, then t and θ can be chosen
such that At,θpΓq, At,θpΛq PW . Therefore, U contains an open subset of W0 ‘W1.

4.4 Invariants of Epnq

In this section, we compute the invariants of the elliptic surface Epnq. We start with the simpler case that
w ¨ f ı 0 mod 3:

Proposition 4.37. Suppose w is a 2-cycle in Epnq with w ¨ f ı 0 mod 3. Then Epnq has w-simple type,
and for Γ,Λ P H2pEpnqq:

pDEpnq,wpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛqGpΓ,Λ, w ¨ fqn´2.

Proof. The proof of this proposition is similar to that of Proposition 4.25. Applying Proposition 3.34 for
X1 “ Epn´ 2q, X2 “ Ep2q and X3 “ X4 “ Ep1q gives us enough relations to verify the proposition
by induction.

In the blown up elliptic surface Epnq#CP
2, there is an embedded sphere with self-intersection

´pn` 1q, given by tubing a section of the elliptic fibration and the exceptional sphere in CP
2. Therefore,
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there is a copy of the Gompf nucleusGpn`1q inGpnq#CP
2. The homology class E`f can be realized

by an embedded surface E in Mn :“ Gpnq#CP
2
zGpn` 1q. The surface E determines a generator of

H2pMnq. Similarly, the nucleus Gpn` 2q can be embedded in Gpnq#2CP
2. Therefore, there are copies

of Gp4q in the 4-manifolds Ep4q, Ep3q#CP
2 and Ep2q#2CP

2. Let Z0 Ă Ep4q, Z1 Ă Ep3q#CP
2

and Z2 Ă Ep2q#2CP
2 be the complements of Gp4q in these manifolds. Then the boundary of Zi

is diffeomorphic to Σp2, 3, 23q. It is clear from the inductive construction of Epnq that there is an
embedding of Zi in Epn´ iq#iCP

2 for n ě 4. In fact, if W pnq is the fiber sum Epn´ 4q#fGp4q, then
Epn´ iq#iCP

2 is diffeomorphic to Zi#Σp2,3,23qW pnq.

The 4-manifold Zi gives rise to elements of I˚pΣp2, 3, 23qq as it is explained in Proposition 3.44.
Suppose V0 Ď I˚pΣp2, 3, 23qq is the vector space generated by the element DZ0,v0p1q where v0 is a
2-cycle in Z0 with v2

0 ” 0 mod 3. Similarly, define V1 to be the vector space generated by the three
elements DZ1,wp1q where w is one of the following elements which satisfy w2 ” 1 mod 3:

v1 :“ E ` τ1 ´ g1 v2 :“ ´E ` τ1 ´ g1 v3 :“ τ1

Finally, let V2 be the subspace of I˚pΣp2, 3, 23qq which is generated by the elements of the form DZ2,wp1q
where w2 ” 2 mod 3.

Proposition 4.38. The space Vi is a subspace of I4pΣp2, 3, 23qq. Furthermore, the dimension of Vi is at
least pi`2qpi`1q

2 .

Proof. The first part of the proposition is an immediate consequence of Proposition 3.44. In order to show
that dimpV0q “ 1, let DZ0,v0p1q “ 0. By Proposition 3.44, DEp4q,v0`w0

pzq vanishes for a 2-cycle w0 in
Gp4q and z P ApGp4qqb2. If w0 is chosen such that w0 ¨ f ı 0 mod 3, then Proposition 4.37 asserts that
there is z such that DEp4q,v0`w0

pzq ‰ 0 which is a contradiction.

Next, we consider the case that i “ 1. By Proposition 3.44, a linear relation among the vectors
DZ1,vlp1q, for 1 ď l ď 3, implies that there are constant numbers cl such that:

ÿ

1ďlď3

clpDEp3q#CP
2
,vl`w0

peσp2q`σp3qq “ 0. (4.39)

Here w0 is a 2-cycle in Gp4q and σ is the embedded (´4)-sphere in Gp4q. We can use the blow up formula
and the results of the previous subsection to evaluate the above power series and to conclude that:

ÿ

1ďlď3

clpcoshp
?

3t2q ` ζ
´pvl`w0q¨Eei

?
3t3 ` ζpvl`w0q¨Ee´i

?
3t3q “ 0

Since vl ¨ E ” ´l mod 3, the constants cl are equal to zero. Therefore, dimpV1q “ 3. Similar proofs can
be applied to the case that i “ 2.

Theorem 4.40. Suppose w is a 2-cycle in Epnq and Γ,Λ P H2pEpnqq. Then:

pDEpnq,wpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛqGpΓ,Λ, w ¨ fqn´2 (4.41)
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Proof. Since the dimension of I4pΣp2, 3, 23qq is equal to 9, Proposition 4.38 implies that there are vectors
φi P Vi such that:

φ0 ` φ1 ` φ2 “ 0 (4.42)

We use this identity to verify (4.41) inductively for the remaining invariants of Epnq. Firstly, consider the
case that φ0 ‰ 0. Therefore, we can assume that φ0 “ DZ0,v0p1q. There are also 2-cycles w1, . . . , wk in
Z2 and constant numbers c1, c2, c3, c11, . . . , c1k such that:

φ1 “

3
ÿ

l“1

clDZ1,vlp1q φ2 “

k
ÿ

j“1

c1jDZ2,wj p1q (4.43)

Suppose Γ,Λ P H2pW pnqq and w is a 2-cycle in W pnq. Then Proposition 3.44 implies that the Up3q-
series pDEpnq,v0`wpe

Γp2q`Λp3qq is equal to:

´
ÿ

l

clpDEpn´1q#CP
2
,vl`w

peΓp2q`Λp3qq ´
ÿ

j

c1j
pD
Epn´2q#2CP

2
,wj`w

peΓp2q`Λp3qq “

“ e
QpΓq

2
´QpΛqGpΓ,Λ, w ¨ fqn´4ApΓ,Λq (4.44)

where the term ApΓ,Λq is a linear combination of the following six expressions:

coshp
?

3f ¨ Γq2 coshp
?

3f ¨ Γqζ¯w¨fe˘i
?

3f ¨Λ ζ¯2w¨fe˘2i
?

3f ¨Λ 1 (4.45)

and the coefficients of this this linear combination do not depend on w. To derive (4.44) we use the fact
that Γ ¨E “ ´Γ ¨ f and Λ ¨E “ ´Λ ¨ f . In the case w ¨ f ı 0 mod 3, ApΓ,Λq is equal to GpΓ,Λ, w ¨ fq2

using Proposition 4.37. This identity holds also in the case that w ¨ f ” 0 mod 3, because ApΓ,Λq is a
linear combination of the terms in (4.45) with coefficients which are independent of w. Therefore, for a
general 2-cycle w in W pnq and Γ,Λ P H2pW pnqq:

pDEpnq,v0`wpe
Γ2`Λ3q “ e

QpΓq
2
´QpΛqGpΓ,Λ, w ¨ fqn´2

Then Proposition 4.21 implies that pDEpnq,wpe
Γ2`Λ3q is equal to e

QpΓq
2
´QpΛqGpΓ,Λ, wqn´2 for any 2-cycle

w in Epnq and Γ,Λ P H2pEpnqq.

Next, assume that φ0 “ 0. We assume that the non-zero vectors φ1 and φ2 are given as in (4.43). Fix
an arbitrary 2-cycle w in W pn` 1q and homology classes Γ,Λ P H2pW pn` 1qq. Another application of
Proposition 3.44 shows that:

ÿ

1ďlď3

clpDEpnq#CP
2
,vl`w

peΓp2q`Λp3qq (4.46)

is equal to:
ÿ

j

c1j
pD
Epn´1q#2CP

2
,wj`w

peΓp2q`Λp3qq.

By our inductive calculation of the invariants of Epnq, the latter expression is equal to:

e
QpΓq

2
´QpΛqGpΓ,Λ, w ¨ fqn´3BpΓ,Λq.
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Here BpΓ,Λq is a linear combination of the following six expressions:

coshp
?

3f ¨ Γq2 coshp
?

3f ¨ Γqζ¯w¨fe˘i
?

3f ¨Λ ζ¯2w¨fe˘2i
?

3f ¨Λ 1

As in the previous case, the coefficients of the above linear combination is determined by c1j and wj . In
particular, they do not depend on w. Therefore, we can determine this coefficient by considering the case
that w ¨ f ı 0 mod 3 for which we already computed the invariants. Therefore, BpΓ,Λq is equal to:

GpΓ,Λ, w ¨ fq
ÿ

1ďlď3

cl
3
pcoshp

?
3E ¨ Γq ` ζ´w¨Eei

?
3E¨Λ ` ζw¨Ee´i

?
3E¨Λq

For an arbitrary 2-cycle w Ă Epnq#CP
2 and Γ,Λ P Epnq#CP

2, let pPwpΓ,Λq be the power series
given by subtracting pDwpe

Γp2q`Λp3qq from the following power series:

e
QpΓq

2
´QpΛqGpΓ,Λ, w ¨ fqn´2 1

3
pcoshp

?
3E ¨ Γq ` ζw¨Eei

?
3E¨Λ ` ζ´w¨Ee´i

?
3E¨Λq.

Then we can rephrase our conclusion in the form of the following identity:
ÿ

1ďlď3

clpPvl`wpΓ,Λq “ 0 (4.47)

where w is a 2-cycle in W pn ` 1q and Γ,Λ P H2pW pn ` 1qq. Suppose pi,jw is the polynomial on
H2pEpnq#CP

2
q ‘ H2pEpnq#CP

2
q of bi-degree pi, jq, determined by the coefficient of ti2t

j
3 in pPw.

Then pi,jw can be evaluated at:
pΓ1, . . . ,Γi; Λ1, . . . ,Λjq

for Γk, Λk P H2pEpnq#CP
2
q. By induction on i` j, we shall show that pi,jw vanishes for all possible

choices of w. By considering the constant terms of Equation (4.47) for empty w, we have:

c1p
0,0
v1
` c2p

0,0
v2
` c3p

0,0
v3
“ 0

The blowup formula asserts that p0,0
v1 “ p0,0

v2 “ 0. Therefore, if c3 ‰ 0, then p0,0
v3 “ 0. Thus Proposition

4.21 and the blowup formula show that p0,0
w “ 0 for all 2-cycles w in Epnq#CP

2. If c3 “ 0, then by
(4.47):

c1p
2,0
v1
pσ ` E, σ ` Eq ` c2p

2,0
v2
pσ ` E, σ ` Eq “ 0

and
c1p

0,1
v1
pσ ` Eq ` c2p

0,1
v2
pσ ` Eq “ 0.

The blowup formula asserts that:

c1p
0,0
v1´E

` c2p
0,0
v2`E

“ 0 c1p
0,0
v1´E

´ c2p
0,0
v2`E

“ 0

Consequently, at least one of the numbers p0,0
v1´E

and p0,0
v2`E

is zero and we can derive the same conclusion
as in the previous case.
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Now assume that the polynomial pi,jw vanishes for i ` j ď k and any 2-cycle in Epnq#CP
2. Fix

pi, jq, rΓ1, . . . , rΓi, rΛ1, . . . and rΛj such that i` j “ k` 1 and rΓl, rΛl1 are either equal to σ`E or f . Then
apply (4.47) to conclude that:

ÿ

1ďlď3

clp
i,j
vl
prΓ1, . . . , rΓi; rΛ1, . . . , rΛjq “ 0 (4.48)

Blowup formula and the induction hypothesis imply that every term of the form σ ` E can be replaced
with σ. Thus if c3 ‰ 0, then:

pi,jv1
pΓ1, . . . ,Γi; Λ1, . . . ,Λjq “ 0 (4.49)

for Γk,Λk P H2pGpnqq. Therefore, Proposition 4.21 and the blowup formula allows us to complete the
verification of the induction step. If c3 “ 0, we can use the analogue of (4.48) for:

pσ ` E, σ ` E, rΓ1, . . . , rΓi; rΛ1, . . . , rΛjq prΓ1, . . . , rΓi;σ ` E, rΛ1, . . . , rΛjq

and argue as in the basis of the induction. This completes the proof of the theorem.

4.5 Gluing 4-manifolds along Surfaces of Self-intersection Zero

In this subsection, we use the calculation of Up3q-polynomial invariants for elliptic surfaces to study
invariants of another family of closed 4-manifolds:

Definition 4.50. Suppose X is a smooth 4-manifold, Σ is an oriented surface of genus g ě 1 embedded
in X , w is a 2-cycle in X , andH is a subspace of H2pXq. Then pX,Σ, wq is permissible with respect to
the subspaceH, if the following properties hold:

(i) b1pXq “ 0, b`pXq ą 1;

(ii) Σ ¨ Σ “ 0;

(iii) w ¨ Σ ı 0 mod 3;

(iv) let z P ApHqb2 and u be the 2-cycle w ` lΣ for l “ 0, 1 or 2. Then:

DX,upp
a2

3
q3zq “ DX,upzq DX,upa3zq “ 0. (4.51)

Moreover, there are cohomology classes Ki P H
2pX,Zq such that Ki is an integral lift of w2pTXq,

|Ki ¨ Σ| ď 2g ´ 2, and for Γ, Λ P H, the power series pDX,upe
Γp2q`Λp3qq is equal to:

e
QpΓq

2
´QpΛq

ÿ

i,j

cijζ
´lΣ¨p

Ki´Kj
2

qe
?

3
2
pKi`Kjq¨Γ`

?
3

2
ipKi´Kjq¨Λ (4.52)

The cohomology class Ki is called a basic class of the triple pX,Σ, wq and ci,j is called the coefficient
associated to the pair pKi,Kjq. In the case thatH “ H2pXq, we say pX,Σ, wq is permissible.
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Example 4.53. The results of Subsection 4.2 shows that the triple pEp2q, f, wq forms a permissible triple
where f is a fiber in an elliptic fibration of Ep2q and w is a 2-cycle that w ¨ f ı 0 mod 3. In this case, the
only basic class in (4.52) is the zero cohomology class. More generally, we can embed a surface of genus
g in Ep2q whose self-intersection is equal to 2g ´ 2. For example, we can construct such an embedded
surface by considering the union of g fibers and a section of the fibration, and then smoothing out the
intersection points. Let Σ be the proper transform of this surface after blowing up Ep2q at 2g ´ 2 points
on the surface. Let also w be a 2-cycle in Ep2q#p2g´ 2qCP

2 such that w ¨Σ ı 0 mod 3. Then the blow
up formula implies that pEp2q#p2g ´ 2qCP

2
, Σ, wq is a permissible triple. If E1, . . . , E2g´2 are the

exceptional classes, then a basic class of this triple has the form ˘E1 ˘ ¨ ¨ ¨ ˘ E2g´2.

Example 4.54. One can further generalize the previous example by considering a surface Σ with self-
intersection 0, embedded in the 4-manifoldEpnq#kCP

2. Letw be a 2-cycle inX such thatw¨Σ ı 0 mod
3. Then the blowup formula and Theorem 4.40 can be utilized to verify most requirements of Definition
4.50 for permissibility of pX,Σ, wq. The only missing part is to verify the inequality |K ¨ Σ| ď 2g ´ 2
for basic classes K of X . To check this inequality, note that our basic classes for pX,Σ, wq are the same
as Up2q-basic classes for X [54, 27, 65, 55, 28]. Therefore, the desired inequality is a consequence of the
Adjunction inequality in [55]. In fact, we expect that any tripe pX,w,Σq, satisfying properties (i), (ii)
and (iii), automatically meets the requirements in (iv), as long as X has simple type in the sense of [55].
However, pursuing this direction is beyond the scope of this paper.

Definition 4.55. For g ě 1, the set of all integer pairs pa, bq which satisfy the following two properties is
denoted by Cg:

(i) a and b have the same parity;

(ii) |a| ` |b| ď 2g ´ 2.

We will write Ng for the number of the elements of Cg which is equal to 2gpg ´ 1q ` 1.

The following proposition can be verified using the permissible triples provided by Example 4.53:

Proposition 4.56. For any pa, bq P Cg, there are a permissible triple pX,w,Σq and basic classes Ki and
Kj of the triple such that Σ has genus g and:

a “
pKi `Kjq

2
¨ Σ b “

pKi ´Kjq

2
¨ Σ. (4.57)

For a permissible triple pX,Σ, wq, define:

DX,w,Σpe
Γp2q`Λp3qq :“

ÿ

0ďlď2

DX,w`lΣpe
Γp2q`Λp3qq

More generally, DX,w,Σpzq is defined to be the sum DX,w`lΣpzq for different values of 0 ď l ď 2.
Dimension fomrula shows that if all terms in z have a fixed degree, then only one of the 2-cycles w ` lΣ
is involved in the definition of DX,w,Σpzq.
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Lemma 4.58. Suppose pX,w,Σq is a permissible triple as above and dw P Z{3Z is defined to be
b` ` 1´ w ¨ w. Then DX,w,Σpp

a2
3 q

meΓp2q`Λp3qq is equal to:

ÿ

cijζ
li,jpdw´mqeζ

2li,j p
QpΓq

2
`
?

3
2
ipKi´Kjq¨Λq`ζ

li,j p´QpΛq`
?

3
2
pKi`Kjq¨Γq

where the inner sum is over all pairs of basic classes pKi,Kjq. Moreover, li,j P Z{3Z is equal to
pw ¨ Σqp

Ki´Kj
2 q ¨ Σ.

Proof. For a 4-manifold W with simple type, the power series DX,w can be recovered from pDX,w in the
following way:

DX,wpp
a2

3
qmeΓp2q`Λp3qq “

1

3

ÿ

0ďkď2

ζkpdw´mqpDX,wpe
ζkΓp2q`ζ

2kΛp3qq

Therefore:
ÿ

0ďlď2

DX,w`lΣpp
a2

3
qmeΓp2q`Λp3qq “

1

3

ÿ

0ďk,lď2

ζkpdw`lΣ´mqpDX,w`lΣpe
ζkΓp2q`ζ

2kΛp3qq

Then, we can use the permissibility of pX,w,Σq to rewrite the right hand side in terms of basic classes. A
straightforward simplification gives the desired result.

Suppose pX,w,Σq and pX 1, w1,Σq are two permissible triples such that the embedded surfaces of
genus g are identified with each other, and this identification is lifted to the normal bundles. Suppose
also w and w1 intersect Σ in the same number of points with the same signs. As it is explained in
Subsection 3.3, we can form the triple pX#ΣX

1, w#w1,Σq. There is also a subspace K Ď H2pXq ‘
H2pX

1q such that there is a map # : K Ñ H2pX#ΣX
1q. The main goal of this section is to compute

pDX#ΣX 1,w#w1pe
Γp2q`Λp3qq, for Γ,Λ P imp#q, in terms of the invariants of the pairs pX,wq and pX 1, w1q.

The basic idea to achieve this goal is to use the gluing property in (3.29). Therefore, the RN -module
INg,d, introduced in Subsection 3.3, for N “ 3 and d “ w ¨ Σ, plays a key role in computing the invariants
of pX#ΣX

1, w#w1q. In fact, we can replace I3g,d with a smaller module. Before giving the definition of
this smaller module, we introduce some conventions. Form now on, we drop 3 from our notation and
denote this Fukaya-Floer homology module with Ig,d. Moreover, for a permissible triple pX,w,Σq the
intersection w ¨ Σ is denoted by d, unless otherwise is stated.

Let rIg,d Ă Ig,d be the Crrt2, t3ss-module generated by the following relative elements in Ig,d:

DX˝,w˝,Σpe
Γ˝
p2q
`Λ˝

p3qq :“
ÿ

lPZ{3Z

DX˝,w˝`lΣpe
Γ˝
p2q
`Λ˝

p3qq (4.59)

where pX,w,Σq is a permissible triple, Γ, Λ P H2pX,Zq with Γ ¨ Σ “ Λ ¨ Σ “ 1. By Identity 3.29, the
pairing of this element with D∆g ,δgpze

Dp2q`Dp3qq is equal to the following element of Crrt2, t3ss:

DX,w,Σpze
Γp2q`Λp3qq (4.60)
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Suppose Crrt2, t3ssrx, y, zs is the ring of polynomials of three variables with coefficients in Crrt2, t3ss and
z “ P pa2, Σp2q, Σp3qq for P P Crrt2, t3ssrx, y, zs. Then Lemma 4.58 shows that the pairing of (4.59) and
D∆g ,δgpze

Dp2q`Dp3qq is equal to:

ÿ

pa,bqPCg
ζdbdwP pupa, bqq

ÿ

ci,je
ζ2dbp

QpΓq
2
`
?

3
2
ipKi´Kjq¨Λq`ζ

dbp´QpΛq`
?

3
2
pKi`Kjq¨Γq

where the inner sum is over all pairs of basic classes pKi,Kjq such that:

pKi `Kjq

2
¨ Σ “ a

pKi ´Kjq

2
¨ Σ “ b. (4.61)

and:
upa, bq :“ p3ζ2db, ζdb

?
3a` ζ2dbt2, ζ

2db
?

3ib´ 2ζdbt3q. (4.62)

For λ “ pα, βq P Cg, fix a polynomial Pλ P Crrt2, t3ssrx, y, zs such that:

Pλpupα, βqq “ 1 Pλpupa, bqq “ 0 for pa, bq ‰ pα, βq (4.63)

Define a map Φ : rIg,d Ñ Crrt1, t2ss
Ng in the following way:

Φpηq :“
 

xη, D∆g ,δgpPλpa2, Σp2q,Σp3qqe
Dp2q`Dp3qqy

(

λPCg

By (3.29), the homomorphism Φ maps the relative element in (4.59) to an element of CNg rrt2, t3ss, whose
component corresponding to λ “ pa, bq, denoted by cλX,w,ΣpΓ,Λq, is equal to:

ζdbdw
ÿ

ci,je
ζ2dbp

QpΓq
2
`
?

3
2
ipKi´Kjq¨Λq`ζ

dbp´QpΛq`
?

3
2
pKi`Kjq¨Γq (4.64)

where the sum is over the pairs of basic classes pKi,Kjq that satisfy (4.61). Let Cppt1, t2qq denote the
field of fractions of Crrt2, t3ss. Then Φ induces a map Φ : rIg,d bCrrt1,t2ss Cppt1, t2qq Ñ Cppt1, t2qq

Ng .

Proposition 4.65. The map Φ is injective. Moreover, Φ is an isomorphism of vector spaces.

Proof. Suppose I is the ideal in A3
g bC Crrt2, t3ss that is generated by a3, γp2q, γp3q and the elements

P pa2, Σp2q, Σp3qq where P P Crrt2, t3ssrx, y, zs is a polynomial evaluating to zero at the points in (4.62).
Then the pairing of (4.59) and D∆g ,δgpze

Dp2q`Dp3qq vanishes when z P I. Any element of rIg,d is also
invariant with respect to the action of:

rε :“ IN˚ pr0, 1s ˆ Yg, r0, 1s ˆ γg,d ` Σ, epr0,1sˆγqp2q`¨¨¨`pr0,1sˆγqpNqq (4.66)

Recall that Yg “ Σ ˆ S1 and γ in (4.66) denotes an S1-fiber of Yg. Any z P A3
g bC Crrt2, t3ss can be

written as a sum of an element of I and a Crrt2, t3ss-linear combination of the polynomials tPλuλPCg .
Therefore, injectivity of Φ is a consequence of Proposition 3.30.

For a given λ0 P Cg, Proposition 4.56 gives a permissible triple pX,w,Σq such that the component
of the relative element (4.59) corresponding to λ0 is non-zero. Furthermore, we can change the relative

57



class as in (4.59) by replacing Γ with Γ ` sΣ and Λ with Λ ` sΣ. The component of this relative
element corresponding to λ “ pa, bq picks the factor espζ

2b
?

3at2`ζb
?

3bt3`ζbt22´2ζ2bt23q. Therefore, by
taking Crrt1, t2ss–linear combinations of such expressions for different values of s, we can produce
elements of rIg,d such that the component corresponding to λ0 is the only non-zero element. This verifies
the second part of the proposition.

Consider the restriction of the paring x, y on Ig,d. Above proposition implies that this pairing induces
a pairing on Cppt1, t2qq

Ng using the map Φ:

x¨, ¨y : Cppt1, t2qq
Ng ˆCppt1, t2qq

Ng Ñ Cppt1, t2qq (4.67)

Suppose this pairing is given by tζ2bdpg´1qhg,dλ,λ1uλ,λ1PCg with respect to the standard basis of Cppt1, t2qqNg

where b is the second coordinate of λ. The constant ζ2bdpg´1q does not play an important role here. It will
be used to obtain slightly simpler form for our gluing formulas in Proposition 4.70.

Proposition 4.68. The element hg,dλ,λ1pt2, t3q P Cppt1, t2qq is non-zero only if λ “ λ1. Furthermore, if

λ “ pa, bq and |λ|1 :“ |a| ` |b| ă 2g ´ 2, then hg,dλ,λ is zero.

Proof. Suppose pX,w,Σq and pX 1, w1,Σq are two permissible triples such thatw andw1 intersect Σ in the
same set of points with the same signs. Suppose the homology classes Γ,Λ P H2pXq and Γ1,Λ1 P H2pX

1q

are chosen such that their intersection with Σ is equal to 1. Then Identity (3.29) asserts that:

DX#ΣX 1,w#w1,Σpe
pΓ#Γ1qp2q`pΛ#Λ1qp3qq “

ÿ

λ,λ1PCg
ζ2bdpg´1qhg,dλ,λ1c

λ
X,w,ΣpΓ,Λqc

λ1

X 1,w1,ΣpΓ
1,Λ1q (4.69)

Replacing Γ, Γ1, Λ and Λ1 with Γ` rΣ, Γ1 ´ rΣ, Λ` sΣ and Λ1 ´ sΣ does not change the left hand side
of the above identity. On the right hand side, the term corresponding to λ and λ1 changes by a factor of
the form er¨fpλ,λ

1q`s¨gpλ,λ1q. Here fpλ, λ1q and gpλ, λ1q, which can be computed explicitly, are zero if and
only if λ “ λ1. Therefore, hg,dλ,λ1 has to be non-zero when λ ‰ λ1.

Let pX,w,Σq be the permissible triple of Example 4.53 where Σ has genus g ´ 1. Taking the
connected sum of Σ and a nomologically trivial torus, embedded in a 4-ball, produces a permissible
triple pX,w,Σ1q such that Σ1 has genus g. Then X#ΣX can be decomposed as the connected sum of
S2 ˆ S2 and another 4-manifold with b` ą 0. Theorem 6.14 asserts that, for Γ,Λ,Γ1 and Λ1 P H2pXq,
the following invariant vanishes:

DX#Σ1X,w#w,Σpe
pΓ#Γ1qp2q`pΛ#Λ1qp3qq

If |λ|1 ă 2g ´ 2, then we can find Γ and Λ such that cλX,w,Σ1 is non-zero. Consequently, hg,dλ,λ is zero for
this choice of λ.

In the light of the above proposition, let hg,da,b be hg,dλ,λ for λ “ pa, bq P CgzCg´1. These are the only
non-zero terms among the coefficients of the pairing.
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Proposition 4.70. Suppose pX,w,Σq and pX 1, w1,Σq are two permissible triples such that w and w1

intersect Σ in the same set of points with the same signs. Then:

DX#ΣX 1,w#w1pp
a2

3
q3zq “ DX#ΣX 1,w#w1pzq DX#ΣX 1,w#w1pa3zq “ 0 (4.71)

for z P Sym˚pH0pX#ΣX
1q ‘ imp#qqb2. Suppose also the intersection number of homology classes

Γ,Λ P H2pXq and Γ1,Λ1 P H2pX
1q with Σ is 1. Then pDX#ΣX 1,w#w1pe

pΓ#Γ1qp2q`pΛ#Λ1qp3qq is equal to:

e
QpΓ#Γ1q

2
´QpΓ#Γ1q

ÿ

pa,bqPCgzCg´1

hg,da,bpt2, t3q
ÿ

cijdi1j1e
p
?

3
2
pMi,i1`Mj,j1 q¨Γ#Γ1`

?
3

2
ipMi,i1´Mj,j1 q¨Λ#Λ1qq

For each pa, bq, the second sum is over the pairs of basic classes pKi,Kjq and pLi1 , Lj1q such that:

pKi `Kjq

2
¨ Σ “

pLi1 ` Lj1q

2
¨ Σ “ a

pKi ´Kjq

2
¨ Σ “

pLi1 ´ Lj1q

2
¨ Σ “ b (4.72)

and Mi,i1 , Mj,j1 are respectively equal to Ki#Li1 , Kj#Lj1 .

Proof. The series DX#ΣX 1,w#w1,Σpe
pΓ#Γ1qp2q`pΛ#Λ1qp3qq can be computed in terms of the cohomology

classes Mi,i1 by plugging (4.64) into (4.69) and applying Proposition 4.68. Then we argue as in Lemma
4.58 to obtain the desired formula for the UpNq-series pDX#ΣX 1,w#w1pe

pΓ#Γ1qp2q`pΛ#Λ1qp3qq. We can
follow a similar strategy to compute pDX#ΣX 1,w#w1pa

i
2a
j
3epΓ#Γ1qp2q`pΛ#Λ1qp3qq in terms of the classes

Mi,i1 . The resulting formulas prove the identities in (4.71).

The goal of the remaining part of this section is to determine the power series hg,da,bpt2, t3q, up to two
constants. Firstly, one can obtain a constraint on this power series by changing the orientation of Σ:

hg,2a,bpt2, t3q “ hg,1
´a,´bp´t2,´t3q (4.73)

We shall obtain more constraints by looking at some explicit 4-manifolds. In the case g “ 1, in fact we
can determine h1,d

0,0pt2, t3q completely using our calculation of the invariants of Epnq:

Corollary 4.74. For g “ 1, the only non-zero term among the pairing coefficients is given by:

h1,d
0,0pt2, t3q “ p~1 coshp

?
3t2q ´ 2~2 cosp´

2π

3
d`

?
3t3qq

2.

In particular, if pX,w,Σq and pX 1, w1,Σq are permissible triples such that the genus of Σ is equal to 1,
and w, w1 intersect Σ in the same set of points with the same signs, then:

pDX#ΣX 1,w#w1pe
pΓ#Γ1qp2q`pΛ#Λ1qp3qq “ h1,d

0,0
pDX,wpe

Γp2q`Λp3qqpDX 1,w1pe
Γ1
p2q
`Λ1

p3qq. (4.75)

Remark 4.76. Identity (4.75) is a consequence of Proposition 3.34, and it holds even if we only require (i),
(ii) and (iii) of Definition 4.50 for the triples pX,w,Σq and pX 1, w1,Σq.
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Figure 1: A schematic picture of Bpnq: each embedded curve represents an embedded surface and each
intersection point of these curves represents an intersection point. Note that Ei and σn do not intersect.

The 4-manifold Bp1q :“ Ep1q#CP
2 has two elliptic fibrations with fibers f and f 1 such that

f ¨ f 1 “ 1. There are also disjoint embedded spheres E and E1 in Bp1q such that E (respectively, E1)
intersects f (respectively, f 1) positively in one point and is disjoint from f 1 (respectively, f ). The fiber sum
of n copies ofBp1q along f 1 produces a 4-manifoldBpnqwhich is diffeomorphic toEpnq#nCP

2 (Figure
1). The exceptional spheres of Bpnq are denoted by E1, . . . , En where Ei is given by the exceptional
sphere E in the ith summand of Bpnq.7 Furthermore, one can glue copies of f to produce a surface fn of
genus n with self-intersection zero. The homology class of fn is equal to rSs ´ rE1s ´ ¨ ¨ ¨ ´ rEns for an
appropriate surface S of genus n in Epnq. Similarly, one can glue copies of E1 to produce σn, a sphere of
self-intersection ´n, that is disjoint form fn and the exceptional spheres. The intersection number of σn
and f 1 is equal to 1. The following proposition shows that pBpnq, fn, wq is permissible if w ¨ f ı 0 mod
3:

Proposition 4.77. Suppose w is a 2-cycle in Bpnq such that w ¨ fn ı 0 mod 3. For n ě 2, the triple
pBpnq, w, fnq is permissible and pDBpnq,wpe

Γp2q`Λp3qq, for Γ, Λ P H2pBpnqq, is given by:

e
QpΓq

2
´QpΛqG1pΓ,Λ, w ¨ f 1qn´2

ź

i

1

3
pcoshp

?
3Ei ¨ Γq ` 2 cosp´

2π

3
w ¨ Ei `

?
3Ei ¨ Λqq

Here G1 is given by (4.24) after replacing f with f 1. In particular, a basic class of Bpnq has the following
form:

pn´ 2kqf 1 ˘ E1 ˘ ¨ ¨ ¨ ˘ En

for 1 ď k ď n´ 1.

Proof. This follows from the Blow-up formula and Theorem 4.40.
7For the special case of exceptional spheres in Bpnq, we deviate from our previous notation and put i as a superscript.
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Figure 2: A schematic picture of Bpnq#fnBpnq

From the construction, it is clear that there is a diffeomorphism (see Figures 2 and 3):

Φn : Bpnq#fnBpnq Ñ Bp2q#f2 . . .#f2Bp2q (4.78)

f 0
n

�1
2 �2

2 �n
2f2f2

E1
n

E2
n

�

�0

3

Figure 3: A schematic picture of Bp2q#f2 . . .#f2Bp2q

This diffeomorphism maps fn and f 12 :“ f 1#f 1 in Bpnq#fnBpnq to f 1n :“ f 1# . . .#f 1 and f2

in Bp2q#f2 . . .#f2Bp2q. The sphere σn Ă Bpnq determines two spheres of self-intersection ´n
in Bpnq#fnBpnq which are denoted by σ1

n and σ2
n. The diffeomorphism Φn maps σin to Ein :“

Ei# . . .#Ei. Therefore, the following elements of Crrr2, s2, r3, s3, t2, t3ss are equal to each other:

pDBpnq#fnBpnq,kf
1
2`lfn

pepr2fn`s2f
1
2qp2q`pr3fn`s3f

1
2qp3qq “

“ pDBp2q#f2
...#f2

Bp2q,kf2`lf 1n
pepr2f

1
n`s2f2qp2q`pr3f

1
n`s3f2qp3qq (4.79)
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Proposition 4.80. Suppose pa, bq P C2ztp0, 0qu. Then:

h2,d
a,bpt2, t3q “

ÿ

pγ,ηqPC2ztp0,0qu

h2,d
a,b,γ,ηe

?
3γt2`

?
3iηt3 (4.81)

where h2,d
a,b,γ,η is a constant number.

Proof. The triple pBp2q, df 1 ` 2df2, f2q is permissible, and Proposition 4.70 can be utilized to compute
the following element of Crrr2, r3, s2, s3, t2, t3ss:

pDBp2q#f2
Bp2q,df 12`df2

peps2f
1
2`r2f2qp2q`ps3f

1
2`r3f2qp3qq.

We can evaluate this series at t2 “ t3 “ 1 to obtain a well-defined element of Crrr2, r3, s2, s3ss. This
power series is equal to:

er2s2´2r3s3
ÿ

pa,bqPC2ztp0,0qu

h2,d
a,bps2, s3qe

?
3ar2`

?
3ibr3p

ÿ

pKi,Kjq

cijq
2 (4.82)

where the inner sum is over all pairs of basis classes pKi,Kjq of pBp2q, df 1 ` 2df2, f2q such that:

pKi `Kjq

2
¨ f2 “ a

pKi ´Kjq

2
¨ f2 “ b.

For each choice of pa, bq, the inner sum is non-zero. The identity (4.79) shows that the expression (4.82)
is invariant with respect to the symmetry of Crrr2, r3, s2, s3ss that switches r2 with s2 and r3 with s3.
This can be used to show that h2,d

pa,bqpt2, t3q has the form in (4.81).

f2
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E1 E2

�2

f2

f 0
2

E1
2 E2

2

�1
2

�2
2

1

Figure 4: A schematic picture of Bp2q#f2Bp2q: reflection with respect to the dashed line represents the
diffeomorphism Φ2 of this 4-manifold

62



Proposition 4.83. The constant numbers h2,d
a,b,γ,η are zero except possibly the following ones:

h2,d
2,0,2,0 h2,d

0,2,0,2 h2,d
0,´2,0,´2 h2,d

´2,0,´2,0.

Furthermore, there are real numbers ~3 and ~4 such that:

h2,d
2,0,2,0 “ h2,d

´2,0,´2,0 “ ~3 h2,d
0,2,0,2 “ ζd~4 h2,d

0,´2,0,´2 “ ζ´d~4. (4.84)

Proof. Firstly, for the purpose of brevity, let:

NX,wpΓ,Λq :“ pDX,wpe
Γp2q`Λp3qqe

´QpΓq
2

`QpΛq.

Proposition 4.80 implies that NBp2q#f2
Bp2q,df 12`d

1f2
pΓ,Λq, for Γ,Λ P imp#q, has the following form:

ÿ

Md,d1

a,b,γ,ηpi, j, i
1, j1qep

?
3

2
ppKi#Ki1`Kj#Kj1`2γf2q¨Γq`

?
3

2
ippKi#Ki1´Kj#Kj1`2ηf2q¨Λqq

where the sum is over the pairs pa, bq, pγ, ηq P C2ztp0, 0qu and the basic classes Ki, Kj , Ki1 and Kj1 of
the permissible triple pBp2q, df 1 ` 2d1f2, f2q such that:

pKi `Kjq

2
¨ f2 “

pKi1 `Kj1q

2
¨ f2 “ a

pKi ´Kjq

2
¨ f2 “

pKi1 ´Kj1q

2
¨ f2 “ b.

In the above expression, the constant number Md,d1

a,b,γ,ηpi, j, i
1, j1q is equal to h2,d

a,b,γ,ηcijci1j1 where cij and
ci1j1 are the coefficients associated to the pairs of basic classes pKi,Kjq and pKi1 ,Kj1q for the permissible
triple pBp2q, df 1 ` 2d1f2, f2q. We need the following elementary lemma:

Lemma 4.85. Suppose V is a vector space and tfiu1ďiďN is a finite set of distinct complex valued linear
functionals on V . Then the functions tefiu1ďiďN are linearly independent over C.

This Lemma is an immediate consequence of the existence of a line l Ď V such that the restrictions fi|l
are distinct. We apply this lemma in the case that V is the following subspace of H2pBp2q#f2Bp2qq

‘2:

pimp#q X pΦ2q˚pimp#qqq ‘ pimp#q X pΦ2q˚pimp#qqq

Since Φ maps df 12 ` d
1f2 to df2 ` d

1f 12, we have:

NBp2q#f2
Bp2q,df 12`d

1f2
pΓ,Λq “ NBp2q#f2

Bp2q,df2`d1f 12
ppΦ2q˚pΓq, pΦ2q˚pΛqq

for pΓ,Λq P V . This identity implies that:

ÿ

Md,d1

a,b,γ,ηpi, j, i
1, j1qef

i,j,i1,j1

a,b,γ,η pΓ,Λq ´Md1,d
a,b,γ,ηpi, j, i

1, j1qeg
i,j,i1,j1

a,b,γ,η pΓ,Λq “ 0. (4.86)

Here f i,j,i
1,j1

a,b,γ,η is defined by the following pair of cohomology classes:

p

?
3

2
pKi#Ki1 `Kj#Kj1 ` 2γf2q,

?
3

2
ipKi#Ki1 ´Kj#Kj1 ` 2ηf2qq
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and gi,j,i
1,j1

a,b,γ,η “ Φ˚2pf
i,j,i1,j1

a,b,γ,η q. In the case of f i,j,i
1,j1

a,b,γ,η , this pair is equal to:

p

?
3

2
pLδm ` L

δ1

m1q,

?
3

2
ipLδm ´ L

δ1

m1qq

for an appropriate choice of m and δ, where Lδm is defined in the following table:

f2 f 12 E1
2 E2

2 σ1
2 σ2

2

Lδ1 :“ E1
2 ` E

2
2 ` δf2 2 δ δ ´ 2 δ ´ 2 0 0

Lδ2 :“ ´E1
2 ´ E

2
2 ` δf2 ´2 δ δ ` 2 δ ` 2 0 0

Lδ3 :“ ´E1
2 ` E

2
2 ` δf2 0 δ δ ` 2 δ ´ 2 0 0

Lδ4 :“ E1
2 ´ E

2
2 ` δf2 0 δ δ ´ 2 δ ` 2 0 0

Lδ5 :“ ζ1 ´ ζ2 ` δf2 0 δ δ δ 0 0

Lδ6 :“ ζ2 ´ ζ1 ` δf2 0 δ δ δ 0 0

Jδ1 :“ σ1
2 ` σ

2
2 ` δf

1
2 δ 2 0 0 δ ´ 2 δ ´ 2

Jδ2 :“ ´σ1
2 ´ σ

2
2 ` δf

1
2 δ ´2 0 0 δ ` 2 δ ` 2

Jδ3 :“ ´σ1
2 ` σ

2
2 ` δf

1
2 δ 0 0 0 δ ` 2 δ ´ 2

Jδ4 :“ σ1
2 ´ σ

2
2 ` δf

1
2 δ 0 0 0 δ ´ 2 δ ` 2

Jδ5 :“ ξ1 ´ ξ2 ` δf
1
2 δ 0 0 0 δ δ

Jδ6 :“ ξ2 ´ ξ1 ` δf
1
2 δ 0 0 0 δ δ

Table 1: Pairing of the cohomology classes Lδm and Jδm with some elements of pimp#q X pΦ2q˚pimp#qqq

There are similar formulas for gi,j,i
1,j1

a,b,γ,η , where Lδm and Lδ
1

m1 are replaced with Jδm and Jδ
1

m1 . In the above
table, the cohomology classes ζ1 and ζ2 are equal to E1#E2 and E2#E1. Moreover, ξi :“ Φ˚2pζiq. The
table contains evaluations of Lδm and Jδm at some elements of imp#q X pΦ2q˚pimp#qq. The evaluations
of this table shows that the only possible identities among the following functionals on V :

Lδi Jδi 1 ď i ď 4.

are the identities of the elements in the pairs pL2
1, J

2
1 q and pL´2

2 , J´2
2 q. Therefore, Lemma 4.85 can

be used to prove the first part of the proposition. The second part, is a consequence of the remaining
information in (4.86), Identity (4.73) and rationality of polynomial invariants.

Proposition 4.87. The constant number ~3 is non-zero.

Proof. Recall that the 4-manifold Xpm,nq is a branched double cover of W pm,nq which is the blow up
of CP1 ˆCP1 at 4mn points. Suppose π : Xpm,nq Ñ W pm,nq is the covering map. Since π does
not contract any curve, the pullback of any ample divisor is still ample by Nakai-Moishezon Criterion and
projection formula [45]. In particular, the following divisor is ample:

π˚ptpu ˆCP1 `CP1 ˆ tqu ´
ÿ

i

Eiq “ fn´1 ` fm´1 ´

4mn
ÿ

i“1

π˚pEiq

where tEiu1ďiď4mn is the set of exceptional classes.
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Next we focus on the 4-manifold Xp3, 4q. Suppose w1 “ f3 and w2 “ f3 ` f2. Thus there is a
holomorphic line bundle Li on Xp3, 4q that c1pLiq is represented by wi and wi can be decomposed as
w1
i #w

2
i with respect to the decomposition of Xp3, 4q as Ep3q#f2Ep3q. Let S denote the ample class

f2 ` f3 ´
ř48
i“1 π

˚pEiq. According to Theorem 2.19, the coefficient of tk2 in the series pDXp3,4q,wpe
Sp2qq P

Crrt2ss is positive for large values of k. Since Xp3, 4q “ Ep3q#f2Ep3q and the homology class S lies in
the image of #, we can use Proposition 4.83 to show that:

pDXp3,4q,wipe
Sp2qq “ e

QpSq
2 r

1

2
~2

1~3 coshp
?

3pf3 ` 2f2q ¨ Sq ` 2~2
2~4 cosp´

2π

3
wi ¨ pf3 ` 2f2qqs

Therefore:

2pDXp3,4q,w1
peSp2qq ` pDXp3,4q,w2

peSp2qq “
3

2
~2

1~3e
QpSq

2 coshp
?

3pf3 ` 2f2q ¨ Sq.

This implies that ~3 is a positive number (and ~1 is non-zero).

Proposition 4.88. The power series hg,da,bpt2, t3q is zero, unless:

pa, bq P tp˘p2g ´ 2q, 0q, p0, ˘p2g ´ 2qqu.

Furthermore, we have:

hg,d
˘p2g´2q,0pt2, t3q “ ~g´1

3 p
2

~1
q2g´4e˘2

?
3t2 hg,d0,˘p2g´2qpt2, t3q “ ~g´1

4 ~4´2g
2 ζ˘

2π
3
de˘2

?
3it3 .

Proof. This theorem can be proved by exploiting the diffeomorphism in (4.78) for n “ g. Let the
2-cycle w in Bpgq#fgBpgq be equal to df 12 ` dfg. Using Propositions 4.70 and 4.77, we can show that
NBpgq#fgBpgq,w

pΓ,Λq, for Γ,Λ P H :“ imp#q, is equal to:

ÿ

pa,bqPCgzCg´1

hg,da,bpt2, t3q
ÿ

cijci1j1e
p
?

3
2
pMi,i1`Mj,j1 q¨Γ`

?
3

2
ipMi,i1´Mj,j1 q¨Λq (4.89)

where the second sum is over the pairs of basic classes pKi,Kjq and pKi1 ,Kj1q of the permissible triple
pBpgq, df 1 ` 2dfg, fgq such that:

pKi `Kjq

2
¨ fg “

pKi1 `Kj1q

2
¨ fg “ a

pKi ´Kjq

2
¨ fg “

pKi1 ´Kj1q

2
¨ fg “ b (4.90)

and Mi,i1 “ Ki#Ki1 and Mj,j1 “ Kj#Kj1 .

Recall that the 4-manifolds Bpgq#fgBpgq and Bp2q#f2 . . .#f2Bp2q are diffeomorphic to each other
using the diffeomorphism Φg. Therefore, NBpgq#fgBpgq,w

pΓ,Λq can be also computed by regarding
Bpgq#fgBpgq as the fiber sum of g copies of Bp2q along surfaces of genus 2. In particular, Propositions
4.80 and 4.83 allow us to obtain the following explicit form for NBpgq#fgBpgq,w

pΓ,Λq:

~g´1
3 p

1

36
qge

?
3Mg ¨Γ ` ~g´1

3 p
1

36
qge´

?
3Mg ¨Γ ` ~g´1

4 p
ζd

9
qge

?
3iMg ¨Λ ` ~g´1

4 p
ζ´d

9
qge´

?
3iMg ¨Λ (4.91)
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where Mg “ σ1
g ` σ

2
g ` 2pg ´ 1qf 12. However, this approach works for the homology classes Γ,Λ P H1

whereH1 is the image of the iterated applications of # using the decomposition of Bpgq#fgBpgq as the
fiber sum of g copies of Bp2q. Therefore, (4.89) and (4.91) are equal to each other for Γ,Λ P H XH1.
Fix Γ,Λ P HXH1 and let:

l :“ tΓ` sfg | s P Cu l1 :“ tΛ` sfg | s P Cu

Applying Lemma 4.85 to the subspace l ‘ l1 of pHXH1q‘2 shows that:

hg,d
˘p2g´2q,0pt2, t3qp

1

36
qgp

~1

2
q2g´4e˘

?
3M 1

g ¨Γ “ ~g´1
3 p

1

36
qge˘

?
3Mg ¨Γ

hg,d0,˘p2g´2qpt2, t3qp
1

9
qg~2g´4

2 ζ¯p2g´2qde˘
?

3iM 1
g ¨Λ “ ~g´1

4 p
ζ˘d

9
qge˘

?
3iMg ¨Λ

where M 1
g :“ pg ´ 2qf 12 ` E

1
2 ` ¨ ¨ ¨ ` E

g
2 . Since ~1 and ~2 are non-zero [15], the above identity proves

the second part of the proposition. If pa, bq R tp˘p2g ´ 2q, 0q, p0,˘p2g ´ 2qqu, then the same argument
shows that:

hg,da,bpt2, t3q
ÿ

cijdi1j1e
p
?

3
2
pMi,i1`Mj,j1 q¨Γ`

?
3

2
ipMi,i1´Mj,j1 q¨Λq “ 0

for Γ,Λ P HXH1. This sum is over the pairs that satisfy (4.90). Another application of Lemma 4.85 for
the following homology classes inHXH1:

Γ “ spE1
2 ˘ ¨ ¨ ¨ ˘ E

g
2q Λ “ spE1

2 ˘ ¨ ¨ ¨ ˘ E
g
2q

shows that hg,da,bpt2, t3q has to be zero.

The following theorem summarizes our results in this subsection:

Theorem 4.92. Suppose pX,w,Σq and pX 1, w1,Σq are two permissible triples and the genus of Σ is
at least 2. Then the triple pX#ΣX

1, w#w1,Σq is permissible with respect to the image of the map
# : KÑ H2pX#ΣX

1q. The basic classes for pX#ΣX
1, w#w1,Σq are:

Mγ
i,i1 “ Ki#Li1 ` 2γΣ (4.93)

where Ki, Li1 are basic classes of pX,w,Σq, pX 1, w1,Σq, Ki ¨ Σ “ Li1 ¨ Σ and:

pKi ¨ Σ, γq P tp2g ´ 2, 1q, p´p2g ´ 2q,´1qu.

For a pair of basic classes Mγ
i,i1 “ Ki#Li1 ` 2γΣ and Mη

j,j1 “ Kj#Lj1 ` 2ηΣ, let:

pKi `Kjq

2
¨ Σ “

pLi1 ` Lj1q

2
¨ Σ “ a

pKi ´Kjq

2
¨ Σ “

pLi1 ´ Lj1q

2
¨ Σ “ b

Then the coefficient associated to this pair is equal to ci,jdi1,j1h
g,d
a,b,γ,η, where ci,j is the coefficient

associated to pKi,Kjq for the triple pX,w,Σq, di1,j1 is the coefficient associated to pLi1 , Lj1q for the
triple pX 1, w1,Σq, and hg,da,b,γ,η is non-zero in the following cases:

hg,d
p2g´2q,0,1,0 “ hg,d

´p2g´2q,0,´1,0 “ ~g´1
3 p

2

~1
q2g´4

hg,d0,p2g´2q,0,1 “
~g´1

4

~2g´4
2

ζd hg,d0,´p2g´2q,0,´1 “
~g´1

4

~2g´4
2

ζ´d.
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5 Sutured Floer Homology

5.1 Eigenvectors

For arbitrary N , we introduce a set of generators of the algebra VNg,d in Corollary 3.21. In particular, in
the special case that N “ 3 and d ” 1 or 2 mod 3, we have the following generators of V3

g,d (which will
be denoted by Vg,d from now on):

ε “ D∆g ,δg,d`Σp1q ℵr “ D∆g ,δg,dparq ojr “ D∆g ,δg,dpl
j
prqq ρr “ D∆g ,δg,dpΣprqq (5.1)

where r “ 2, 3 and tlju1ďjď2g is a set of generators for H1pΣ,Zq. If y is one of the above elements, then
the product mp¨, yq defines an operator on Vg,d which is still denoted by y. Recall that there is also a
pairing on Vg,d which is denoted by x , y.

The operator ε is equal to I˚pYg ˆ r0, 1s, γg,d ˆ r0, 1s ` Σ, 1q and the remaining operators can be
described as:

I˚pYg ˆ r0, 1s, γg,d ˆ r0, 1s, qq (5.2)

where q “ ar, l
j
prq or Σprq. This alternative description allows us to extend the definition of these operators

to arbitrary admissible pairs. Suppose pY, γq is a 3-admissible pair, and Σ is an embedded surface of genus
g in Y . We also assume that an integral basis tlju1ďjď2g for H1pΣq is fixed. By replacing pYg, γg,dq with
pY, γq, we can define analogues of the operators ε, ℵr, ojr and ρr on I˚pY, γq. These operators on I˚pY, γq
are denoted by εpΣq, ℵr, ojrpΣq and ρrpΣq. In the case that the choice of Σ is clear from our discussion,
we drop Σ from our notation for εpΣq, ojrpΣq and ρrpΣq.

Definition 5.3. An element v P Vg,d is called an exhaustive eigenvector if it is a simultaneous eigenvector
of the action of the operators in (5.1). An exhaustive eigenspace is the set of all exhaustive eigenvectors
which have the same eigenvalues with respect to these operators. An exhaustive eigenvector v is called
non-degenerate if the pairing xv, vy ‰ 0.

Remark 5.4. Since pojrq2 “ 0, the only eigenvalue of this operator is zero.

Suppose pX,w,Σq is a permissible triple and Σ is a surface of genus g and w ¨ Σ “ d. For a pair of
basic classes pKi,Kjq of this triple, let ci,j denote the associated coefficient. Suppose also for a fixed
λ “ pα, βq P Cg:

ÿ

pKi,Kjq

ci,j ‰ 0 (5.5)

where the sum is over all pairs of basic classes pKi,Kjq that satisfy the following equality for pa, bq “
pα, βq:

pKi `Kjq

2
¨ Σ “ a

pKi ´Kjq

2
¨ Σ “ b. (5.6)

Recall that Pλ is the polynomial that satisfies (4.63). Suppose Qλ P Crx, y, zs is defined as the evaluation
of Ppa,bq at t2 “ t3 “ 0 and consider the following element of Vg,d:

vpα,βq :“ DX˝,w˝,ΣpQλpa2,Σp2q,Σp3qqq.
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Proposition 5.7. The element vpα,βq P Vg,d is a non-zero exhaustive eigenvector. The eigenvalues of
vpα,βq with respect to the actions of ε, ℵ2, ℵ3, ρ2 and ρ3 are respectively equal to 1, 3ζ2dβ , 0, ζdβ

?
3α

and ζ2dβ
?

3iβ. Furthermore, if pα, βq “ p˘p2g ´ 2q, 0q, then the eigenvector vpα,βq is non-degenerate.

Proof. Lemma 4.58 can be used to show that for an arbitrary polynomial P P Crx, y, zs:

DX,w,ΣpP pa2,Σp2q,Σp3qqq “
ÿ

pa,bqPCg
ζdbdwP p3ζ2db, ζbd

?
3a, ζ2bd

?
3ibq

ÿ

pKi,Kjq

ci,j (5.8)

where the inner sum is over all pairs of basic classes pKi,Kjq that satisfy (5.6) and ci,j is the coefficient
associated to the pair pKi,Kjq. Functorial properties of Floer homology imply that the pairing of vpα,βq
and D∆g ,δg,dp1q is equal to DX,w,ΣpQλpa2,Σp2q,Σp3qqq which is non-zero. Therefore, vpα,βq is a non-zero
vector. Using the non-degeneracy of the pairing on Vg,d, the claim that vpα,βq is an exhaustive eigenvector
can be translated to claims about the Up3q-invariants of pX,wq. In particular, (5.8) shows that vpα,βq is an
eigenvector of ε, ℵ2, ρ2 and ρ3. The vector vpα,βq is in the kernel of the operators ℵ3 and ojr because X
has w-simple type and b1pXq “ 0. The pairing xvpα,βq, vpα,βqy can be also computed by Theorem 4.92.
Using Proposition 4.87, this number is non-zero for pα, βq “ p˘p2g ´ 2q, 0q.

Example 4.53 gives a permissible triple such that the condition in (5.5) is satisfied for any λ P Cg.
Therefore, for each λ there is an exhaustive eigenvector in Vg,d. The condition in (5.5) is not very essential
in constructing such an eigenvector. This condition is used to show that vpα,βq is a non-zero element of
Vg,d. It is possible to replace vpα,βq with the following element:

v1pα,βq :“ DX˝,w˝,ΣpQλpa2,Σp2q,Σp3qqzq

where z P ApX˝qb2. If the triple pX,w,Σq has at least one pair of basic classes pKi,Kjq which satisfy
(5.6) for pa, bq “ pα, βq, then z can be chosen such that the above element of Vg,d is non-zero.

Proposition 5.9. An exhaustive eigenspace is 1-dimensional.

Proof. Suppose V Ă Vg,d is an exhaustive eigenspace, and s1, s2, s3, s4 and s5 are respectively the
corresponding eigenvalues of ε, ℵ2, ℵ3, ρ2 and ρ3. Suppose also I Ă Vg,d is the ideal generated by the
elements of the following set:

G :“ tε´ s1,ℵ2 ´ s2,ℵ3 ´ s3, ρ2 ´ s4, ρ3 ´ s5u Y to
j
r | 1 ď j ď 2g, 1 ď r ď 2u (5.10)

Then an element of I is the sum of the elements of the form mpx, yq with x P G and y P Vg,d. For any
v P V :

xv,mpx, yqy “ xmpv, xq, yy “ 0

Therefore, V is orthogonal to I. Since Vg,d{I is a 1-dimensional vector space and the pairing is non-
degenerate, the dimension of the vector space V is at most 1.

Lemma 5.11. Suppose v P Vg,d is a non-degenerate exhaustive eigenvector, and s1, s2, s3, s4 and s5 are
respectively the corresponding eigenvalues of ε, ℵ2, ℵ3, ρ2 and ρ3. Then the following space:

H :“ kergenpε´ s1q
č

kergenpℵ2 ´ s2q
č

kergenpℵ3 ´ s3q
č

kergenpρ2 ´ s4q
č

kergenpρ3 ´ s5q
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is 1-dimensional. Here kergenpT q, for an operator T , is the union of the kernel of the operators T k for all
values of k.

Proof. Suppose the claim does not hold and v1 P H is a vector which is linearly independent of v. Let G
be defined as in (5.10). All the operators involved in the definition of H have even degree with respect to
the Z{2Z-grading of Vg,d, induced by the Z{12Z-grading. Therefore, H can de decomposed as H0 ‘H1

with respect to the Z{2Z-grading of Vg,d, and we may assume that v1 P Hi for i “ 0 or 1. By Proposition
5.9, there is x0 P G such that mpv1, x0q ‰ 0. Since the restriction of the elements of G on H are nilpotent,
without loss of generality, we can also assume that the product of mpv1, x0q and any element x P G is
zero. Therefore, mpv1, x0q “ cv for a non-zero complex number c. This implies that:

xmpv1, x0q,mpv
1, x0qy “ xcv, cvy ‰ 0

On the other hand, we have:

xmpv1, x0q,mpv
1, x0qy “ ˘xmpmpv

1, x0q, x0q, v
1y “ 0

which is a contradiction.

Proposition 5.12. ([59, Proposition 7.2]) Suppose pY, γq is a 3-admissible pair and Σ is an embedded
surface in Y of genus g such that γ ¨ Σ ” d mod 3. If ps1, s2, s3, s4, s5q is a simultaneous eigenvalue
of the operators pεpΣq,ℵ2,ℵ3, ρ2pΣq, ρ3pΣqq, then is also a simultaneous eigenvalue of the operators
pε,ℵ2,ℵ3, ρ2, ρ3q acting on Vg,d.

By Proposition 5.7, v2g´2,0 is a non-degenerate exhaustive eigenvector of Vg,d. Suppose sg1, sg2, sg3,
sg4 and sg5 denote the corresponding eigenvalues of ε, ℵ2, ℵ3, ρ2 and ρ3. Then sg1 “ 1, sg2 “ 3, sg3 “ 0,
sg4 “

?
3p2g ´ 2q and sg5 “ 0. Following [59], we can define a variation of instanton Floer homology:

Definition 5.13. Suppose pY, γq is a 3-admissible pair and Σ is an embedded surface in Y of genus g
such that γ ¨ Σ ” d mod 3. Then I˚pY, γ|Σq is defined as:

kergenpεpΣq ´ s
g
1q
č

kergenpℵ2´ s
g
2q
č

kergenpℵ3´ s
g
3q
č

kergenpρ2pΣq ´ s
g
4q
č

kergenpρ3pΣq ´ s
g
5q

In this definition, we allow Σ to have more than one connected component. In that case, each connected
component Σ1 of Σ is required to have genus g and γ ¨ Σ1 ” d mod 3. In the definition of I˚pY, γ|Σq, we
include the operators εpΣ1q, ρ2pΣ

1q ´ sg4 and ρ3pΣ
1q ´ sg5 for each connected component Σ1 of Σ.

Remark 5.14. In the case that g “ 1, the action of the operators ℵ3, ρ2, ρ3 on V1,d are trivial, the operator
ℵ2 is equal to 3ε´1 and ε3 “ 1. Therefore, similar relationships hold among the operators εpΣq, ℵ2, ℵ3,
ρ2pΣq, ρ3pΣq acting on I˚pY, γq, where Σ is a genus one surface in Y . This can be verified in a similar
way as in 5.12. (See [59, Proposition 7.2].) Therefore, I˚pY, γ|Σq, for a genus one surface Σ, is simply
equal to kerpℵ2 ´ 3q.

This variant of instanton Floer homology is also functorial with respect to cobordisms. Suppose
pW,wq : pY0, γ0q Ñ pY1, γ1q is a cobordism of admissible pairs, z P ApW qb2, and Σi is an embedded
oriented and connected surface in Yi such that Σi ¨ γi ” d mod 3, and Σ0, Σ1 induce the same homology
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classes of W . More generally, if Σ1 is disconnected, then each connected component of Σ1 is required
to be homologous to a connected component of Σ0 inside W . Properties of instanton Floer homology
discussed in Subsection 3.1 implies that I˚pW,w, zq maps I˚pY0, γ0|Σ0q Ď I˚pY0, γ0q to I˚pY1, γ1|Σ1q Ď

I˚pY1, γ1q. Moreover, suppose pX,wq is a cobordism from an admissible pair pY, γq to the empty pair
and z P ApXqb2. Then the restriction of the map DX,wpzq gives rise to a functional on I˚pY, γ|Σq which
is denoted with the same notation.

Lemma 5.11 asserts that I˚pYg, γg,d|Σq is 1-dimensional. The following pairs from Subsection 3.2
define cobordisms from two copies of pYg, γg,dq to the empty pair:

pΩg, ωg,dq p∆g

ž

∆g, δg,d
ž

δg,dq.

Therefore, they determine two functionals DΩg ,ωg,dp1q and D∆g ,δg,dp1qbD∆g ,δg,dp1q on the 1-dimensional
vector space I˚pYg, γg,d|Σq b I˚pYg, γg,d|Σq. The non-degeneracy of the exhaustive eigenvector involved
in the definition of I˚pYg, γg,d|Σq implies that the former functional is non-zero. Therefore, we have the
following lemma which provides the distinguishing property of working with a non-degenerate exhaustive
eigenspace for us:

Lemma 5.15. The map D∆g ,δg,dp1q b D∆g ,δg,dp1q : I˚pYg, γg,d|Σq b I˚pYg, γg,d|Σq Ñ C is a multiple
of DΩg ,ωg,dp1q : I˚pYg, γg,d|Σq b I˚pYg, γg,d|Σq Ñ C.

5.2 Excision and Sutured Manifolds Invariants

Suppose R1 and R2 are two embedded surfaces of genus g ě 1 in a 3-manifold Y . Suppose also there is
a 1-cycle γ in Y such that γ ¨ R1 “ γ ¨ R2. We also assume γ intersects R1 and R2 transversally, and
all the intersection points have the same signs. Fix a diffeomorphism φ : R1 Ñ R2 such that φ maps
γ XR1 to γ XR2. We cut Y along the surfaces R1, R2, and then identify the four boundary components
of the resulting 3-manifold using φ such that the final 3-manifold, rY , is an oriented closed 3-manifold
with embedded surfaces rR1 and rR2. Our assumption on φ implies that γ determines a 1-cycle rγ in rY . We
will also write R (respectively, rR) for the union R1 YR2 (respectively, rR1 Y rR2). Now we are ready to
state our excision theorem:

Theorem 5.16. The following Floer homology groups are isomorphic:

I˚pY, γ|Rq “ I˚prY , rγ| rRq

Proof. This theorem is the analogue of excision theorem for Up2q-instanton Floer homology. The Up2q
version of the excision theorem is proved in [30] for g “ 1 (see also [9]) and in [59] for higher values of
g. We follow the same strategy as in the Up2q case to prove the theorem. In particular, the isomorphism
between I˚pY, γ|Rq and I˚prY , rγ| rRq is induced by a cobordism of pairs pW,wq : pY, γq Ñ prY , rγq. Let
Y ˝ be the complement of a regular neighborhood of R in Y . Then the cobordism W is the result of gluing
r0, 1s ˆ Y ˝ to P ˆR1 where P is the saddle cobordism in Figure 5. The boundary of the 3-manifold Y ˝

is equal to R1 Y R1 Y R2 Y R2. Then r0, 1s ˆ pR1 Y R1q Ă r0, 1s ˆ Y ˝ is glued to Bvl P ˆ R1 by the
identity map and r0, 1sˆ pR2YR2q Ă r0, 1sˆY

˝ is glued to BvrPˆR1 by the map φ. (For the definition
of Bvl P and BvrP see Figure 5.) The surface cobordism w : γ Ñ rγ is also constructed in a similar way.
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Figure 5: The saddle cobordism P; the union of the two vertical boundary components on the left
(respectively, right) is denoted by Bvl P (respectively, BvrP).

This surface is given by gluing one copy of P for each intersection point in γ XR1 to r0, 1s ˆ pγ X Y ˝q.
Reversing the cobordism pW,wq determines another cobordism pW,wq : prY , rγq Ñ pY, γq. In order to
prove the excision theorem, we claim that:

I˚pW,wq˝I˚pW,wq : I˚pY, γ|Rq Ñ pY, γ|Rq, I˚pW,wq˝I˚pW,wq : I˚prY , rγ| rRq Ñ prY , rγ| rRq (5.17)

are non-zero multiples of the identity map. In the composite cobordism W ˝W : Y Ñ Y , a copy of
P ˆ R1 is glued to another copy of P ˆ R1 with the reverse orientation. In this part of W ˝W , the
union of the two copies of δ ˆ R1 gives rise to a copy of Yg :“ S1 ˆ R1. The intersection of w ˝ w
with S1 ˆ R1 produces a copy of γg,d. According to Lemma 5.15 and functoriality of I˚, replacing a
neighborhood of S1 ˆR1 with p∆g

š

∆g, δg,d
š

δg,dq does not change the map I˚pW ˝W,w ˝ wq, up
to multiplication by a non-zero constant number. But the resulting cobordism of the pair is the product
cobordism pr0, 1s ˆ Y, r0, 1s ˆ γq. Therefore, the first map in (5.17) is a non-zero multiple of the identity
map. Replacing δ with δ1 and using the same argument proves a similar result for the second map in
(5.17).

The following proposition is the analogue of of Corollary 4.8 in [59] and can be proved in a similar
way using the excision theorem:

Proposition 5.18. Let Y be a 3-manifold, γ be a 1-cycle in Y , and R Ă Y be a connected surface of
genus g ě 1 such that γ ¨ R ı 0 mod 3 and the intersection points of γ X R are transversal and have
the same signs. Let rY be the 3-manifold obtained by cutting Y along R and regluing by an orientation
preserving diffeomorphism φ : R Ñ R. Suppose φ maps R X γ to R X γ, and rγ, rR are the induced
1-cycle and the embedded surface in rY . Then

I˚pY, γ|Rq – I˚prY , rγ| rRq.

Now we can define invariants for balanced sutured manifolds almost verbatim from [59]. Firstly we
recall the definition of balanced sutured manifolds (cf. [37, 48, 59]) :
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Definition 5.19. A sutured manifold pM,αq consists of an oriented 3-manifold M , an oriented closed
1-manifold α in BM and a decomposition of BM as:

BM “ R` YApαq YR´. (5.20)

Each connected component of α is called a suture and Apαq is the closure of a tubular neighborhood of α.
The spaces R` and R´ are disjoint and each of them is a union of some of the connected components
of BMzApαq. In particular, each component of BR` and BR´ is a parallel copy of a suture. Suppose
R` and R´ are oriented with the outward-normal-first convention. Similarly, each component of BR`
(respectively, BR´) inherits an orientation from R` (respectively, R´). This orientation is required to
agree (respectively, disagree) with the orientation of the corresponding suture. The sutured manifold
pM,αq is balanced if neither M nor R˘ has closed components, and χpR`q “ χpR´q.

Note that the required conditions on R`, R´ and Apαq imply that the decomposition (5.20) is unique.

Example 5.21. Suppose Fg,k is a surface of genus g with k ě 1 boundary components which is not the
2-dimensional disc. Then pr´1, 1s ˆ Fg,k, BFg,k ˆ t0uq determines a balanced sutured manifold. The
decomposition of the boundary of this product sutured manifold is given as below:

R` “ t1u ˆ Fg,k Apαq “ r´1, 1s ˆ BFg,k R´ “ t´1u ˆ Fg,k. (5.22)

Example 5.23. Suppose Y is a 3-manifold and K Ă Y is a knot. Let MpKq be the complement of a
regular neighborhood of K in Y , and αpKq be the union of two oppositely oriented meridional curves on
the boundary of MpKq. Then pMpKq, αpKqq determines a balanced sutured manifold. The manifolds
R` and R´ are homeomorphic to r0, 1s ˆ S1.

Example 5.24. Suppose K is a null-homologous knot in Y and S is a Seifert surface for K. We can
also associate a sutured manifold pNpSq, αpSqq to S. The three manifold NpSq is defined to be the
Y zpp´1, 1q ˆ intpSqq, where p´1, 1q ˆ S is a regular neighborhood of S in Y . The only suture αpSq of
this sutured manifold is defined to be t0u ˆ BS.

Let pM,αq be a balanced sutured manifold such that the number of sutures is greater than one and
R`, R´ are not a union of 2-dimensional discs. We attach the product sutured manifold pr´1, 1s ˆ
F0,k, t0u ˆ BF0,kq to pM,αq where k is the number of sutures of pM,αq. More precisely, we glue M
to r´1, 1s ˆ F0,k by identifying Apαq with r´1, 1s ˆ BF0,k using an orientation reversing map. The
resulting manifold is oriented and has two boundary components which are given as below:

R̄` “ R` Y t1u ˆ F0,k R̄´ “ R´ Y t´1u ˆ F0,k

Since pM,αq is balanced, the oriented surfaces R̄` and R̄´ have the same positive genus. We choose an
orientation reversing diffeomorphism φ : R̄` Ñ R̄´. Identifying R̄` and R̄´ using the map φ determines
a closed 3-manifold Yφ which is called a closure of the sutured manifold pM,αq. The 3-manifold Yφ only
depends on pM,αq and the choice of the diffeomorphism φ. The surface R̄` also induces an oriented
surface in Yφ which is denoted by R̄. We also fix a point y on F0,k and require that φ maps p1, yq P R̄` to
p´1, yq P R̄´. Therefore, the path r´1, 1s ˆ tyu Ă r´1, 1s ˆ F0,k induces a 1-cycle γφ in Yφ.
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Definition 5.25. The sutured instanton homology of the sutured manifold pM,αq is defined as

SHI˚pM,αq :“ I˚pYφ, γφ|R̄q. (5.26)

If pM,αq has one suture or one of R`, R´ is a union of discs, we replace F0,k with F1,k in the definition
of pY, γ, R̄q and then extend sutured instanton homology to these sutured manifolds using (5.26).

Proposition 5.18 implies that sutured instanton homology SHI˚ is well-defined.

Remark 5.27. In the definition of the closure of a sutured manifold pM,αq, we can replace F0,k with Fg,k
for an arbitrary g. Then for each choice of g, we can define a sutured Floer homology group as above.
Using our excision theorem and the method of [59], we can show that the rank of these sutured Floer
homology groups is non-decreasing in g. We expect that these sutured Floer homology groups for various
choices of g are isomorphic to each other. However, proving this seems to need a further study of the
algebra Vg,1. We hope to come back to this issue elsewhere.

5.3 Instanton Knot Homology

Definition 5.28. Given a knot K in a 3-manifold Y , let pMpKq, αpKqq be the sutured manifold of Exam-
ple 5.23. The Up3q-knot homology of K, denoted by KHI˚pY,Kq, is defined to be SHI˚pMpKq, αpKqq.

As it is explained in [59, Lemma 5.2], a closure of pMpKq, αpKqq can be described as follows.
Suppose F is a genus 1 surface with one boundary component, and c, c1 Ă F are two oriented non-
separating simple closed curves which intersect in exactly one point and c ¨ c1 “ 1. Let ZpKq be the result
of gluing the knot complement MpKq to the product 3-manifold F ˆ S1 such that the meridian of K
is identified with tpointu ˆ S1 and the longitude of K is identified with BF ˆ tpointu. Suppose also
γpKq Ă ZpKq is the 1-cycle given by c ˆ tpointu Ă F ˆ S1. Then ZpKq is a closure of the sutured
manifold pMpKq, αpKqq and γpKq is the corresponding 1-cycle. The embedded surface R̄ is also given
by the torus T “ c1 ˆ S1 Ă F ˆ S1. Consequently:

KHI˚pY,Kq “ I˚pZpKq, γpKq|T q (5.29)

Next, we characterize the set of the critical points of the Chern-Simons functional associated to the
pair pZpKq, γpKqq:

Proposition 5.30. For a knot K in a 3-manifold Y , the set of the critical points of the Chern-Simons
functional associated to the admissible pair pZpKq, γpKqq is a 3-sheeted covering space of

R “ tρ : π1pY zKq Ñ SUp3q | ρpµq “

»

–

1 0 0
0 ζ 0
0 0 ζ2

fi

flu. (5.31)

Recall that µ is a meridian of K and ζ “ e2πi{3.
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Proof. The set of the critical points of the Chern-Simons functional is given by the conjugacy classes of
representations ρ : π1pZpKqzγpKqq Ñ SUp3q such that a meridian of the closed curve γpKq is mapped
to ζ. We fix a base point for ZpKq on the torus c1 ˆ S1 Ă F ˆ S1. Suppose J1 “ ρpc1 ˆ tpointuq and
J2 “ tpointu ˆ S1. Since c1 ˆ S1 intersects c in one point, we can assume:

rJ2, J1s “ ζ ¨ id.

Thus there is a unique representative for the conjugacy class of ρ such that:

J1 “

»

–

0 0 1
1 0 0
0 1 0

fi

fl J2 “

»

–

1 0 0
0 ζ 0
0 0 ζ2

fi

fl

Therefore, the conjugacy class of the representation ρ|π1pFˆS1zγpKqq is uniquely determined by J3 P

SUp3q which is equal to the image of ρ for a parallel copy of c. Since J3 has to commute with J2 it is a
diagonal matrix. Therefore, the restriction of the above representative of ρ to the knot group π1pMpKqq
determines an element ofR. Furthermore, ρ maps the longitude of K to rJ3, J1s. Now the claim can be
easily verified, because the map that sends a diagonal matrix J3 to rJ3, J1s is 3 to 1.

Corollary 5.32. Suppose K is a knot in a homology sphere Y . If dimpKHIpY,Kqq ą 1, then there exists
a non-abelian representation ρ : π1pY zKq Ñ SUp3q such that the image of the meridian is conjugate to

»

–

1 0 0
0 ζ 0
0 0 ζ2

fi

fl

Proof. Suppose there is not a representation with this property. Then the only critical points of the Chern-
Simons functional of pZpKq, γpKqq are the three flat connections induced by the abelian representation
in (5.31). Since these critical points are non-degenerate8, I˚pZpKq, γpKqq is the homology of a chain
complex which has three generators. The order three map ε has degree 4 with respect to the Z{12Z
grading. Thus the three eigenspaces of this operator have the same dimensions. Therefore, kerpε´ 1q has
to be at most 1-dimensional, which is a contradiction.

Proposition 5.33. Let K be a null-homologous knot in Y and S be a Seifert surface of genus g ě 1 for
K. Then dimpKHIpY,Kqq ě 2 dimpSHI˚pNpSq, αpSqqq where pNpSq, αpSqq is the sutured manifold
of Example 5.24.

Proof. According to (5.29), the Up3q-knot homology is equal to I˚pZpKq, γpKq|T q. In order to form
a closure of pNpSq, αpSqq and to define SHI˚pNpSq, αpSqq, we firstly glue r´1, 1s ˆ F1,1 along the
suture αpSq. In this case, R̄˘ are two copies of S Y F1,1. If we identify R̄˘ in the obvious way, then the
resulting space is again the 3-manifold ZpKq. Let γpSq and R̄pSq be the resulting 1-cycle and the surface
in the closure ZpKq. The 1-cycle γpSq is a copy of S1 ˆ tpointu Ă S1 ˆ F1,1. The surface R̄pSq has

8This is a consequence of the fact that the Alexander polynomial of a knot K in an integral homology sphere does not have a
root, which is a third root of unity.
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genus g ` 1 is given by gluing the Seifert surface S to F1,1. Arguing as in [59, Proposition 7.9] and using
our excision theorem, we can show that:

I˚pZpKq, γpKq|T q “ I˚pZpKq, γpKq ` γpSq|T q

and
I˚pZpSq, γpSq|R̄pSqq “ I˚pZpSq, γpKq ` γpSq|R̄pSqq.

Remark 5.14 implies that the homology group I˚pZpKq, γpKq ` γpSq|T q is equal to:

I˚pZpKq, γpKq ` γpSqq X kerpℵ2 ´ 3q. (5.34)

We can further decompose the vector space in (5.34) using the eigenvalues of the operators ρ2pR̄pSqq. In
particular, vector spaces:

I˚pZpKq, γpKq ` γpSqq X kerpℵ2 ´ 3q X kergenpρ2pR̄pSqq ´ 2
?

3gq (5.35)

and
I˚pZpKq, γpKq ` γpSqq X kerpℵ2 ´ 3q X kergenpρ2pR̄pSqq ` 2

?
3gq (5.36)

are two distinct summands of I˚pZpKq, γpKq ` γpSq|T q. Since the operator R̄pSqq has degree 2 with
respect to the Z{12Z-grading of I˚pZpKq, γpKq`γpSq|T q, the vector spaces in (5.35) and (5.36) have the
same dimension. It is also clear from the definition that (5.35) contains the I˚pZpSq, γpKq`γpSq|R̄pSqq,
which verifies the claim of this proposition.

Conjecture 5.37. If Y zK is irreducible, then dimpSHI˚pNpSq, αpSqqq ě 1.

If Y zK is irreducible, then the sutured manifold pNpSq, αpSqq is taut. Kronheimer and Mrowka
proved a non-vanishing theorem for the Up2q-sutured Floer homology SHI2

˚ of taut sutured manifolds
[59]. As it is explained in Section 7, we expect that a similar non-vanishing theorem holds for our version
of sutured Floer homology.

If Conjecture 5.37 holds, then the answer to Question 1.1 is positive for N “ 3 and for any non-trivial
knot in an integral homology sphere Y . Using Prime decomposition theorem for 3-manifolds, one can
decompose Y as a connected sum Y1#Y2 such that K Ă Y1 and Y1zK is irreducible. With the aid of
Corollary 5.32 and Proposition 5.33, we can conclude from Conjecture 5.37 that the answer to Question
1.1 for N “ 3 and the pair pY1,Kq is positive. This clearly would imply the claim for pY,Kq.

6 Gluing Theory

6.1 Moduli Spaces on Manifolds with Long Neck

Suppose Y is a connected 3-manifold and γ Ă Y is a cycle. We do not assume that pY, γq isN -admissible.
However, we assume that the critical points of the (possibly perturbed) Chern-Simons functional of pY, γq
are non-degenerate. Suppose also pX,wq is a pair with boundary pY, γq. As it is explained in Subsection
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2.2, we can form moduli spacesMppX,wq and their framed counterparts ĂMppX,wq by working with
perturbations of the ASD equation. Uhlenbeck compactness theorem of Subsection 2.1 has an analogue
for 4-manifolds with cylindrical ends. A proof of this result for N “ 2 is given in [21, Chapter 5], and it
can be extended to the higher rank by combining the arguments of [21] and [57]:

Theorem 6.1. Suppose trAisuiPN is a sequence of connections in the moduli space ĂMppX,wq. Then
there is an element prBs, rC1s, . . . , rCksq of the following space

ĂMp0pX,w;α0q ˆΓα0
ĂMp1pα0, α1q ˆΓα1

¨ ¨ ¨ ˆΓαk´1

ĂMpkpαk´1, αkq (6.2)

and an element px,y1, . . . ,ykq of the space:

pX`qm0{Sm0 ˆ pY ˆRqm1{Sm1 ˆ ¨ ¨ ¨ ˆ pY ˆRqmk{Smk (6.3)

for appropriate non-negative integers mi such that trAisuiPN, after passing to a sequence is weakly chain
convergent to pprBs,xq, prC1s,y1q, . . . , prCks,ykqq. Furthermore, we have:

κppq “ κpp0q ` κpp1q ` ¨ ¨ ¨ ` κppkq `m0 `m1 ` ¨ ¨ ¨ `mk (6.4)

Note that ĂMqpα, βq is the moduli space of framed connections associated to a path q : αÑ β over
pY ˆR, γˆRq. This moduli space is equipped with an action of ΓαˆΓβ . The weakly chain convergence
of trAisuiPN to pprBs,xq, prC1s,y1q, . . . , prCks,ykqq means that the following holds [21]: the sequence
trAisuiPN, after choosing appropriate gauge representatives, is Lp1-convergent to B on compact sets of
Xzx. Moreover, there is a sequence of real numbers:

t1i :“ 0 ă t2i ă ¨ ¨ ¨ ă tki

with limi t
j`1
i ´ tji “ 8 such that the translation of Ai|Yˆr0,8q by the constant tji is Lp1 convergent to Cj

on compact sets of Y ˆRzyj . Identity (6.4) implies that:

indexpDAiq ě indexpDB1q ` indexpDC1q ` ¨ ¨ ¨ ` indexpDCkq (6.5)

and the two sides of the inequality are also equal to each other mod 4N . In (6.5), equality holds if and only
if the integers mj are all zero, and in this case, Lp1 convergence on compact subspaces can be improved to
C8 convergence on compact subspaces.

Remark 6.6. Theorem 6.1 can be extended to the case that W has more than one boundary components in
an obvious way. In this case, we need to fix a chain of the elements of moduli spaces for each boundary
component.

There is another compactness theorem we need to review, in which we stretch a 4-manifold along
a neck and consider the associated moduli spaces. Suppose pX1, w1q and pX2, w2q are pairs whose
boundaries are pY, γq and pY , γq, respectively. Then we can glue these pairs to form pX,wq. We also fix
Riemannian metrics on Xi which are product metrics in neighborhoods of their boundaries associated to
a fixed metric on Y . Let XT be the Riemannian manifold, diffeomorphic to X , which has an isometric
copy of Y ˆ p´T, T q and XT zY ˆ p´T, T q is isometric to the disjoint union of X1 and X2. The proof
of the following theorem is similar to that of Theorem 6.1.
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Theorem 6.7. Suppose Ai is a connection on the moduli spaceMκpX
Ti , wq such that limiÑ8 Ti “ 8.

Then there is an element prB1s, rC1s, . . . , rCks, rB2sq of

ĂMppX1, w1;α0q ˆΓα0
ĂMp1pα0, α1q ˆΓα1

¨ ¨ ¨ ˆΓαk´1

ĂMpkpαk´1, αkq ˆΓαk
ĂMp1pX2, w2;αkq (6.8)

and an element px1,y1, . . . ,yk,x2q of the space:

pX`1 q
m0{Sm0 ˆ pY ˆRqm1{Sm1 ˆ ¨ ¨ ¨ ˆ pY ˆRqmk{Smk ˆ pX

`
2 q

mk`1{Smk`1
(6.9)

such that trAisuiPN is weakly chain convergent to pprB1sx1q, prC1s,y1q, . . . , prCks,ykq, prB2s,x2qq.
Moreover, we have:

κ “ κppq ` κpp1q ` ¨ ¨ ¨ ` κppkq ` κpp
1q `m0 `m1 ` ¨ ¨ ¨ `mk `mk`1 (6.10)

The following gluing theorem can be regarded as an inverse to Theorem 6.7. There are various places
in the literature that similar gluing theorems are discussed [82, 21, 58]. Theorem 6.11 can be proved with
similar strategies (see e.g. [21, Theorem 4.17 and Section 4.7.1]):

Theorem 6.11. Let pXi, wiq be given as above. For 1 ď i ď k, let pi : αi´1 Ñ αi be a path along
pY ˆR, w ˆRq, and let rNi be a compact pΓαi´1 ˆ Γαiq-invariant subspace of ĂMpipαi´1, αiq, which
consists of regular points. Suppose also we are given two other compact spaces as below, which contain
only regular points and are respectively invariant with respect to the action of Γα0 and Γαk :

rN0 Ă ĂMppX1, w1;α0q rNk`1 Ă ĂMp1pX2, w2;αkq

Here we assume that the perturbation of the ASD equation on the ends of X1 and X2 are induced by
a fixed perturbation of the Chern-Simons functional of pY, γq. Then there is a space rUi containing rNi,
which is an open subset of the relevant moduli space and is invariant with respect to the action of the
relevant group. Moreover, for large enough values of T , there is a gluing map:

ΦT : rU0 ˆΓα0
rU1 ˆΓα1

¨ ¨ ¨ ˆΓαk
rUk`1 ÑMκpX

T , wq

where:
κ “ κppq ` κpp1q ` ¨ ¨ ¨ ` κppkq ` κpp

1q. (6.12)

The gluing map is a diffeomorphism into its image and satisfies the following properties: for any fixed
element a in the domain of ΦT , the sequence ΦT paq is chain convergent to a, as T goes to infinity.
Moreover, if Ai is a connection on the moduli spaceMκpX

Ti , wq such that limiÑ8 Ti “ 8 and the
sequence tAiu is chain convergent to an element of

rN0 ˆΓα0
rN1 ˆΓα1

¨ ¨ ¨ ˆΓαk
rNk`1

then Ai lies in in the image of the gluing map for large enough values of i.

Remark 6.13. Theorems 6.7 and 6.11 are strong enough to study the cut-down moduli spaces on a 4-
manifold with a long neck. To demonstrate this in the context of an example, suppose pXi, wiq is as above
and b`pXiq ě 1. Let Σ be an embedded surface in X2. Let νpΣq Ă X2 be an open neighborhood of Σ
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such that the inclusion of νpΣq in X2 induces a surjection of fundamental groups. Let κ be chosen such
thatMκpX

T , wq has expected dimension two. We make the simplifying assumption that all critical points
of the Chern-Simons functional on pY, γq are irreducible and non-degenerate, and all the moduli spaces
on Y ˆR are regular. By choosing a generic metric and a small compactly supported perturbation, we
can assume that the moduli spaces of the formMppX1, w1, αq with expected dimension at most 0 contain
only irreducible and regular elements [57, Lemma 24]. Similarly, we can arrange for a metric, a small
compactly supported perturbation on X2, and a geometric representative V2pΣq Ă B˚pνpΣqqˆ νpΣq such
that:

(i) The moduli spaces of the formMppX2, w2, αq with dimension at most two consist of irreducible
and regular solutions.

(ii) The map r :MppX2, w2, αq ˆ Σ Ñ B˚pνpΣqq ˆ νpΣq, for any moduli spaceMppX2, w2, αq of
dimension at most two, is transversal to V2pΣq. Suppose NppX1, w1;α,Σq denotes the cut-down
moduli space.

The chosen holonomy perturbations on X1 and X2 induce a holonomy perturbation on XT for large
values of T . Theorem 6.1 implies that for large enough values of T , the spaceMκpX

T , wq ˆ Σ is also
cut-down transversely by V2pΣq and the resulting space is compact. Furthermore, the elements in the
cut-down space NκpXT , w; Σq are in correspondence with the elements of the following space:

ď

κpp1q`κpp2q“κ

Mp1pX1, w1;α,Σq ˆNp2pX2, w2, αq.

In the following, we use a similar strategy to study the cut-down moduli spaces on 4-manifolds with long
necks, without going into details.

The following vanishing theorem is a standard application of the above theorems [19, 22, 70]:

Theorem 6.14. Suppose X1 and X2 are two 4-manifolds with b`pXiq ě 1. Then for any 2-cycle w in
the connected sum X1#X2 and any z P ApX1#X2q

b2, the number DX1#X2,wpzq is equal to zero.

Proof. We can assume that w “ w1 Y w2 and z “ z1 ¨ z2 where wi is a 2-cycle in Xi and zi P ApXiq
b2.

By replacingXi, wi and zi withXi#CP
2, wiYEi and zi ¨ pEiq2p2q, we can also assume that wi is coprime

to N . Here Ei is the exceptional class in Xi#CP
2. We fix a Riemannian metric on X1#X2 whose

restriction to the connected sum region is isometric to the product metric r´T, T s ˆ S3 where T is a large
constant and S3 has the standard metric. Using the standard metric on S3 allows us to ensure that all the
framed moduli spaces on the cylinder Rˆ S3 are regular. We fix a holonomy perturbation of the ASD
equation on Xi such that the perturbation is supported outside of a neighborhood of the connected sum
region, and the cut-down moduli spaces NppXi, wi; Θ, ziq of expected dimension at most zero are regular.
Here Θ is the trivial connection, which is the only flat connection on S3. Now we can use Theorem 6.11
to conclude that the 0-dimensional moduli spaceNκpX1#X2, w1 Yw2; z1 ¨ z2q is empty when T is large
enough.
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Next, we utilize the gluing and the compactness theorem to prove Proposition 3.44 on connected
sums along Σp2, 3, 23q. Recall that in addition to the trivial connections, there are 44 irreducible and 8
SUp2q-reducible connections on the trivial SUp3q-bundle over Σp2, 3, 23q. All these connections are non-
degenerate. We choose a perturbation of the Chern-Simons functional of Σp2, 3, 23q (and the empty cycle)
such that the critical points of the perturbed functional is the same as those of the Chern-Simons functional
and the following assumption about the regularity of the elements of rAs PMppΣp2, 3, 23q;α, βq holds: if
A is irreducible, then we require thatA is regular and ifA is reducible and induced by an SUp2q-connection,
we require that A is regular as a solution of the (perturbed) ASD equation for SUp2q-connections [21, 61].

Suppose X1 is a 4-manifold with b`pX1q ě 1 and BX1 “ Σp2, 3, 23q. Suppose also w1 is a
closed 2-cycle in X1 which is coprime to 3. Fix a metric with cylindrical ends on X1 and a small
holonomy perturbation of the ASD equation which is compatible with the perturbation of the Chern-
Simons functional. LetMppX1, w1;αq be the moduli space of solutions to a perturbation of the ASD
equation associated to the pair pX1, w1q and the path p:

Proposition 6.15. Suppose a positive integer n0 is given. There is a metric and a holonomy perturbation
of the ASD equation on X1 such that the following holds: let p be a path along pX1, w1q based at a flat
connection α on Σp2, 3, 23q such that the index of the elements ofMppX1, w1;αq is at most n0. Then the
moduli spaceMppX1, w1;αq consists of regular solutions and does not have any reducible connection.
Moreover, suppose z1 P ApXqb2 such that:

dX1,w1 :“ ´4w2
1 ´ 4pχpX1q ` σpX1qq ´ 4 ” degpz1q ` 4 pmod12q.

Suppose also the expected dimension ofNppX1, w1;α, z1q is zero. Then there is a geometric representative
for z1 such that the cut-down moduli space NppX1, w1;α, z1q is compact.

Note that NppX1, w1;α, z1q might be a linear combination of different spaces. Then compactness of
this space is defined to be the compactness of all the involved spaces in the linear combination. In what
follows, we gloss over this point about the nature of the spaces NppX1, w1;α, z1q.

Proof. The arguments of [57] can be used to show that the metric and the perturbation can be chosen
such that if p is a path as in the statement of the proposition, thenMppX1, w1;αq is regular and does not
contain any reducible solution. We can also assume that V pz1q is chosen such that all moduli moduli
spaces NppX1, w1;αq with expected dimension at most n0 ´ degpz1q are cut down transversely. Next,
let the dimension of MppX1, w1;αq be equal to degpz1q, and tAiui be a sequence of connections in
the cut-down moduli space NppX1, w1;α, z1q. By Theorem 6.1, this sequence converges to an element
pprBs,xq, prC1s,xq, . . . , prCks,ykqq where rBs P rNp0pX1, w1;α0, z1q, rCis P ĂMpipαi´1, αiq, αk “ α,
and:

degpz1q ě indexpDBq ` indexpDC1q ` ¨ ¨ ¨ ` indexpDCkq. (6.16)

and the equality holds if and only if the multi-sets x, y1, . . . , yk are empty.

We firstly show that indexpDBq in (6.16) is bounded above. If Ci is irreducible, then indexpDCiq
is positive. In the case that Ci is reducible, we cannot guarantee that indexpDCiq is positive. However,
the index of DCi as an SUp2q-connection is positive. Using Table 5, it is straightforward to check that
for a reducible connection Ci P ĂMpipRˆ Σp2, 3, 23q;αi´1, αiq with non-positive indexpDCiq, the flat
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connection αi has to be β8, and αi´1 is equal to either the trivial connection Θ or the SUp2q-connection
β2. In the first case, indexpDCiq is equal to ´3 and in the latter case indexpDCiq is equal to ´2. Suppose:

ti1, . . . , ilu Ď t0, . . . , k ´ 1u

is the set of indices such that αij “ β8. We have:

indexpDCij`1q ` indexpDCij`2q ` ¨ ¨ ¨ ` indexpDCij`1
q ” 0 mod 12 (6.17)

for 1 ď j ď k´1. In (6.17), the last term is at least´3 and the other terms are positive. This shows that the
sum in (6.18) is non-negative. We can use this to conclude that the sum indexpDC1q ` ¨ ¨ ¨ ` indexpDCkq
in (6.16) is at least ´3. That is to say, indexpDBq is not greater than degpz1q` 3. By increasing the value
of n0 if necessary, we can assume that Np0pX1, w1;α0, z1q, which contains B, is cut down transversely.
In particular, indexpDBq ě degpz1q.

If l ě 1, then the index formula (2.16) shows:

indexpDBq ` indexpDC1q ` ¨ ¨ ¨ ` indexpDCi1 q ” dX1,w1 ´ 3 ” degpz1q ` 1 mod 12 (6.18)

In the above expression, the first term on the left hand side is not less than degpz1q, the last term is not
less than ´3, and the remaining terms are positive. Therefore, the sum on the left hand side is not less
than degpz1q ` 1. This also shows that the right hand side of (6.16) is at least degpz1q ` 1, which is a
contradiction and as a result l “ 0. Therefore, in (6.16), indexpDCiq is always positive. This also implies
that k “ 0 and x is empty. Consequently, NppX1, w1;α, z1q is compact.

Form the moduli spaces NppX1, w1;α, z1q with the perturbations from Proposition 6.15, and define
the following element of I4pΣp2, 3, 23qq:

DX1,w1pz1q :“
ÿ

#NppX1, w1;α, z1q ¨ α (6.19)

where the sum is over all irreducible connections α in Σp2, 3, 23q and the paths p such that:

NppX1, w1;α, z1q (6.20)

is 0-dimensional. Here we follow the standard conventions to orient (6.20) [61, 57]. Since N “ 3, we do
not need a homology orientation of pX1, w1q to fix a sign for DX1,w1pz1q.

Next, letX2 be a 4-manifold with b`pX2q ě 1 and BX2 “ Σp2, 3, 23q. Let alsow2 be a closed 2-cycle
in X2 which is coprime to 3. Fix a metric with cylindrical ends on X2 and a small holonomy perturbation
of the ASD equation which is compatible with the perturbation of the Chern-Simons functional:

Proposition 6.21. Suppose a positive integer n0 is given. There is a metric and a holonomy perturbation
of the ASD equation on X2 such that the following holds: let p be a path along pX2, w2q based at a flat
connection α on Σp2, 3, 23q such that the index of the elements ofMppX2, w2;αq is at most n0. Then the
moduli spaceMppX2, w2;αq consists of regular solutions and does not have any reducible connection.
Moreover, Suppose z2 P ApXqb2 is chosen such that degpz2q is divisible by 4. Suppose also the expected
dimension of NppX2, w2;α, z2q is zero. Then there is a geometric representative for z2 such that the
cut-down moduli space NppX2, w2;α, z2q is compact.
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The proof of this proposition is analogous to that of Proposition 6.15, and we leave it to the reader.
The cut-down moduli spaces in Proposition 6.21 can be used to define the following functional on
I˚pΣp2, 3, 23qq:

DX2,w2pz2qpαq :“ #NppX2, w2;α, z2q (6.22)

where α is an irreducible connection on Σp2, 3, 23q and the path p is chosen such that NppX2, w2;α, z2q

is 0-dimensional. The index formula shows that this space is 0-dimensional only if:

degpαq ” 4w2
2 ` 4pχpX2q ` σpX2qq ´ 4` degpz2q pmod12q. (6.23)

Therefore, DX2,w2pz2q is non-zero only on the elements of I˚pΣp2, 3, 23qq that satisfy (6.23).

Proposition 6.24. For i “ 1, 2, suppose pXi, wiq and zi are as in Propositions 6.15 and 6.21. Then:

DX1˝X2,w1Yw2pz1 ¨ z2q “ DX2,w2pz2q ˝DX1,w1pz1q (6.25)

Proof. Use Propositions 6.15 and 6.21 to fix metrics on X1 and X2. Let also X1 ˝X2 be equipped with a
Riemannian metric, which is compatible with the metrics onX1, X2 and has a long neck along Σp2, 3, 23q.
By slightly modifying the holonomy perturbations provided by Propositions 6.15 and 6.21, we can assume
that the perturbation of Xi on the complement of a compact subset of X`i is induced by the chosen
perturbation of the Chern-Simons functional of Σp2, 3, 23q and the claims of these propositions about
the moduli spaces of the form NppX1, w1;α, z1q and NppX2, w2;α, z2q still hold. The perturbations of
the ASD equations on X1 and X2 induce a perturbation of the ASD equation on X1 ˝X2. By applying
Theorem 6.11 and the similar arguments as in the proof of Proposition 6.15, we can conclude that, for
a long enough neck along Σp2, 3, 23q, we have the following diffeomorphism of 0-dimensional moduli
spaces:

NκpX1 ˝X2, w1 Y w2, z1 ¨ z2q –
ď

α

Np1pX1, w1;α, z1q ˆNp2pX2, w2;α, z2q.

Here α is an irreducible connection on Σp2, 3, 23q, and κ, p1 and p2 are chosen such that all the above
cut down moduli spaces are 0-dimensional. Standard arguments show that the above diffeomorphism is
compatible with respect to the orientation of the involved moduli spaces. This diffeomorphism imply the
claim in (6.25).

This proposition essentially proves Theorem 3.44 from Subsection 3.4. We only need to extend the
above proposition to the case that w1 and w2 are not necessarily coprime to 3 and degpz2q is not divisible
by 4. The assumption on wi can be removed by the blowing up trick. The dimension of the moduli space
of rank 3 instantons on the closed 4-manifold X1 ˝X2 is always divisible by 4. Therefore, if we define
DX2,w2pz2q “ 0 in the case that degpz2q ı 0 mod 4, then the above theorem still holds.

6.2 Gluing Theory for Negative Embedded Spheres

In this subsection, we give a proof of Proposition 2.21 based on the techniques which are discussed in
Subsection 6.1. Suppose X is a smooth 4-manifold with b`pXq ě 2. Suppose also σ is an embedded
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sphere in X with σ ¨ σ “ ´3. A tubular neighborhood of σ, denoted by Z, is a disc bundle over σ with
Euler class ´3 and the boundary Y “ Lp3,´1q. Thus X can be split as Z ˝X1 where X1 is the closure
of the complement of Z. We will also write w0 for a fiber of the disc bundle Z. Fix the orientation on w0

such that w0 intersects σ negatively in one point.

Fix a Riemannian metric with a cylindrical end on Z. Let also L be the complex line bundle over Z
associated to the 2-cycle w0. Since b`pZq “ b1pZq “ 0, there is a unique ASD connection on L with
finite energy. This connection, denoted byB, is asymptotic to a flat connection χwhich maps the generator
of π1pY q to ζ “ e2πi{3. Consider the ASD UpNq-connection A :“ Bk1 ‘ ¨ ¨ ¨ ‘BkN , asymptotic to the
flat connection α :“ χk1 ‘ ¨ ¨ ¨ ‘ χkN . The first Chern class of the underlying UpNq-connection is equal
to pk1 ` ¨ ¨ ¨ ` kN qP.D.rw0s. The topological energy of A is given by the following formula:

κpAq “
1

12N

ÿ

1ďi,jďN

pki ´ kjq
2.

Therefore, we can use (2.16) to compute the index of DA. In particular, if |ki ´ kj | ď 3 for all i, j, then
(2.16) shows that [14]:

indexpDAq “ 1´N2 `
ÿ

1ďi,jďN

|ki ´ kj |

The following table consists of various choices of Up3q-connections. For each connection A, the first
Chern class of the underlying bundle of A is equal to kP.D.rw0s where k is also given in the table:

A α k indexpDAq dimpĂMpAqq Γα

B2 ‘ 1‘ 1 χ2 ‘ 1‘ 1 2 0 4 SpUp1q ˆUp2qq

B ‘B ‘ 1 χ‘ χ‘ 1 2 ´4 0 SpUp2q ˆUp1qq

B´1 ‘B2 ‘B χ2 ‘ χ2 ‘ χ 2 4 8 SpUp2q ˆUp1qq

B ‘B´1 ‘B´1 χ‘ χ2 ‘ χ2 ´1 0 4 SpUp1q ˆUp2qq

B´1 ‘ 1‘ 1 χ2 ‘ 1‘ 1 ´1 ´4 0 SpUp1q ˆUp2qq

B´2 ‘B ‘ 1 χ‘ χ‘ 1 ´1 4 8 SpUp2q ˆUp1qq

We will writeMpAq (respectively, ĂMpAq) for the moduli space (respectively, the framed moduli space)
of connections on Z corresponding to the path which is represented by A. From now on, we assume that
an anti-self-dual metric with positive scalar curvature is fixed on Z [63].9

Proposition 6.26. For each A in this table, A has the minimal topological energy among all ASD
connections with the same limiting flat connection as A and the same c1.

Proof. Let A1 be an ASD connection with a smaller topological energy and the same limiting flat
connection and c1 as A. The difference dimpĂMpAqq ´ dimpĂMpA1qq is at least 12. On the other hand,

9We use such metrics to ensure regularity of moduli spaces of ASD connections with respect to these metrics. The construction
of [63] provides asymptotically cylindrical ASD metrics rather than cylindrical metrics. However, that is enough for our purposes
because we can pick a cylindrical approximation to the these metrics and then argue as in [13, Corollary 5.13].
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any such connection is regular because of the choice of the metric. Therefore, the dimension of ĂMpA1q is
at least dimpΓαq ´ dimpΓA1q. This can be used to rule out the existence of A1.

We study the moduli spacesMpAq for various choices of A. The same argument as in Proposition
6.26 shows that if A “ B ‘B ‘ 1, then the moduli spaceMpAq contains only the completely reducible
connection A. Next, we turn to the case that A “ B2 ‘ 1 ‘ 1. Analogous argument as in Proposition
6.26 shows that there are three types of connections in this space:

• finitely many irreducible connections;

• the complete reducible connection A “ B2 ‘ 1‘ 1;

• reducible connections of the form R ‘ 1 where R is an irreducible Up2q-connection in the 1-
dimensional spaceMpB2 ‘ 1q.

Proposition 6.27. The unique component ofMpB2 ‘ 1q containing B2 ‘ 1 is a half-line r0,8q. All
the other components are either circles or copies of R consisting of only irreducible connections. The
corresponding components of ĂMpB2 ‘ 1‘ 1q are C2, S3 ˆ S1 and S3 ˆR.

Proof. The proof of the first part is straightforward. For the second part, note that the orbit of the
connection R‘ 1 in the framed moduli space, for an irreducible connection R, is Γα{ΓR‘1 “ SpUp1q ˆ
Up2qq{SpUp1q2 ˆUp1qq “ S3, where Up1q2 ˆUp1q denotes 3ˆ 3 diagonal matrices where the first two
diagonal entires are equal to each other.

Now we are ready to prove the first part of Proposition 2.21:

Proposition 6.28. Suppose X and σ are as above and z P ApxσyKqb2. Suppose also w is a 2-cycle in X
such that w ¨ σ ” 1 mod 3. Then there is a constant c such that:

D3
X,wpp´

3

2
σp3q ´

3

2
σ2
p2q ´ a2qzq “ cD3

X,w´σpzq.

Proof. For the simplicity of the exposition, we assume that z “ 1. A similar proof works in the more
general case. Equip X with a Riemannian metric that has a neck of length T along the lens space Y ,
and denote the resulting Riemannian manifold by XT . We firstly study the 4-dimensional moduli spaces
of the formMκ0pX

T , wq for large values of T . Let α1 and α2 denote the flat connections χ2 ‘ 1 ‘ 1

and χ‘ χ‘ 1. We write Gi for the stabilizer group Γαi . We also writeR1 for ĂMpB2 ‘ 1‘ 1q andR2

for ĂMpB ‘ B ‘ 1q. Clearly Ri is a Gi-manifold. By Theorem 6.11 and the above description of the
low-dimensional moduli spaces on Z, the moduli spaceMκ0pX

T , wq can be covered with two open sets
U and V of the following form:

U “ ĂMp1pX1, w XX1;α1q ˆG1 R1 V “ ĂMp2pX1, w XX1;α2q ˆG2 R2

where framed moduli spaces ĂMp1pX1, w X X1;α1q and ĂMp2pX1, w X X1;α2q are respectively of
dimensions 4 and 8. By choosing a generic metric on X1 and a small holonomy perturbation of the ASD
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equation supported in X1, we can assume that the action of Γαi on ĂMpipX1, w X X1;αiq is free. In
particular, there are Gi equivariant maps:

rfi : ĂMpipX1, w XX1;αiq Ñ EGi (6.29)

where EGi is the universal principal Gi-bundle over the classifying space BGi. Every connected
component of ĂMp1pX1, w XX1;α1q can be identified with G1 and we can assume that the map rf1 on
different connected components of ĂMp1pX1, w XX1;α1q are equal to each other.

Gluing theory also gives a description of the intersection U X V for large values of T . Let N be
the G1 ˆ G2-manifold ĂMqpα1, α2q where the path q is chosen such that the index of any element in
ĂMqpα1, α2q is equal to 0. This space consists of ASD connections of the form R ‘ 1 on R ˆ Lp3, 1q

which are asymptotic to χ2 ‘ 1 and χ‘ χ on the two ends. After dividing by the action of translations,
there are finitely many choices for the connection R. Therefore, this manifold, as a pG1 ˆG2q-space, is
the union of finitely many spaces of the following form:

Rˆ
G1 ˆG2

SpUp1q2 ˆUp1qq
(6.30)

In particular, the action of Gi on this space is free. The G1-space N ˆG2 R2 can be identified with the
end ofR1. The G2-space ĂMp1pX1, wXX1;α1q ˆG1 N can be identified with the end of ĂMp2pX1, wX
X1;α2q. Using these identifications, the overlap U X V is identified with the following space:

ĂMp1pX1, w XX1;α1q ˆG1 N ˆG2 R2 (6.31)

In summary,Mκ0pX
T , wq is the pushout of the following below:

ĂMp1pX1, w XX1;α1q ˆG1 N ˆG2 R2
ĂMp1pX1, w XX1;α1q ˆG1 R1

ĂMp2pX1, w XX1;α2q ˆG2 R2 Mκ0pX
T , wq

x (6.32)

We can form a universal version of the above diagram as follows:

EG1 ˆG1 N ˆG2 R2 EG1 ˆG1 R1

EG2 ˆG2 R2 M

h2

h1 x (6.33)

The free action of G2 on EG1ˆG1 N gives a G2-equivariant map f : EG1ˆG1 N Ñ EG2. The vertical
map h1 is induced by f . The horizontal map h2 is induced by the inclusion of N ˆG2 R2 intoR1. The
space M is then the pushout of h1 and h2. The maps rf1 and rf2 determine the maps:

fi : ĂMpipX1, w XX1;αiq ˆGi Ri Ñ EGi ˆGi Ri

and
g : ĂMp1pX1, w XX1;α1q ˆG1 N ˆG2 R2 Ñ EG1 ˆG1 N ˆG2 R2.
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The maps rf1 and rf2 can be chosen such that f1, f2 and g give rise to a map from Diagram (6.32) to
Diagram (6.33). We will write F for the induced map fromMκ0pX

T , wq to M .

There is a similar description of the universal bundle over the spaceMκ0pX
T , wq ˆ σ. Suppose

q1 is the path over Z determined by the connection B2 ‘ 1‘ 1. We can form an equivariant universal
bundle rP1 over rBq1pZ,w X Z;αq ˆ σ similar to the the universal bundles in Subsection 2.1. There is an
action of G1 on rP1 which lifts the obvious action of this group on rBq1pZ,w X Z;αq ˆ σ. This bundle
induces a PUp3q-bundle overR1ˆ σ with an action of G1 which we still denote by rP1. Similarly, we can
construct a PUp3q-bundle rP2 overR2 ˆ σ with an action of G2. SinceR2 consists of only the class of
the connection B ‘B ‘ 1, the bundle rP2 has the following form [14, Proposition 46]:

rP2 “ F b L‘ P. (6.34)

where F and P are the standard Up2q- and Up1q-representations of G2. To be more precise, (6.34) gives a
lift of rP2 to a Up3q-bundle with an action of G2. The restriction of rP1, as a PUp3q-bundle with an action
of G1, to the subset N ˆG2 R2 ˆ σ ofR1 ˆ σ can be identified with N ˆG2

rP2. Therefore, rP1 and rP2

gives rise to the following diagram of PUp3q-bundles:

P3 :“ EG1 ˆG1 N ˆG2
rP2 EG1 ˆG1

rP1

EG2 ˆG2
rP2 P

h2

h1 x
(6.35)

The PUp3q-bundle P over M ˆ σ is the pushout of the above diagram. Pullback of P with respect to the
map pF, idq :Mκ0pX

T , wq ˆ σ ÑM ˆ σ is equal to the universal bundle.

Suppose ϕ P H4pM,Qq is defined to be:

3

2
c3pPq{σ ´

3

2
pc2pPq{σq2 ´ c2pPq{x.

The description of rP2 in (6.34) can be employed to show that the restriction of ϕ to the subspace
EG2 ˆG2 R2 vanishes. Thus we can use the vanishing of cohomology classes of EG1 ˆG1 N ˆG2 R2

in odd degrees and the Mayer-Vietoris exact sequence for the pushout diagram in (6.33) to conclude that
there is a unique choice of a relative cohomology class

ψ P H4pEG1 ˆG1 R1, EG1 ˆG1 N ˆG2 R2q

such that ϕ is equal to the image of ψ in H4pM,Qq. This discussion shows that the pairing of F ˚pϕq and
the fundamental class of the 4-dimensional moduli spaceMκ0pX

T , wq is equal to the pairing of f˚1 pψq
and the relative fundamental class of ĂMp1pX1, w X X1;α1q ˆG1 R1. The description of the moduli
spaces and the map rf1 shows that there is a constant c such that the latter pairing is equal to:

c ¨#Mp1pX1, w XX1;α1q

Since ĂMpB´1 ‘ 1‘ 1q consists of a single point, we have:

Mp1pX1, wXX1;α1q “ ĂMp1pX1, wXX1;α1q ˆΓα1
ĂMpB´1 ‘ 1‘ 1q “Mκ1pX

T , w´ σq (6.36)

85



Here κ1 is chosen such that the space Mκ1pX
T , w ´ σq is 0-dimensional. We use Theorem 6.11 to

conclude the second identity for large enough values of T . Identities (6.36) allow us to verify the desired
claim.

The second part of Proposition 2.21 can be proved by applying the first part to the p´3q-sphere σ
with the reverse orientation. Next, we turn to the proof of the last part of Proposition 2.21. As in the
previous case, we need to study some low dimensional moduli spaces over Z. The following table consists
of various choices of Up3q-connections on Z with vanishing c1. The proof of Proposition 6.26 shows
that each connection A in this table has the minimal energy among all ASD connections with the same
limiting flat connection and vanishing c1.

A α indexpDAq dimpĂMpAqq Γα

1‘ 1‘ 1 1‘ 1‘ 1 ´8 0 SUp3q

B ‘B´1 ‘ 1 χ‘ χ2 ‘ 1 0 2 SpUp1q ˆUp1q ˆUp1qq

B ‘B ‘B´2 χ‘ χ‘ χ 4 12 SUp3q

B´1 ‘B´1 ‘B2 χ2 ‘ χ2 ‘ χ2 4 12 SUp3q

For A “ B ‘B´1 ‘ 1, the moduli spaceMpAq contains three types of connections:

• finitely many irreducible connections;

• the completely reducible connection A “ B ‘B´1 ‘ 1;

• reducible connections of the form R ‘ 1 where R is an irreducible SUp2q-connection in the
1-dimensional spaceMpB ‘B´1q.

Proposition 6.37. The connected components of MpB ‘ B´1q which contains B ‘ B´1 is a half-
line r0,8q. All the other components are either circles or copies of R consisting of only irreducible
connections. The corresponding components of ĂMpAq are C, S1 ˆ S1 and S1 ˆR, and the action of
Γα “ S1 is standard.

Proposition 6.38. Suppose X and σ are as above and z P ApxσyKqb2. Suppose also w is a 2-cycle in
X1. Then the following formulas hold:

• D3
X,wppσ

4
p2q ` 4a2σ

2
p2q ` 3σ2

p3qqzq “ 0

• D3
X,wppσ

3
p2qσp3q ` 3a3σ

2
p2q ` a2σp2qσp3qqzq “ 0

Proof. Similar to the proof of Proposition 6.28, we may assume that z “ 1. We need to study the 8-
dimensional moduli space for the first identity and the 10-dimensional moduli space for the second identity.
Suppose κ0 is a constant number such that the expected dimension of the moduli spaceMκ0pX

T , wq
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is 8 or 10. This moduli space is compact. Moreover, Theorem 6.11 and the above description of the
low-dimensional moduli spaces on Z show thatMκ0pX

T , wq can be given as the pushout of the following
diagram:

ĂMp1pX1, w;α1q ˆG1 N ˆG2 R2
ĂMp1pX1, w;α1q ˆG1 R1

ĂMp2pX1, w;α2q ˆG2 R2 Mκ0pX
T , wq

x (6.39)

where α1 “ χ ‘ χ2 ‘ 1, α2 “ 1 ‘ 1 ‘ 1, Gi “ Γαi , R1 “ ĂMpB ‘ B´1 ‘ 1q, R2 “ ĂMp1 ‘ 1 ‘ 1q,
N “ ĂMqpα1, α2q and the path q is chosen such that the index of any element in N is equal to 0. As in
the previous case, we can form the universal version of the above diagram as below:

EG1 ˆG1 N ˆG2 R2 EG1 ˆG1 R1

EG2 ˆG2 R2 M

h2

h1 x (6.40)

with a map F :Mκ0pX
T , wq ÑM .

There are also PUp3q-bundles rPi on Ri with an action of Gi. These bundles give rise to a pushout
diagram of bundles:

P3 :“ EG1 ˆG1 N ˆG2
rP2 EG1 ˆG1

rP1

EG2 ˆG2
rP2 P

h2

h1 x
(6.41)

such that pF, idq˚pPq is equal to the universal bundle onMκ0pX
T , wq ˆ σ. Let ϕ1 P H

8pM,Qq and
ϕ2 P H

10pM,Qq be defined as follows:

ϕ1 :“ pc2pPq{σq4 ` 4pc2pPq{xq ¨ pc2pPq{σq2 ` 3pc3pPq{σq2,

ϕ2 :“ pc2pPq{σq3 ¨ pc3pPq{σq ` 3pc3pPq{xq ¨ pc2pPq{σq2 ` pc2pPq{xq ¨ pc2pPq{σq ¨ pc3pPq{σq.

The restriction of cohomology classes ϕ1 and ϕ2 to the open sets EGi ˆGi Ri vanish. We show this
claim for the connected component EG1 ˆG1 C of EG1 ˆG1 R1. The restriction of the bundle rP1 to the
G1-manifold C is given by [14, Proposition 46]:

P b L‘Qb L´1 ‘R b C

where P,Q,R are the G1-equivariant line bundles over C associated to the three standard 1-dimensional
representations of G1. Note that P bQbR is the trivial bundle with the trivial action of G1. Suppose
p, q P H˚G1

pCq denote the equivariant first Chern classes of the bundles P and Q. Then:

c2pEG1 ˆG1
rP1q{σ “ p´ q c3pEG1 ˆG1

rP1q{σ “ q2 ´ p2
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c2pEG1 ˆG1
rP1q{x “ ´p

2 ´ q2 ´ pq c3pEG1 ˆG1
rP1q{x “ ´pqpp` qq

These identities can be used to show that the restriction of ϕ1 and ϕ2 to EG1 ˆG1 C are equal to zero.
Using similar arguments, it is even easier to show that the restriction of these two cohomology classes
to EG2 ˆG2 R2 and the remaining connected components of EG1 ˆG1 R1 are equal to zero. Since the
cohomology groups of EG1 ˆG1 N ˆG2 R2 in odd degrees vanish, the Mayer-Vietoris exact sequence
for Diagram (6.40) imply that ϕ1 and ϕ2 are both equal to zero. In particular, this verifies the claim of
this proposition.

6.3 Gluing Theory for Fukaya-Floer Homology

One of the primary goals of this subsection is to define the Fukaya-Floer homology for an N -admissible
pair pY, γq and an pN ´ 1q-tuple L “ pl2, . . . , lN q of the elements of H1pY q. As it is mentioned in
Subsection 3.3, we shall construct a chain complex pCN,j˚ pY, γ, Lq, dN,jq overRN,j , for each non-negative
integer number j. We also define a chain map:

F kj : CN,j˚ pY, γ, Lq Ñ CN,k˚ pY, γ, Lq j ě k ě 0

such that F kj is a homomorphism of RN,j-modules and for a triple of integers j ě k ě l ě 0,
the map F lk ˝ F

k
j is chain homotopy equivalent to F lj . Let IN,j˚ pY, γ, Lq be the homology of the

chain complex pCN,j˚ pY, γ, Lq, dN,jq and fkj : IN,j˚ pY, γ, Lq Ñ IN,k˚ pY, γ, Lq be the map induced by
F kj . Then the Fukaya-Floer homology group IN˚ pY, γ, Lq is the inverse limit of the inverse system
ptIN,j˚ pY, γ, Lquj , tf

k
j ujěkq.

For the simplicity of exposition, we assume that l3 “ ¨ ¨ ¨ “ lN “ 0 and l2 is an integral homology
class. Later we shall explain how the definition should be adapted to the arbitrary case. For each i P N, let
ηi be an oriented closed curve that represents l2. Let also νpηiq be a regular neighborhood of ηi such that
the inclusion of νpηiq into Y induces a surjective map at the level of fundamental groups. Furthermore,
we assume that the open sets νpηiq are disjoint.

For a fixed integer j ě 0, let CSπj be a perturbation of the Chern-Simons functional associated to
pY, γq such that all critical points of CSπj are irreducible and non-degenerate, and all moduli spaces
Mppα, βq, with dimension at most 2j ` 1, consist of regular points. If i is a non-negative integer number
not greater than j and dimpMppα, βqq ď 2j ` 1, then we may also assume that the restriction of any
element inMppα, βq to the open subspace νpηiq ˆ p0, 1q is irreducible.10 We define:

CN,j˚ pY, γ, Lq :“ C
πj
˚ pY, γq bRN,j . (6.42)

Next, we need to define the differential dN,j .

For any path p between two critical points α and β of CSπj and S “ ti1, . . . , iku Ă t1, . . . , ju, we
have the diagonal R-action tσtutPRon the following space:

Mppα, βq ˆ pηi1 ˆRq ˆ ¨ ¨ ¨ ˆ pηik ˆRq (6.43)

10This is a consequence of unique continuation property of (non-perturbed) ASD connections and Uhlenbeck compactness
theorem. For more details see [57].
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Here the action of t P R maps px, rq P ηi ˆR to px, r ´ tq. If p is not the constant path or S is not
the empty set, then this action is free and we will write M̆ppα, β;Sq for the quotient space. Otherwise,
M̆ppα, β;Sq is defined to be empty. In the case that S is empty, the quotient space is the space M̆ppα, βq.
If S1 Ă S, then there is an obvious projection map from M̆ppα, β;Sq to M̆ppα, β;S1q, which is denoted
by πSÑS1 .

We can form a partial compactification of M̆ppα, β;Sq by defining

M̆`
p pα, β;Sq :“

ď

k

ď

tppi,Siqu1ďiďk

k
ź

i“1

M̆pipαi´1, αi;Siq

where Si Ă S and pi : αi´1 Ñ αi is a path between two critical points of CSπj such that the sets
Si are disjoint, their union is equal to S, and the composition p1 ˝ ¨ ¨ ¨ ˝ pk is equal to p. Note that
the set Si may be empty. A sequence ul P M̆ppα, β;Sq is chain convergent to u8 “ pu1

8, ¨ ¨ ¨u
k
8q P

śk
i“1 M̆pipαi´1, αi;Siq, if there is a sequence of k-tuple of real numbers pt1l , . . . , t

k
l q such that:

t1l ă ¨ ¨ ¨ ă tkl lim
lÑ8

tm`1
l ´ tml “ 8 @1 ď m ď k ´ 1

and
σtml ˝ πSÑSmpulq

C8loc
ÝÝÑ um8.

We use this notion of convergence to define a topology on M̆`
p pα, β;Sq.

Remark 6.44. Due to the possibility of bubbling off instantons, the space M̆`
p pα, β;Sq is not necessarily

compact.

Example 6.45. Suppose A PMppα, βq where p : αÑ β is a non-trivial path between two critical points
of the perturbed Chern-Simons functional. Suppose also x P η1 is fixed. Then ui “ rA, px, iqs defines a
sequence of elements of M̆ppα, β;Sq where S “ t1u. This sequence is convergent to pu1

8, u
2
8q:

u1
8 :“ rAs P M̆ppα, βq u2

8 :“ rπ˚pβq, px, 0qs P M̆qpβ, β;Sq

Here q is the constant path from β to β, and π˚pβq is the pull back of the connection β to Rˆ Y .

For S “ ti1, . . . , iku, define the map ΦS as follows:

ΦS : M̆ppα, β;Sq Ñ
ź

iPS

B˚pνpηiq ˆ p0, 1qq ˆ ηi (6.46)

ΦsprA, pxi1 , ti1q . . . , pxik , tikqsq “ ppT
˚
ti1
A|νpηi1 qˆp0,1q, xi1q, . . . , pT

˚
tik
A|νpηik qˆp0,1q

, xikqq.

where Tti : R ˆ Y Ñ R ˆ Y denotes the translation that maps px, tq to px, t ` tiq. This map extends
to M̆`

p pα, β;Sq in the obvious way and the extension is continuous. As in Subsection 2.1, we can form
a universal PUpNq-bundle Pi and an associated SUpNN q vector bundle Ei on B˚pνpηiq ˆ p0, 1qq ˆ ηi.
We need to find a subspace of B˚pνpηiq ˆ p0, 1qq ˆ ηi which represents c2pPiq or equivalently 1

NN c2pEiq,
and use the inverse image of this representative to cut down the moduli space M̆ppα, β;Sq. We can
proceed as in Subsection 2.1. The rank stratification of the vector bundle HompCNN´1,Eiq determines a
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codimension four representative V2pηiq for the second Chern class of the universal bundle. For all choices
of α, β, S and p, we may assume that ΦS in (6.46) is transversal to:

V2pηi1q ˆ ¨ ¨ ¨ ˆ V2pηikq

Let N̆ppα, β;Sq be the inverse image of the above space by the map ΦS . Then the closure of N̆ppα, β;Sq
in M̆`

p pα, β;Sq, denoted by N̆`p pα, β;Sq, is also a stratified space with smooth strata of the following
form:

k
ź

i“1

N̆pipαi´1, αi;Siq.

Lemma 6.47. If the dimension of N̆`p pα, β;Sq is at most 1, then this space is compact.

Proof. This is a consequence of Theorem 6.6 and the standard dimension counting argument used for the
definition of the polynomial invariants for closed 4-manifolds.

Now we are in a position to define the differential dN,j . Firstly consider the operator:

dS : C
πj
˚ pY, γq Ñ C

πj
˚ pY, γq

dSpαq “
ÿ

p:αÑβ

#N̆`p pα, β;Sq ¨ β

where the sum is over all paths p from α to other critical points of CSπj such that the dimension of the
moduli spaceMppα, βq is equal to 2|S| ` 1. The cut-down moduli space N̆`p pα, β;Sq is 0-dimensional
and hence it is compact by Lemma 6.53. Finally, the Fukaya-Floer differential dN,j is defined as:

dN,j :“
ÿ

SĂN`

ś

iPS t2,i

NN |S|
dS

The term NN |S| appears in the above expression due to the the relationship between c2pPiq and c2pEiq.

Proposition 6.48. The map dN,j defines a differential, i.e., d2
N,j “ 0.

Proof. For critical points α and β of CSπj and S Ă N, let hSpα, βq be a number that satisfies the
following identity:

d2
N,jα “

ÿ

β,S

mSpα, βq

NN |S|
p
ź

iPS

t2,iqβ.

Fix α, β and S Ď t1, . . . , ku, and suppose p : αÑ β is a path that dimpMppα, βqq is equal to 2|S| ` 2.
Then the term mSpα, βq is equal to:

mSpα, βq “
ÿ

p1:αÑγ
p2:γÑβ

ÿ

S1,S2

#N̆`p1
pα, γ;S1q ¨#N̆`p2

pγ, β;S2q
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such that p1 ˝ p2 “ p, S1 Y S2 “ S, S1 and S2 are disjoint, and:

dimpMp1pα, γqq “ 2|S1| ` 1 dimpMp2pγ, βqq “ 2|S2| ` 1.

Therefore, mSpα, βq is equal to the signed count of the boundary points of the compact 1-manifold
N̆`p pα, β;Sq. This implies that mSpα, βq is equal to zero.

The above discussion can be generalized to the case of arbitrary pN ´ 1q-tuple pl2, . . . , lN q in a
straightforward way. For each lk, we choose a sequence of disjoint representatives tηk,iuiPN and the
open neighborhoods νpηk,iq. We keep assuming that ηk,i is an oriented simple closed curve in Y , the
open sets νpηk,iq are disjoint and the inclusion of νpηk,iq in Y induces a surjective map at the level of
fundamental groups. In a more general case that li is a homology class with complex coefficients, we
need to consider the straightforward generalization that ηk,i is a linear combination of disjoint closed
curves. Then for each pN ´ 1q-tuple S “ pS2, . . . , SN q of subsets of t1, 2, . . . , ju, we can form the
moduli space M̆ppα, β;Sq and its partial compactification M̆`

p pα, β;Sq. As in the previous case, each
stratum of the partial compactification is a product of moduli spaces of the form M̆ppα, β;Sq. The next
step is to cut down M̆`

p pα, β;Sq with divisors Vkpηk,iq for i P Sk. As in the case of closed 4-manifolds,
we can use the auxiliary complex vector bundles of rank NN associated to the universal PUpNq-bundle
and construct geometric representatives for Vkpηk,iq. The desired representatives are linear combinations
of codimension 2k stratified spaces with even dimensional strata. We will write N̆`p pα, β;Sq for the
cut-down moduli space. A generic choice of these divisors allow us to obtain a cut-down moduli space.
This space is compact when its dimension is less than or equal to 1.

The 0-dimensional cut-down moduli spaces N̆`p pα, β;Sq can be used to define an operator dS acting
on C

πj
˚ pY, γq:

dSα “
ÿ

p:αÑβ

#N̆`p pα, β;Sq ¨ β.

We combine these operators to form:

dN,j :“
ÿ

S“pS2,¨¨¨ ,SN q

p
ź

iPSk

tk,iqdS

As in the previous case, the 1-dimensional moduli spaces can be used to show that d2
N,j “ 0.

Before giving the definition of the maps F kj , we study the functorial properties of the chain complex
pCN,j˚ pY, γ, Lq, dN,jq. Let pX,wq be a pair whose boundary is pY, γq. Suppose Γ2, ¨ ¨ ¨ ,ΓN are properly
embedded surfaces in X such that rBΓis “ li P H1pY q. For z P ApXqN´1, we want to define the relative
invariant:

DN,j
X,wpze

ř

i Γi
piqq P IN,j˚ pY, γ, Lq

where L “ pl2, ¨ ¨ ¨ , lN q. This is similar to the definition of the differential of the Fukaya-Floer chain
complex. For the simplicity of exposition, we assume that Γ3 “ ¨ ¨ ¨ “ ΓN “ 0, and z “ 1. As in
the case of the definition of the differential in Fukaya-Floer homology, the more general case is just
slightly different. In the manifold X` with a cylindrical end, let tΣiuiPN be a sequence of surfaces
which are given by perturbing the surface Γ2. We assume that these surfaces intersect generically and
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their intersections with Rě0 ˆ Y are equal to the disjoint product surfaces tηi ˆRě0uiPN. We choose a
holonomy perturbation of the ASD equation on X`, compatible with the chosen perturbation CSπj of
the Chern-Simons functional of Y , such that all moduli spacesMppX,w;βq consists of regular points.
Given a subset S “ ti1, . . . , iku Ă t1, . . . , ju and a path p along pX,wq based at the critical point β of
CSπj , consider the space:

MppX,w;β, Sq :“MppX,w;βq ˆ Σi1 ˆ ¨ ¨ ¨ ˆ Σik . (6.49)

For S1 Ă S, the obvious projection map fromMppX,w;β, Sq toMppX,w;β, S1q is denoted by πSÑS1 .
There is also a partially defined translation map forMppX,w;β, Sq. SupposeMcyl

p pX,w;β, Sq denotes
the following subset ofMppX,w;β, Sq:

MppX,w;βq ˆ pηj1 ˆRě0q ˆ ¨ ¨ ¨ ˆ pηjk ˆRě0q

For u “ prAs, px1, t1q, . . . , pxk, tkqq PMcyl
p pX,w;β, Sq define σtpuq to be the following element:

prT ˚t pA|YˆRě0qs, px1, t1 ´ tq, . . . , pxk, tk ´ tqq.

Note that the connection T ˚t pA|YˆRě0q is partially defined on the cylinder Y ˆR.

As in the cylinder case, we form a partial compactification ofMppX,w;β, Sq given by:

M`
p pX,w;β, Sq :“

ď

k

ď

tppi,Siqu1ďiďk

Mp1pX,w, α1, S1q ˆ

k
ź

i“2

M̆pipαi´1, αi;Siq

where α1, . . . , αk are critical points of CSπj , αk “ β, p1 is a path along pX,wq, pi : αi´1 Ñ αi is
a path along the cylinder, p “ p1 ˝ ¨ ¨ ¨ ˝ pk, the sets Si are disjoint and their union is equal to S. As
before, Si may be empty. In a little more detail, a sequence ul PMppX,w;β, Sq is chain convergent to
u8 “ pu

1
8, ¨ ¨ ¨u

k
8q PMp1pX,w, α1, S1q ˆ

śk
i“2 M̆pipαi´1, αi;Siq, if there is a sequence of pk ´ 1q-

tuple of real numbers pt2l , . . . , t
k
l q such that:

t1l :“ 0 ă t2l ă ¨ ¨ ¨ ă tkl lim
lÑ8

tm`1
l ´ tml “ 8 @ 1 ď m ď k ´ 1

and
πSÑS1pulq

C8loc
ÝÝÑ u1

8 σtil
˝ πSÑSipulq

C8loc
ÝÝÑ ui8 i ě 2.

Here part of the assumption is that σtil ˝ πSÑSipulq is well-defined for i ě 2. That is to say, πSÑSipulq P

Mcyl
p pX,w;β, Siq.

We momentarily assume that S “ t1u. Suppose νpΣ1q is an open neighborhood of Σ1 such that the
inclusion map of νpΣ1q induces a surjective map. Suppose also B˚˚pνpΣ1qq is the set of connections on
νpΣ1q whose restrictions to the sets of the from νpη1q ˆ pt´ 1, tq are irreducible. We can assume that the
perturbation πj is small enough such that the restriction map r1 :MppX,w;β, Sq Ñ B˚˚pνpΣ1qq ˆ Σ1

is well-defined.11 We can form a universal PUpNq-bundle P1 and the associated SUpNN q-bundle E1 on
B˚˚pνpΣ1qq ˆ Σ1. Our goal is to define a geometric representative for c2pP1q or equivalently 1

NN c2pE1q,

11This is again a consequence of unique continuation and Uhlenbeck compactness theorem [57].
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which is compatible with our choice of the geometric representative in the case of cylinders. Note that
MppX,w;β, Sq is the union of the following two sets:

B1 “MppX,w;βq ˆ pη1 ˆ r1,8qq B2 “MppX,w;βq ˆ pΣ1zpη1 ˆ p2,8qqq

The map r1|B1 can be composed with the following map:

F : B˚˚pνpΣ1qq ˆ pη1 ˆ r1,8qq Ñ B˚pνpη1q ˆ p0, 1qq ˆ η1

F prAs, px, tqq “ prA|νpΣqˆpt´1,tqs, xq

Therefore, we can choose the geometric representative V2pΣ1q Ă B˚˚pνpΣ1qq ˆ Σ1 for c2pE1q such that:

V2pΣ1q X pB˚˚pνpΣ1qq ˆ pη1 ˆ r1,8qqq “ F´1pV2pη1qq.

Arguing as in [57], we can also assume that V2pΣ1q is transversal to the map r1 for all choices of the path
p. In this process, firstly we slightly modify V2pηq to make the map r1|B1 transversal. Then we extend
F´1pV2pη1qq to B˚˚pνpΣ1qq ˆ Σ1 such that r1|B2 is also transversal. We will write NppX,w;β, Sq for
the cut-down moduli space r´1

1 pV2pΣ1qq. A similar construction can be used to define NppX,w;β, Sq in
the case that S has more than one element. The closure of NppX,w;β, Sq inM`

p pX,w;β, Sq, denoted
by N`p pX,w;β, Sq, is also a stratified space with smooth strata of the following form:

Np1pX,w, α1, S1q ˆ

k
ź

i“2

N̆pipαi´1, αi;Siq.

As in the cylinder case, the cut-down moduli space N`p pX,w;β, Sq is compact when its dimension is at
most one. The relative invariant DN

X,wpe
Γp2qq is defined using 0-dimensional moduli spaces as below:

DN,j
X,wpe

Γ2
p2qq :“

ÿ

SĂt1,...,ju

ś

iPS t2,i

NN |S|
#N`p pX,w;β, Sq ¨ β P CN,j˚ pY, γ, Lq (6.50)

Following the proof of Proposition 6.48, we can show that (6.50) determines a cycle in CN,j˚ pY, γ, Lq. We
will denote the corresponding element in IN,j˚ pY, γ, Lq with the same notation.

Definition of the relative element in (6.50) can be extended to similar situations. For example, suppose
pY0, γ0q and pY1, γ1q are two N -admissible pairs and Li “ pl2i , . . . , l

N
i q is an pN ´ 1q-tuple of the

elements in H1pYiq. Suppose also pW,w, zq is a morphism from pY0, γ0q to pY1, γ1q, and Γj is a properly
embedded surface in W such that rBiΓjs “ lji . Then there is a chain map:

CN,jpW,w, ze
Γ2
p2q
`¨¨¨`ΓN

pNqq : CN,j˚ pY0, γ0, L0q Ñ CN,j˚ pY1, γ1, L1q

which induces a map at the level of homology:

IN,j˚ pW,w, ze
Γ2
p2q
`¨¨¨`ΓN

pNqq : IN,j˚ pY0, γ0, L0q Ñ IN,j˚ pY1, γ1, L1q.

Alternatively, if pY, γ, Lq is as above, pX,wq is a 4-manifold whose boundary is equal to pY , γq, and Γj

is an embedded surface such that rBΓjs “ ´lj , then we have an RN,j-linear map:

DX,w
N,j pze

Γ2
p2q
`¨¨¨`ΓN

pNqq : IN,j˚ pY, γ, Lq Ñ RN,j .
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Now we are ready to define the maps F kj for a triple pY, γ, Lq. For a pair of non-negative integers j
and k with j ě k, we have chosen perturbations CSπj and CSπk of the Chern-Simons functional of the
pair pY, γq. Since j ě k, the functional CSπj satisfies all the properties that we required for CSπk . In
particular, the chain complex pCN,j˚ pY, γ, Lq bRN,k, dN,jq gives an alternative chain complex to define
IN,k˚ pY, γ, Lq. The functoriality mentioned in the previous paragraph implies that there is a chain map:

CN,jpr0, 1s ˆ Y, r0, 1s ˆ γ, e
Γ2
p2q
`¨¨¨`ΓN

pNqq : C
πj
˚ pY, γq bRN,k Ñ Cπk˚ pY, γq bRN,k

where Γi is the surface r0, 1sˆηi,1. The map F kj is the composition of the above map and the obvious map
from C

πj
˚ pY, γq bRN,j to C

πj
˚ pY, γq bRN,k. A standard argument shows that F lk ˝F

k
j is chain homotopy

equivalent to F lj for any triple j ě k ě l ě 0. Therefore, the maps fkj , induced by the maps F kj , has
the required properties for an inverse system. This completes the definition of Fukaya-Floer homology
IN˚ pY, γ, Lq for the triple. It is also standard to show that this RN -module is independent of the choices
that were made. The homomorphism fkj maps DN,j

X,wpze
ř

i Γi
piqq P IN,j˚ pY, γ, Lq to DN,k

X,wpze
ř

i Γi
piqq P

IN,k˚ pY, γ, Lq. Thus we have an induced element of IN˚ pY, γ, Lq which we denote by DN
X,wpze

ř

i Γi
piqq.

Similarly, we can use the construction of the previous paragraph to define IN˚ pW,w, ze
Γ2
p2q
`¨¨¨`ΓN

pNqq and
DX,w
N pze

Γ2
p2q
`¨¨¨`ΓN

pNqq.

Now we are ready to give a proof of (3.29). For the convenience of the reader, we restate the claim as
the following proposition:

Proposition 6.51. Let pX1, w1q be a pair whose boundary is equal to an admissible pair pY, γq. Let
pX2, w2q be another pair whose boundary is equal to pY , γq. Let z1 P ApX1q

bpN´1q and z2 P

ApX2q
bpN´1q. Let Γj be a properly embedded surface in X1 with boundary lj . Let Λj be a prop-

erly embedded surface in X2 whose boundary is equal to lj with the reverse orientation. Then we can
form the closed 4-manifold X2 ˝X1 and the 2-cycle w2 ˝ w1. The embedded surfaces Γj and Λj can be
glued to each other along their boundary to form a closed surface Γj#Λj . Then the following invariant
of the closed 4-manifold X2 ˝X1:

DN
X2˝X1,w2˝w1

pz1 ¨ z2 ¨ e
pΓ2#Λ2qp2q`¨¨¨`pΓ

N#ΛN qpNqq P Crrt2, . . . , tN ss Ă RN (6.52)

is equal to:
DX2,w2

N pz2 ¨ e
Λ2
p2q
`¨¨¨`ΛN

pNqq ˝DN
X1,w1

pz1 ¨ e
Γ2
p2q
`¨¨¨`ΓN

pNqq.

Proof. We make simplifying assumptions as before; assume z1 “ z2 “ 1 and Γ3, ¨ ¨ ¨ , ΓN , Λ3, ¨ ¨ ¨ ,
ΛN are empty. Choose two series of properly embedded surfaces tΣiuiPN Ă X1 and tTiuiPN Ă X2

such that Σi (respectively, Ti) is given by perturbing Γ2 (respectively, Λ2). We also assume that BΣi

(respectively, BTi) is equal to ηi (respectively, ηi with the reverse orientation), the curves ηi are disjoint
and the embedded surfaces Σi and Ti intersect generically. We fix metrics on X1 and X2 which are
product metrics in a neighborhood of their boundaries corresponding to a fixed metric on Y . For each
non-negative integer j, we prove that the image of the element in (6.52) in RN,j is equal to:

DX2,w2

N,j pe
Λ2
p2qq ˝DN,j

X1,w1
pe

Γ2
p2qq.
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To achieve this goal, we proceed as before to define open sets νpηiq Ă Y , νpΣiq Ă X`1 , νpTiq Ă X`2 and
the geometric representatives:

V2pηiq Ă B˚pνpηiq ˆ p0, 1qq ˆ ηi V2pΣiq Ă B˚˚pνpΣiqq ˆ Σi V2pTiq Ă B˚˚pνpTiqq ˆ Ti

suitable for the definition of the differential dN,j of the Fukaya-Floer chain complex and the relative

elements DN,j
X1,w1

pe
Γ2
p2qq and DX2,w2

N,j pe
Λ2
p2qq.

Suppose XT is the metric on X2 ˝X1 induced by the metrics on X1 and X2 with a neck of length T
along Y . Suppose w Ă XT is the 2-cycle induced by w1 and w2, and RTi Ă XT is the embedded surface
induced by the surfaces Σi and Ti. The 4-manifold X can be decomposed into three pieces:

X1 X2 Y ˆ r´
T

2
,
T

2
s.

We assume that X1 and X2 are disjoint and they intersect Y ˆ r´T
2 ,

T
2 s in Y ˆ r´T

2 ,´
T
2 ` 2s and

Y ˆ rT2 ´ 2, T2 s, respectively. The Riemann surface RTi can be decomposed into union of three sets:

Σc
i Ă X1 T ci Ă X2 ηi ˆ r´

T

2
` 1,

T

2
´ 1s Ă Y ˆ r´

T

2
` 1,

T

2
´ 1s.

Suppose B˚˚κ pXT , wq is the subset of B˚κpX,wq which consists of connections whose restriction to any
set of the following form is irreducible:

νpηiq ˆ pt´ 1, tq ´ T ` 1 ă t ă T

Suppose κ is chosen such that the dimension of the moduli spaceMκpX
T , wq is at most 2j. Then unique

continuation and gluing theory show that for large enough values of T , the moduli spaceMκpX
T , wq

is a subset of B˚˚κ pXT , wq. Similar to the case of 4-manifolds with cylindrical ends, V2pηiq, V2pΣiq

and V2pTiq can be used to define a geometric representative V pRTi q Ă B˚˚κ pXT , wq ˆ νpRTi q. Another
application of gluing theory shows that for large enough values of T , these divisors determine a transversal
cut ofMκpX

T , wq ˆRTi1 ˆ ¨ ¨ ¨ ˆR
T
ik

for any set S “ ti1, . . . , iku Ă t1, . . . , ju. In the case that the cut
down moduli space is zero dimensional, it can be identified with the following set for large values of T :

ď

p1,p2,S1,S2

Np1pX1, w1, α, S1q ˆNp2pX2, w2, α, S2q

where pi is a loop along pXi, wiq based at the connection α such that κ “ κpp1q ` κpp2q. Moreover,
S1 and S2 are disjoint sets with S “ S1 Y S2. This geometric results for different choices of S can be
translated to the following algebraic identity:

DX2,w2

N,j pe
Λ2
p2qq ˝DN,j

X1,w1
pe

Γ2
p2qq “

ÿ

SĂt1,...,ju

p
ź

iPS

t2,iqD
N
XT ,wp

ź

iPS

pRTi qp2qq

“
ÿ

SĂt1,...,ju

p
ź

iPS

t2,iqD
N
XT ,wppΓ

2#Λ2q
|S|
p2qq (6.53)

In the second equality, we used the fact that RTj represents the homology class of Γ2#Λ2. The term in

(6.53) is equal to the image of DN
XT ,w

pepΓ
2#Λ2qp2qq in RN,j .
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7 Questions and Conjectures

In this section, we propose some questions and conjectures for future directions. This section is divided to
two parts: the first subsection is concerned with the polynomial invariants of 4-manifolds. In the second
part, we discuss some conjectures related to the algebra VNg,d.

7.1 Structure of Polynomial Invariants and 4-manifolds with Simple type

In Subsection 2.5, the simple type property of 4-manifolds is defined using Up3q-polynomial invariants.
As we pointed out earlier, the definition is motivated by Kronheimer and Mrowka’s simple type property,
defined by Up2q-polynomial invariants [55]. There is another version of simple type property defined by
Seiberg-Witten invariants. It is unknown if there is an example of a smooth 4-manifolds with b` ě 2
which do not have Kronheimer-Mrowka simple type or Seiberg-Witten simple type. It is also shown in [25]
that many 4-manifolds with Seiberg-Witten simple type has Kronheimer-Mrowka simple type. Therefore,
it is natural to ask whether there is any relationship among Up3q-simple type, Kronheimer-Mrowka simple
type and Seiberg-Witten simple type. A more challenging question would be to investigate whether there
is a 4-manifold with b` ě 2 which does not have Up3q-simple type. A more approachable question is the
following:

Question 7.1. What is the analogue of the simple type condition with respect to UpNq-polynomial
invariants?

As in the Up2q and the Up3q case, the simple condition has to be formulated in terms of point classes. In
the light of Proposition 3.23, it is plausible that one of the required conditions is:

DN
X,wpa

N
2 zq “ NNDN

X,wpzq.

For N “ 2, 3, the blowup formula for UpNq simple type manifolds have simpler form [28, 14]. One
might hope that the same holds for higher values of N , and follows this direction to gain more insights
into the correct definition for the simple type condition. The physics literature [66, 24] suggests that the
blowup formula for an arbitrary N is related to function theory on a hyper-elliptic curve with coefficients
in Qra2. . . . , aN s. Evaluation of pa2, . . . , aN q determines hyper-elliptic curve on complex numbers, and
the simple type condition is related to the evaluations that produce a fully degenerate curve.

The relationship between Up2q-polynomial invariants and Seiberg-Witten invariants goes beyond
the simple type conditions. In [55], Kronheimer and Mrowka prove that Up2q-polynomial invariants
are completely determined by a finite set of cohomology classes (known as Kronheimer-Mrowka basic
classes) and a set of rational numbers, one for each basic class. In [85], Witten argues that basic classes
and corresponding rational numbers can be determined in terms of Seiberg-Witten invariants. To be more
detailed, recall that for each spinc structure s on a 4-manifold X (satisfying appropriate conditions such as
b`pXq ě 2) there is a Seiberg-Witten invariant SWXpsq. Then Witten’s conjecture states that any basic
class of X is equal to c1pS

`
s q where s is a spinc structure with non-zero SWXpsq and S`s is the half-spin

bundle associated to s. Witten’s conjecture is generalized to higher values of N in [66]. The calculations
of Up3q-polynomial invariants in this paper agree with the Moore-Mariño Conjecture in [66] and can be
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exploited to fix the undetermined constants in this conjecture. In particular, a modified version of the
Moore-Mariño Conjecture states that:

Conjecture 7.2. LetX be a four-manifold which has Up3q-simple type. Let tKiu be the set of Kronheimer-
Mrowka basic classes. Then the Up3q-series of X has the following form:

pDX,wpe
Γp2q`Λp3qq “ e

QpΓq
2
´QpΛq

ÿ

i,j

cijζ
´w¨p

Ki´Kj
2

qe
?

3
2
pKi`Kjq¨Γ`

?
3

2
ipKi´Kjq¨Λ

where ci,j is given as:
2χ`

3
2
σ` 1

2
Ki¨Kj32` 7

4
χ` 11

4
σSWXpsiqSWXpsjq

Here si is chosen such that the associated basic class is equal to Ki.

7.2 The Algebra VN
g,d

In Subsection 5.1, a list of simultaneous eigenvectors for the operators ε, ℵ2, ℵ3, ρp2q and ρp3q, acting on
V3
g,d, is constructed. We also showed that there are at least two non-degenerate simultaneous eigenvectors,

which form the essential ingredient to prove the excision theorem in Subsection 5.2. However, we do not
know whether our approach produces all simultaneous eigenvectors:

Conjecture 7.3. Suppose V N
g,d Ă VNg,d is the set of vectors which are invariant with respect to the action

of ε. Then for N “ 3, any simultaneous eigenvector of the operators acting on V N
g,d, that are induced by

ℵ2, ℵ3, ρp2q and ρp3q, have the form 3ζ2dβ , 0, ζdβ
?

3α and ζ2dβ
?

3iβ with pα, βq P Cg.

For N “ 2, there are three operators ε, ℵ2 and ρp2q. In this case, Muñoz obtains a complete understanding
of the action of ε, ℵ2 and ρp2q in [74]. In particular, his results show that the simultaneous eigenvectors of
ℵ2 and ρp2q, acting on V 2

g,d, have the following form:

pp´1qr2,˘2rir`1q 0 ď r ď g ´ 1

All of these eigenvalues can be produced using the method of Proposition 5.7. Therefore, the analogue of
Conjecture 7.3 holds for N “ 2. Muñoz’s method of understanding the action of ε, ℵ2 and ρp2q is based
on the characterization of the ring structure of the cohomology ring N2,dpΣgq in [87, 49, 79, 5], which is
not available for higher values of N .

If Conjecture 7.3 holds, then we can use the method of [59] and show that SHI˚pM,αq is non-zero for
a taut balanced sutured manifold [48, 59]. This non-vanishing result can be used to show that Conjecture
5.37 holds. We can aslo use this to show that KHI˚pKq detects the genus of K. Thus the answer
to Question 1.1 for a non-trivial knot and N “ 3 is positive. In fact, in order to make this series of
conclusions, we need the following weaker version of Conjecture 7.3:

Conjecture 7.4. If px, yq is a pair of simultaneous eigenvalues for pρp2q, ρp3qq in Vg,d, then |x| ` |y| ď
?

3p2g ´ 2q.
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There is also a symplectic analogue of the algebra VNg,d. The manifold NN,dpΣgq is Kähler and the
associated Gromov-Witten invariants can be used to define the Quantum Cohomology ring QH˚pNN,dq
[76, 67]. The underlying vector space of QH˚pNN,dq is H˚pNN,dq and the ring structure is also a
deformation of the cup product. Therefore, it has similar structure to V N

g,d “ kerpε´ 1q, and it is natural
to make the following conjecture:

Conjecture 7.5. The ring V N
g,d is isomorphic to QH˚pNN,dq.

This conjecture for N “ 2 is proved by Muñoz [73] using the characterization of the cohomology ring
H˚pNN,dq in [87, 49, 79, 5]. TheN “ 2 special case of this conjecture was also proved using an adiabatic
limit argument in [78].

A Invariants of Flat Connections on Σp2, 3, 23q

There are 44 irreducible flat SUp3q-connections on Σp2, 3, 23q [6]. These flat connections are determined
by their holonomies along the loop x3 in the standard presentation of the fundamental group of Σp2, 3, 23q
(see (3.36)). For each flat connection, the conjugacy class of this holonomy is determined by its eigenvalues
which have the form e2πik{23, e2πil{23 and e2πim{23. The possible values of tk, l,mu are given in Table 2.
The complex conjugation diffeomorphism of Σp2, 3, 23q maps a flat connection with the associated triple
tk, l,mu to the flat connection with the associated triple t23 ´ k, 23 ´ l, 23 ´ mu. If this pair gives
the same flat connections, we denote this connection with αj for an appropriate choice of the integer j.
Otherwise, the resulting connections are denoted by α1

j and α2
j

α1 t0, 4, 19u α2 t0, 5, 18u α3 t0, 6, 17u α4 t0, 7, 16u

α5 t0, 8, 15u α6 t0, 9, 14u α7 t0, 10, 13u α8 t0, 11, 12u

α1
9 t1, 4, 18u α2

9 t5, 19, 22u α1
10 t1, 5, 17u α2

10 t6, 18, 22u

α1
11 t1, 6, 16u α2

11 t7, 17, 22u α1
12 t1, 7, 15u α2

12 t8, 16, 22u

α1
13 t1, 8, 14u α2

13 t9, 15, 22u α1
14 t1, 9, 13u α2

14 t10, 14, 22u

α1
15 t1, 10, 12u α2

15 t11, 13, 22u α1
16 t2, 4, 17u α2

16 t6, 19, 21u

α1
17 t2, 5, 16u α2

17 t7, 18, 21u α1
18 t2, 6, 15u α2

18 t8, 17, 21u

α1
19 t2, 7, 14u α2

19 t9, 16, 21u α1
20 t2, 8, 13u α2

20 t10, 15, 21u

α1
21 t2, 9, 12u α2

21 t11, 14, 21u α1
22 t3, 4, 16u α2

22 t7, 19, 20u

α1
23 t3, 5, 15u α2

23 t8, 18, 20u α1
24 t3, 6, 14u α2

24 t9, 17, 20u

α1
25 t3, 7, 13u α2

25 t10, 16, 20u α1
26 t3, 8, 12u α2

26 t11, 15, 20u

Table 2: Holonomies of irreducible flat SUp3q-connections on Σp2, 3, 23q along x3

The gauge theoretical invariants of these flat connections are given in the following tables:
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α α1 α2 α3 α4 α5 α6 α7 α8 αi9 αi10 αi11 αi12 αi13

CSpαq 1
138

49
138

31
138

85
138

73
138

133
138

127
138

55
138

43
138

127
138

7
138

97
138

121
138

ρadα ´364
23 ´540

23 ´520
23 ´488

23 ´444
23 ´572

23 ´504
23 ´424

23 ´472
23 ´412

23 ´524
23 ´532

23 ´528
23

deg 4 0 10 2 0 8 6 10 10 4 8 4 6

Table 3: Gauge theoretical invariants of irreducible flat SUp3q-connections on Σp2, 3, 23q (first part)

α αi14 αi15 αi16 αi17 αi18 αi19 αi20 αi21 αi22 αi23 αi24 αi25 αi26

CSpαq 79
138

109
138

19
138

1
138

55
138

43
138

103
138

97
138

67
138

85
138

37
138

61
138

19
138

ρadα ´420
23 ´484

23 ´476
23 ´456

23 ´516
23 ´472

23 ´508
23 ´440

23 ´468
23 ´488

23 ´404
23 ´492

23 ´476
23

deg 0 4 8 6 0 10 4 2 0 2 8 0 8

Table 4: Gauge theoretical invariants of irreducible flat SUp3q-connections on Σp2, 3, 23q (second part)

There are 8 non-trivial flat SUp2q-connections on Σp2, 3, 23q. As in the irreducible case, these
connections are determined by the conjugacy class of their holonomies along x3. For each 2 ď k ď 9,
there is a unique flat SUp2q-connection on Σp2, 3, 23q where the eigenvalues of holonomy along x3 are
equal to by e2πik{23 and e´2πik{23. We will write βk for this connection. The gauge theoretical invariants
of these connections are given in Table 5. In this table, rα denotes the reducible SUp3q-connection
associated to an SUp2q-connection α.

99



α β2 β3 β4 β5 β6 β7 β8 β9

CSpαq 1
552

169
552

73
552

265
552

193
552

409
552

361
552

49
552

ρadα ´343
69 ´559

69 ´475
69 ´643

69 ´511
69 ´631

69 ´451
69 ´523

69

ρad
rα

´206
23 ´406

23 ´410
23 ´402

23 ´382
23 ´534

23 ´490
23 ´434

23

degpαq 1 5 3 7 5 1 7 3

degprαq 1 9 7 11 9 5 3 7

Table 5: Gauge theoretical invariants of reducible flat SUp3q-connections on Σp2, 3, 23q
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