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Abstract

For each integer N > 2, Marifio and Moore defined generalized Donaldson invariants by the
methods of quantum field theory, and made predictions about the values of these invariants. Subse-
quently, Kronheimer gave a rigorous definition of generalized Donaldson invariants using the moduli
spaces of anti-self-dual connections on hermitian vector bundles of rank N. In this paper, Marifio and
Moore’s predictions are confirmed for simply connected elliptic surfaces without multiple fibers and
certain surfaces of general type in the case that NV = 3. The primary motivation is to study 3-manifold
instanton Floer homologies which are defined by higher rank bundles. In particular, the computation
of the generalized Donaldson invariants are exploited to define a Floer homology theory for sutured

3-manifolds.
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1 Introduction

Sutured manifolds were introduced by Gabai [36] to study foliations and the Thurston norm of 3-
manifolds [83]. A sutured manifold is a pair of a 3-manifold M and an oriented 1-manifold « < M
which decomposes the boundary of M in an appropriate way. In [36], Gabai also defines an operation
on sutured manifolds, which is called surface decomposition. Surface decompositions can be used to
simplify sutured manifolds. Foliations of sutured manifolds are also well-behaved with respect to surface
decompositions. As a result, Gabai was able to construct faut foliations for certain families of 3-manifolds
in an inductive way.

Floer homological invariants serve as another set of tools for studying topology and geometry of
3-dimensional manifolds. Such invariants were initially constructed for closed and oriented 3-manifolds:
U(N)-instanton Floer homology [29, 30, 61], Heegaard Floer homology [75], monopole Floer homology
[58], and embedded contact homology [46, 47]. Later, Juhasz defined sutured Floer homology, a
generalization of Heegaard Floer homology to balanced sutured 3-manifolds [48].! Subsequently, sutured
version of U(2)-instanton Floer homology [59], monopole Floer homology [59], and embedded contact
homology were constructed [12, 11, 62]. In particular, Kronheimer and Mrowka used sutured U(2)-
instanton homology as the main ingredient to establish that Khovanov homology detects the unknot [60].
This invariant was also used to reprove Property P for knots [59], and it lies in the core of a program in
the hope of finding a computer-free proof of the famous four color theorem [56]. The primary motivation
for this article is to extend U(/V)-instanton Floer homology to sutured manifolds for higher values of N.

1.1 Motivation

Fix an integer N > 2, and let K be a knot in an integral homology sphere Y. Let also 1 denote an element
of the knot group, m1 (Y\ K), represented by a meridian of K:

Question 1.1. Does there exist a representation ¢ : w1 (Y\K) — SU(N) with non-abelian image such

that:
10 ... 0
0 ¢ ... 0
p(p) =c A : (1.2)
00 ... ¢N
where ¢ = ¢*™ /N and ¢ = ¢™/N or 1 depending on whether N is even or odd?

In the case that K is the unknot, the answer to the above question is clearly negative. Note also that if for
a knot K, there is a representation to SU(/V) with the mentioned properties, then there is also a desired
representation from 71 (Y'\K') to SU(IN) for any positive integer [.

Suppose Y is a homotopy sphere” and the answer to Question 1.1 for any non-trivial knot K in Y
is positive. A non-abelian representation ¢ satisfying (1.2) determines a non-trivial representation of

"For the definition of balanced sutured 3-manifolds, see Definition 5.19.
By the Poincaré Conjecture, this is equivalent to say that Y = S*. However, we are making this assumption to show that
our proposed approach does not require the Poincaré Conjecture.



71 (XN (K)) with Xy (K) being the N-fold cyclic branched cover of Y, branched along K. This verifies
the Covering Conjecture, which asserts that 3 (K), for a non-trivial knot K, is not a homotopy sphere
[50, Problem 3.38]. A consequence of the Covering Conjecture is the Smith Conjecture, stating that a
non-trivial knot is not the fixed point set of an orientation preserving homeomorphism f : S% — 3
of order N [50, Problem 3.38]. The Covering Conjecture and the Smith Conjecture are both theorems,
proved by geometrization techniques [1].

Kronheimer and Mrowka’s sutured U(2)-instanton homology group, SHI?, can be employed to
answer Question 1.1 affirmatively for N = 2 (and hence for any even N) and any non-trivial knot
K [59].3 Associated to any knot K, there is a sutured manifold (M (K), a(K)) where M (K) is the
knot complement and «(K) is the union of two oppositely oriented meridional curves. Kronheimer
and Mrowka proved that if the dimension of SHI2 (M (K), a(K)) is greater than 1, then there is a non-
abelian representation of the knot group of K that satisfies (1.2). Similar to foliations, SHIZ also behaves
well with respect to surface decomposition, and one can inductively construct non-trivial elements of
SHIZ (M (K), a(K)) after simplifying (M (K), a(K)) by a series of sutured decomposition. In particular,
the dimension of SHI2 (M (K), a(K)) is at least two for a non-trivial knot K. It is also shown in [31, 7]
that if K is a knot with non-trivial Alexander polynomial, then the answer to Question 1.1 is positive for
infinitely many values of N. In the light of the success of SHI? in addressing Question 1.1, it is natural to
look for the generalization of SHI2 for higher values of N.

The essential device in the definition of sutured Floer homology group SHI? is an excision theorem
for U(2)-instanton Floer homology [30, 9, 59]. The proof of the excision theorem is in turn based on
Muiioz’s characterization of the structure of a U(2)-instanton Floer homology group associated to the
3-manifold S x ¥ where ¥ is a Riemann surface [74]. Muifioz’s work borrows some results about the
cohomology ring of the moduli space of rank 2 stable bundles [87, 49, 79, 5], which are not available for
higher values of the rank.

In the present paper, we establish an excision theorem for N = 3 using the relationship between
instanton Floer homology and generalizations of Donaldson invariants from [57]. Roughly speaking,
there is a (3 + 1)-dimensional topological quantum field theory which associates U(/V)-instanton Floer
homology to 3-manifolds, and its values for closed 4-manifolds is given by U(N) analogues of Donald-
son’s polynomial invariants. This relationship between U(2)-instanton Floer homology and polynomial
invariants have been extensively used to compute the invariants of 4-manifolds. In this paper, we firstly use
the TQFT structure to compute the U(3)-polynomial invariants of some families of smooth 4-manifolds.
Next, we work in the other direction, and use our knowledge of U(3)-polynomial invariants to obtain
a better understanding of certain U(3)-Floer homologies. This allows us to prove the excision theorem
and define a Floer homology group SHIZ for sutured manifolds in the case that N = 3. Computations
of generalized polynomial invariants in the physics literature [66] suggest that our approach can be also
exploited for higher values of N.

3The original notation for sutured U(2)-instanton homology is SHI,. Here we use the superscript 2 to indicate that this
invariant is the sutured version of U(2)-instanton homology.



1.2 Statement of Results

In his groundbreaking work [19], Donaldson defined polynomial invariants for a smooth manifold X
using the moduli space of Anti-Self-Dual connections on X . In his work, X is simply connected, b™ (X))
is an integer greater than 1, and the ASD connections are assumed to be defined on an SU(2)-bundle
E over X. Although the assumption on b (X) is essential, the definition of polynomial invariants was
subsequently generalized to the case that X is not simply connected [55] and F is a U(V)-bundle [57, 14].
Polynomial invariants have been extensively studied in the case that N = 2. However, there is not much
known about these invariants for higher values of V.

For a smooth and connected 4-manifold X, suppose the algebra A(X) is defined as:
A(X) := Sym*(Hp(X) ® Hy(X)) ® A*(Hy(X)).

where H;(X) is computed with coefficients in C. Form the tensor product algebra A(X)®N =1 and for
a € Hy(X)and 2 < r < N, let o,y be the corresponding element in the (r — 1) factor of A(X)BN-1),
In the case that « is the generator of Ho(X), this element of A(X)®(N=1 is denoted by a,. We also
define a grading on A(X)®W =1 such that for « € H;(X), the degree of oy is equal to 21 —i. A
Hermitian vector bundle F of rank /N on X is determined by its first and second Chern classes. Suppose
c1(F) is represented by an embedded surface w in X and c2(E)[X] = k. Then the U(N)-polynomial
invariants associated to the bundle E is a linear map*:

DY ok  AX)BVTD .

For z € A(X)®™=1), the complex number DY, (2) is non-zero only if:

» Wy

X(X) +o(X)

deg(z) = 4Nk —2(N — )w - w — (N? = 1) 5

(1.3)

Therefore, we will not lose any information, if we combine these invariants as:

N N
DX,w T ZDX,w,k‘
k

A substantial part of the present paper is devoted to computing U(3)-polynomial invariants of some
families of of algebraic surfaces. Our first result in this direction is the following:

Theorem 1. Suppose X is a K3 surface. Then for any embedded oriented surface w in X and any
element z € A(X)®2:
D% ., (a32) = 27D§(’w(z) D§(7w(a32’) = 0. (1.4)

Moreover, if I and A are two elements of Ho(X), then:

,w

2
D% (1 + % + %) L T@HA@)) = o5 -QM) (1.5)

*Our definition of U(V)-polynomial invariants slightly differs from the Culler’s definition. See Subsection 2.1 for more
details.



In order to clarify the statement of the above theorem, the following remarks are in order. The left
hand side of (1.5) is defined as:

2 . .
2 o o DI ((1+ 2+ 2 AL)
az a4y oL@ +A Xw 3 9/7(2)7713)
D3 - @ +tA@) E E

Theorem 1 asserts that the above series for a K3 surface is convergent, and the resulting number is
equal to e?()/2=Q(A) Here @ denotes the intersection form of X . That is to say, Q(T) is the algebraic
intersection number of I' with itself. In general, the intersection number of two homology classes I' and
I is denoted by I' - T, Since (1.5) holds for all choices of I" and A, Formula (1.3) allows us to compute
the following polynomial invariants for all choices of non-negative integers ¢, j, an integer k € {0, 1, 2},
and homology classes I" and A:

3

Dl (05T (o) A(y)
These invariants determine D% () for all z € A(X)®?, because the K3 surface satisfies (1.4) and
bi(X) = 0.

Our computation of the invariants of K3 surfaces motivates the following definition: a smooth 4-
manifold X with b*(X) > 2 and b'(X) = 0 has w-simple type with respect to an embedded surface w,
if :

DXw(CLQz) = 27D§(7w(z) DXw(agz) 0 (1.6)
for all z € A(X)®2. The 4-manifold X has simple type if it has w-simple type with respect to any w in X.
As in the case of the K 3 surfaces, if X has simple type and the series:

2
Dixa(e"®40) = DY, (14 5+ 2) -l 4o)

is convergent for all choices of w and ', A € Ho(X), then these series determine all polynomial invariants
of X.

We can extend our calculation for the K3 surfaces to a larger family of complex surfaces. Suppose
W (m,n) is the blowup of CP! x CP! at the 4mn singular points of the following (complex) curve:

B = {pla"' 7p2m} X CPl U CPI X {QL"' 7q2n}-

Let B be the proper transform of B, and define X (m, n) to be the branched double cover of W (m, n),
branched along the smooth curve B. The horizontal and vertical fibrations of W (m,n) by projective
lines lift to two fibrations of X (m, n) whose generic fibers are denoted by f,,—1 and f,,—1. The Riemann
surface f;, fori € {m — 1,n — 1}, has genus ¢. The complex surface X (2,2) is a K3 surface. More
generally, X (m, 2) is an elliptic surface without multiple fibers, which is usually denoted by E(m) [42].

Theorem 2. The elliptic surface E(n) has simple type. Moreover, there are rational numbers hy and
hy independent of n such that for any embedded surfaces w in E(n) and I', A € Hy(E(n)), the series
DE( ) (e L@ +8®) is equal to:
2
%) [h1 cosh(vV3f - T') — 2Hhy cos(—gw f+3f A2
where = fi represents an elliptic fiber of E(n). Furthermore, hy + hy = £1 for an appropriate choice
of the sign.



The constant numbers /7; and Ao In Theorem 2 are respectively equal to % and % [15]. The set of
surfaces X (m,n), as smooth 4-manifolds, are closed with respect to taking fiber sums.> For example, we
can take the fiber sum of X (m, n;) and X (m, ng) along the fiber f,,,—1, and the resulting 4-manifold is
diffeomorphic to X (m,n; + n2). Given two embedded surfaces 31 < X (m,n;) and ¥y < X (m, ng)
which intersect a fiber in the same number of points, we can form a surface X1 #39 < X (m,ny + na).
Suppose H(m, n1,ng) < Ho(X (m,ny + ngy)) is the space of homology classes generated by homology
classes of the surfaces of the form Y#>. The following theorem about X (m,4) is a consequence of
Theorem 4.92 about the polynomial invariants of fiber sums. In fact, Theorem 4.92 can be used to obtain
similar results about other surfaces in the family X (m, n).

Theorem 3. For m > 3, let w < X(m,4) be an embedded surface which has the form wi#ws
Sfor w; < X(m,2) and w - fr—1 # 0 mod 3. Let K denote the canonical class of X (m,4). Then
there are rational numbers hz and hy, independent of m, such that for I', A € H(m,2,2) the series
D X (m,4),w (eF@A®) is convergent and is equal to :

1 2
e@—Q(A)[Eh%hgn_Q cosh(V3K -T') + 2h3h7 2 cos(—%w - K + /3K -A)]
where hy, ho are the constants of Theorem 2.

We do not attempt to find the undetermined constants /i3 and /4 here. We also believe that X (m,4) has
simple type, and the above theorem holds for any choice of w < X (m,4) and homology classes I" and A.
But the current version of the theorem is sufficient for our 3-dimensional applications.

The algebraic surfaces in Theorems 1, 2 and 3 are representatives of surfaces with different possible
finite Kodaira dimensions. K3 surfaces, elliptic surface F/(n) with n > 3 and X (m, 4) for m > 3 have
Kodaira dimensions 0, 1 and 2, respectively. Theorem 1 shows that the U(3)-polynomial invariants of
a K3 surface associated to homology classes I' and A are determined by the self-intersection of these
homology classes. On the other hand, for the U(3)-polynomial invariants of E(n) and X (m,4) we also
need the pairing of I and A with the canonical class. Recall that the the first Chern class of the canonical
classes of F(n) and X (m, 4) are represented by (n — 2) f and (m — 2) f3 + 2f,,—1, respectively.

In Section 3, we introduce various Floer homology groups associated to the 3-manifold S* x ¥, and
explain how these vector spaces admit ring structure. We also characterize the vector space structure on
these Floer homology groups. Theorems 2 and 3 allow us to obtain further information about the ring
structure of these rings. We use this information to obtain an excision theorem for U(3)-instanton Floer
homology. With the aid of this excision theorem, we construct the promised sutured Floer homology
SHI2, following Kronheimer and Mrowka’s approach in [59]. This sutured Floer homology group has the
following property:

Theorem 4. For a knot K in a homology sphere Y, suppose the dimension of SHI2 (M (K), a(K)) is
greater than 1. Then there is a non-abelian representation of 71 (Y \K) into SU(3) that satisfies the
holonomy condition (1.2) for N = 3.

The proof of this theorem is given in Corollary 5.32. We conjecture that dim(SHIZ (M (K), a(K)) > 1
for any non-trivial knot & in a homology sphere Y such that Y\ K is irreducible. This answers Question

3See section 3.3 for a review of the definition of fiber sum



1.1 affirmatively for NV = 3 and any non-trivial knot K in an integral homology sphere Y (without the
irreducibility assumption on Y\ K'). We hope to come back to this conjecture elsewhere.

1.3 Outline of Contents

Section 2 gives a review of the moduli spaces of anti-self-dual connections on 4-manifolds (possibly
with boundary) and U(N)-polynomial invariants. This section also contains a non-vanishing theorem
for U(NN)-polynomial invariants of algebraic surfaces. The second half of Section 2 discusses how the
U(3)-polynomial invariants behave in the presence of negative embedded spheres. In particular, we recall
the results of Culler’s thesis [14] about the blowup formula for U(3)-polynomial invariants and discuss
how this formula can be simplified for smooth 4-manifolds with simple type. Section 3 deals with various
Floer homology groups, which appear in this paper. After giving an exposition of U(N)-instanton Floer
homology, we study various Floer homologies of ¥ x S* where ¥ is an oriented surface. We also discuss
a generalization of U(N)-instanton Floer homology, which is known as Fukaya-Floer homology in the
case that N = 2.

The Floer homology groups of Section 3 are our main tools in computing U(3)-polynomial invariants
of several complex surfaces in Section 4. In particular, the proofs of Theorems 1, 2 and 3 are given in
this section. In Section 4, we also study the behavior of U(3)-polynomial invariants with respect to fiber
sum. In Section 5, we prove our excision theorem and define the sutured Floer homology group SHIZ.
To make the exposition of the paper more comprehensible, we postpone providing proofs for technical
results in Sections 2 and 3 until Section 6. These results are proved by gluing theory of the moduli spaces
of anti-self-dual connections. Section 7 concerns various questions and conjectures which naturally arise
from our work on this paper.

All manifolds in this paper, are smooth and oriented. Given such a manifold X, we will write H;(X)
and H'(X) for the homology and cohomology groups of X with complex coefficients. If we need to work
with another coefficient ring R, then we use the notations H;(X, R) and H*(X, R). Our main results
for this paper concern U(3)-polynomial invariants and U(3)-instanton Floer homologies. However, we
believe that our method for the construction of SHIZ should work for arbitrary N. Therefore, we try to
state our results for general IV, when it is possible.

Acknowledgements. We thank Lucas Culler, Simon Donaldson, Peter Kronheimer, Claude LeBrun
and Tomasz Mrowka for helpful conversations. We also thank Victor Mikhaylov for verifying that our
definition of the simple type condition matches the predictions from the physics literature. We are very
grateful to the Simons Center for Geometry and Physics for providing a stimulating environment while
we were working on this project.



2 Higher Rank Bundles and Polynomial Invariants

2.1 U(N)-polynomial Invariants

In this section, we review the definition of U(/V)-polynomial invariants of 4-manifolds based on [57, 14].
For N = 2, there is an extensive literature on the subject (see, for example, [19, 22, 70, 55]). For higher
values of IV, these invariants were firstly defined in [66] by the methods of quantum field theory. A rigorous
definition of polynomial invariants for higher rank bundles are given in [57]. As we mentioned earlier, the
polynomial invariants of a 4-manifold X are homomorphisms defined on the algebra A(X)®(N=1)_ n
[57], the polynomial invariants are defined only on the sub-algebra:

AX)®I®---®1

Kronheimer’s definition was subsequently generalized to the algebra A(X)®(V=1) in [14]. The construc-
tion of Fukaya-Floer homology in Subsection 6.3 is based on Culler’s modification of U(V)-polynomial
invariants in [14]. Therefore, we attempt to give enough background on his treatment to motivate the
construction of U(/V)-Fukaya-Floer homology.

Suppose X is a smooth, closed, oriented and connected 4-manifold, w is an oriented embedded
surface in X, and k is an integer. Then there is a U(/N)-bundle P, unique up to isomorphism, over X such
that ¢; (P) = P.D.[w] and ¢3(P)[X] = k. An explicit construction of this U(/N)-bundle can be given
as follows. Suppose D(w) is a regular neighborhood of w in X whose boundary is denoted by S(w).
Then we can consider a Hermitian line bundle on D(w) which is trivialized on S(W) and its relative
first Chern class is given by the Thom class of the disc bundle D(w). By extending the trivialization
to the complement of D(w), we obtain a Hermitian line bundle L,, where ¢;(L,,) = P.D.[w]. The
direct sum of L, and the trivial bundle C™¥ ! defines a U(N)-bundle Py on X with c2(Ep)[X] = 0 and
c1(Ey) = c1(Ly). Next, fix a U(N)-bundle on the 4-dimensional ball D* which is trivialized on the
boundary and its relative second Chern class is given by kP.D.[pt]. Removing a ball from X\ D(w) and
gluing the above ball gives rise to the same 4-manifold. We can also use the trivializations to glue the
U(N)-bundle on D* to Py and produce a U(N)-bundle P such that ¢;(P) = P.D.[w], c2(P)[X] = k
and the determinant bundle of P is identified with L,,.

A 2-cycle w in a closed 4-manifold is a union of embedded closed surfaces in X. We can apply the
above construction of the previous paragraph to obtain a Hermitian line bundle L,,, for each connected
component w; of w. Then we can replace L,, in the previous paragraph with the tensor product of the line
bundles L,,, and produce a U(NV)-bundle P with ¢;(P) = P.D.[w] and c2(P)[X] = k. The topological

energy of P is defined to be:
. N -1
K= o Wow

Thus the bundle P is determined by the pair (x,w) up to a canonical isomorphism. We say a closed
2-cycle w in X is coprime to [V, if there is an embedded oriented surface > — X such that the intersection
number w - Y is coprime to V.

Suppose P is a U(NN)-bundle on a closed 4-manifold determined by a pair (x,w). Fix an integer [ > 3
and an arbitrary smooth connection By on L,,. Let A, (X, w) be the space of L12 connections on P whose

10



induced connections on det(P) = L,, is equal to By. If su(P) is the bundle associated to the conjugation
action of U(XV) on the Lie algebra su(/N) of SU(N), then A, (X, w) is an affine space modeled on the
Banach space L7 (X, su(P) ® A'). We will also write G,,(X, w) for the space of L7, ; automorphisms of
P whose fiber-wise determinant is equal to 1. Then G, (X, w) forms a Banach Lie group with Lie algebra
L?.,(X,su(P)). This Lie group acts on A, (X, w), and the quotient space is denoted by B, (X, w). We
will write [A] for an element of B, (X, w), represented by a connection A. The center of the Lie group
U(N) induces a finite subgroup of G,.(X, w). If this subgroup is the stabilizer of a connection A, then A
is an irreducible connection. Otherwise, the connection A is called reducible. The space of irreducible

connections on P are denoted by A% (X, w), and we will write B} (X, w) for the quotient space.

Fix a Riemannian metric on X and let * denote the associated Hodge operator on differential forms
of X. Then = defines an involution on the space of 2-forms on X, and 2-forms in the 1-eigenspace
(respectively, (—1)-eigenspace) are called self-dual (respectively, anti-self-dual). A connection A €
A (X, w) is anti-self-dual if it satisfies the following equation:

Ff(A) =0 2.1)

where Fyy(A) denotes the projection of the curvature of A to the space su(P), and F, (A) is the self-dual
part of Fp(A). In another word, the connection induced by A on the associated PU(/V)-bundle to P has
anti-self-dual curvature. The equation (2.1) is invariant with respect to the action of G, (X, w) and the
quotient space of ASD connections is denoted by M, (X, w).

The local behavior of the moduli space M, (X, w) around an element [ A] is governed by the following
elliptic complex, denoted by D 4:

+
L7, 1 (X, su(P)) da, L} (X, su(P)®A') a, L} (X, su(P)@A™) (2.2)

where A+ denotes the bundle of self-dual forms on X. The i*" cohomology group of this complex is
denoted by H',. The connection A is irreducible if and only if HY is trivial. We say A is regular, if
H?(A) is trivial. If A is an irreducible and regular ASD connection, then in a neighborhood of [A], the
moduli space is a smooth manifold of the same dimension as H}k. In this case, the dimension of H}X is
given explicitly by the following formula:

X(X) +0(X)

5 (2.3)

4Nk — (N? = 1)

In general, the index of the elliptic complex D 4 is given by (2.3).

The ASD equation (2.1) can be perturbed by changing the metric on X. Holonomy perturbations
determine another useful family of perturbations of the ASD equations [18, 81, 29, 21, 57, 61]. By abuse
of notation, a solution of the perturbation of the ASD equation by a holonomy perturbation is still called
an ASD connection, and the moduli space of the solutions of the perturbed equation is still denoted by
M,(X,w). Suppose w is coprime to N and b (X) > 1. Then for a generic choice of the metric on X
and a small holonomy perturbation the moduli space M, (X, w) consists of only irreducible and regular
connections [57]. Therefore, the moduli space is a smooth manifold whose dimension is given in (2.3).
This manifold is also orientable and in the case that N is odd [57], a canonical choice of an orientation can

11



be fixed. If NV is even, to fix an orientation of the moduli space, we need an orientation of the determinant
line of the following elliptic operator:

d* @d*: L}(X,AY) — L} (X, AY) @ L} (X)

Such an orientation of the determinant line is called a homology orientation of X. The U(NN)-polynomial
invariants of X are given by integrating appropriate cohomology classes on M (X, w).

The pull-back of P to the product space A, (X, w) x X admits an action of G, (X, w) which lifts the
obvious action on the base. The quotient space defines a PU(N)-bundle P over B} (X, w) x X, called
the universal bundle associated to P. In general, P cannot be lifted to an SU(/V)-bundle. However, we
can define Chern classes of P as rational cohomology classes of B(X,w) x X, because the rational
cohomology groups of the classifying spaces BPU(/N) and BSU(V) are isomorphic. With a slight abuse
of notation, we will denote the i*" Chern class of IP with ¢;(IP) for 2 < i < N.

The slant product of the Chern classes of the universal bundle and the homology classes of X gives rise
to cohomology classes of B (X, w). This construction can be used to define an algebra homomorphism:

p AN S B (BE(X, w). 2.4)
where (i is the unique algebra homomorphism that satisfies the following property:

plagy) = (=1)" ¢ (P)/a. (2.5)

Our convention for the definition of y slightly differs from that of [14] where (—1)" does not appear in
the definition of ().

Let the 2-cycle w be coprime to IV, and arrange a metric and a small holonomy perturbation such
that the resulting moduli space consists of irreducible and regular points. We will temporarily write
M (X, w, my) for the moduli space to emphasize the dependence on 7, denoting the metric and the
holonomy perturbation. If N is even, fix a homology orientation for X. Then M, (X, w, ) can be
canonically oriented. Let d = dim(M,.(X,w,m)), and fix z € A(X)®N=1) such that deg(z) = d. If
the moduli space M (X, w, mp) is compact, then we can evaluate (z) with respect to the fundamental
class of M, (X, w,m) and obtain a number D%ka(z). (Recall that & is the second Chern number of
P.) We wish to show that this number does not depend on 7, the metric and the holonomy perturbation.
Suppose 71 is another choice of a metric and a small holonomy perturbation avoiding reducible and
irregular points. If b*(X) > 2, then we can find a path {7 }o<;<1 of metrics and small holonomy
perturbations such that the 1-parameter family of moduli spaces:

UMe(X,w,m0) (2.6)
t

is a smooth manifold of dimension d + 1. Since the class p(z) can be pulled back to (2.6), Stokes theorem
implies that mg and 7y give rise to the same number D% w k(z), assuming (2.6) is also compact. However,
M (X, w,my) and the 1-parameter family of moduli si)a{ces are not compact in general and we need to
pursue a geometric approach to define the evaluation of y(z) on M, (X, w, 7).

Uhlenbeck compactification of the moduli space M, (X, w) compensates for the non-compactness
of this space. Suppose {[A,]} is a sequence of the elements of M, (X, w). Then there is a multi-set
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x of m points in X, and a connection Ay, € M., (X, w) such that, after passing to a subsequence,
(hn)«(Ay,) is LY-convergent to Ao, on X \x for any given real number p [57, Proposition 11]. Here h,, is
an isomorphism from the U(/N)-bundle carrying A,, to the U(N)-bundle carrying A, which is defined
only on X\x and its determinant does not depend on n.

Another key input is that IP can be replaced with a Hermitian vector bundle [14]. Consider the standard
representation of SU(N) on C¥. The tensor product SU(NN)-space (C™V)®" induces a representation
of the group PU(N). Therefore, we can associate a vector bundle E of rank NV to P. We call E the
universal complex vector bundle. The Chern class ¢;(IP) can be written as a polynomial in terms of Chern
classes ¢;(E) for 2 < j < i. For example, c2(PP) is equal to N}iNCQ(E). Therefore, it suffices to define

DY . .(2) for the elements » € A(X)®NV=1Y that:
p(z) = ciy(B)/ar - ... - i, (E)/am 2<i; <N. 2.7

In order to define this polynomial invariant, let 3J; be a submanifold of codimension at least 2 which
represents the homology class «;.

The Chern classes of a vector bundle V' of rank r over a manifold M can be represented by stratified
subspaces of M. The vector bundle Hom(C"~*1, V) is stratified by rank. If s is a generic section of V,
then:

N; :={x e M | rank(s(z)) <r —i} (2.8)

is a stratified subspace of M with strata of even codimension. Therefore, the fundamental class of N;
determines a well-defined homology class, which is the Poincaré dual of ¢;(V').

In order to define DY, (2) for z in (2.7), fix an open neighborhood v/(X;) of the submanifold 3;
such that the inclusion of this open set in X induces a surjective map of fundamental groups. The unique
continuation theorem implies that if the holonomy perturbation in the definition of M, (X, w) is small
enough, then the restriction of any element of this moduli space to v(X;) is irreducible [57]. We also
assume that v(X;) and v(X) intersect only if ¥; and X}, are embedded surfaces and each point of
X lie on at most two such open neighborhoods. Analogous to [E, we can form a vector bundle E; of
rank N on B*(v(2;)) x v(¥;). In order to produce a representative for ¢;, (E;), we form the bundle

Hom(CNN_iiJfl7 [E;), and form a subspace V;; (3;) of B*(v(¥;)) x v(X;) as in (2.8).

The vector bundles E and E; are related to each other. The pull back of [E; with respect to the
restriction map r; : M (X, w) x ¥; — B*(v(X;)) x v(¥;) is the restriction of the bundle E. This
suggests that D% w.1: (%) can be defined as the signed count of the points in the following cut-down moduli
space:

N (X, w; 2) = {([A], 21, ..., Tm) € Me(X,w) x 1 x -+ x B, | rj([A],x;) € Vij(Ej)}

For a generic choice of V;,(X;), N (X, w; 2) is a compact 0-dimensional space, and the orientation of
M (X, w) fixes a sign on each point on this space [57, 14]. The compactness of the cut-down moduli
space is a consequence of Uhlenbeck compactification using a standard counting argument [19, 22, 57, 14].
Counting the points of the cut-down with respect to the associated signs defines a number which only
depends on the homology class of 31, ... %,,, and this dependence for each homology class is linear. If
b™(X) > 2, we can adapt the geometric counting argument to the moduli space (2.6), and show that the
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invariant D)]\g . does not depend on the choice of the metric on X and the holonomy perturbation of the
ASD equation.

There is also a standard trick which allows us to define D% w i 10 the case that w is not coprime to N.
Suppose X denotes the blowup of X at an arbitrary point. Suppose also F is the exceptional sphere of X.
Then the cycle w + E is coprime to /N. In the non-coprime case, define:

(EN)_lz).

D%,w,k(z) = DN (2

Xw+E.k

In the case that w is already coprime, the above definition turns into an identity which is proved in [57].

The invariant D%w, ,.(2) is defined to be zero if deg(z) is not equal to the dimension of M, (X, w).
For a fixed 2-cycle w in X, the moduli spaces of ASD connections appear in different dimensions whose
values mod 4N are constant. We use (1.2) to define DY (2), which is called the U(N)-polynomial
invariant of (X, w) evaluated at z. This number is non-zero only if:

X(X) +o(X)

5 mod 4N

deg(z) =2(N + D)w-w — (N? = 1)
In particular, if NV is an odd integer, the invariant DY  (z) vanishes for the classes z that deg(z) is not
divisible by 4.

There are relationships among the polynomial invariants of X associated to different 2-cycles. If w
and w’ are two 2-cycles in X, then:

DY yinw (2) = (=1)* DY (). (2.9)

where c is zero if N is odd or divisible by 4, and is equal to 1 if N is 2 mod 4. The invariants associated
to the 2-cycles w and the same 2-cycle with the reverse orientation, denoted by —w, are also related. As it
is explained in [57], there is a diffeomorphism from M, (X, w) to M, (X, —w). This diffeomorphism is
orientation preserving if NV is odd, and change the orientation by the factor of (—1)*"* if N is even. The
diffeomorphism lifts to an anti-linear isomorphism of the universal complex vector bundles. Therefore,
we have:

DY () = (~)N"Vw DY | (7(2)). (2.10)

where 7 : A(X)®V=D — A(X)®(=1 s the algebra homomorphism that maps (. to (—1)" ey,

Suppose I'2, ..., TN are elements of Ho(X) and z € A(X)®™ =1, To avoid the convergence issue,

2 soe N . . . . . .
we define D% w(zer(2>+ MY )) in a slightly different way in compare to the introduction:

Dixul(2(I%)% ... (DN, )Y

il !

2 L ..4TN ; ;
DY, (et ) = ) o

2 7N .
where ; is a formal variable. Therefore, the U(N)-series DY w(zeF<2>+ R )) is an element of the

ring of formal power series C[[to, ..., tx]. We can also define an element of C[[t2,. .., ty] for linear
functionals fa, ..., fx : H2(X) — C and a a power series g(z) = >, bix':
0
g(f2(T%) + -+ fN(TY)) 1= D bi(fo(T2)ta + - + v (TV)tn)’ (2.11)
i=0
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We use a similar convention in the case that f; are homogeneous polynomials of higher degree (eg. the
intersection form Q). These conventions allow us to rephrase Theorems 1, 2 and 3 in terms of the identities
of the elements of C[[t2, 3]

Remark 2.12. Suppose X is a 4-manifold with b*(X) = 1. For a generic metric and for small holonomy
perturbations the moduli spaces M (X, w) contains only irreducible connections. For each such choice
of metric, we can apply the construction of this section to define a U(NV)-polynomial invariant D%w.
However, this polynomial invariant depends on the choice of the metric, because a 1-parameter family
of moduli spaces as in (2.6) might have reducible connections. As a result, the space of metrics on X
can be divided into chambers, such that D%w is constant only inside the interior of each chamber. Such
polynomial invariants have been studied for N = 2 in [52, 53].

2.2 Cylindrical Ends and Moduli Spaces

One of the important themes of this article is the interplay between gauge theory on 3-manifolds and
4-manifolds. One can see the interaction by considering the analogues of the geometrical objects from the
previous subsection on 4-manifolds with boundary. Suppose W' is a 4-manifold with boundary Y, and fix
a metric which is a product metric in a collar neighborhood of Y. A smooth 2-cycle in W is a properly
embedded 2-dimension submanifold of . A 2-cycle w in W is a union of smooth 2-cycles in W whose
boundary determines a smooth 1-manifold v Y. We will say that the boundary of the pair (W, w) is
the pair (Y, ~). We also form a pair of non-compact manifolds (W, w™) by adding the cylindrical ends
[0,00) x Y and [0,00) x to W and w.

As in the previous part, we can associate a U(N)-bundle @) to the pair (Y, ). This U(N)-bundle
is trivialized on the complement of a regular neighborhood D(+y) of +, and its relative first Chern class
on D(v) is given by the Thom class. We will also write L., for the determinant bundle of (). Similar
to the 4-dimensional case, let B(Y,y) be the space of equivalence classes of connections on ) whose
determinants are equal to a fixed connection on L. Given a € B(Y, ), the stabilizer of a connection
representing « is denoted by I',. The element « is irreducible if T',, is equal to the center of SU(NN). The
bundle ) can be extended to a U(V)-bundle P on W using the 2-cycle w. The bundle P also determines
a U(NV)-bundle on W in an obvious way which will be also denoted by P.

Fix an element « € B(Y, ), and let A and A; be two connections on P whose restrictions to the end
[0,00) x Y are the pull-back of representatives of «. Then we say Ay and A; represent the same path,
if there is an automorphism g of P with determinant 1 such that g*(A;) — Ag is a compactly supported
1-form. The equivalence class of a connection under this equivalence relation is called a path along
(W, w) based at . The topological energy of a path p represented by a connection A is defined by the
following Chern-Weil integral:

h(p) = —

" 16N 72 fWJr tr(ad(F(4)) » ad(F(4)))

Here ad(F'(A)) is regarded as a 2-form with coefficients in End(su(P)). The product A in the integrand
is induced by the wedge product of differential forms and composition of the elements of End(su(P)).
The above integral is independent of the chosen connection A and only depends on p. The constant in
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front of the integral is chosen such that if p is replaced by another path p’ based at «, then the energy
changes by an integer.

An important special case for us is the cylinder manifold W = [0, 1] x Y. Fix connections «, /3 €
B(Y,~) and let p be a path along ([0, 1] x Y, [0, 1] x v) based at v and 5 on {0} x Y on {1} x Y. Then p
induces a path, in the ordinary sense, from « to 3 in B(Y, ). The topological energy of the path p defines
a number which its value, up to an integer, depends only on « and 3. Therefore, we can fix 3y € B(Y,~)
and define a functional CS : B(Y,~) — R/Z, called the Chern-Simon functional, where CS(«) is equal
to the topological energy of any path from « to 5. Since Jy is chosen arbitrarily, CS is well-defined only
up to a constant. But in the case that v is empty, the trivial connection © gives a canonical choice of .
Critical points of the Chern-Simons functional are represented by connections A on () such that:

Fo(A) = 0.

A critical point « € B(Y, ) is called non-degenerate if the Hessian of the Chern-Simons functional is
non-degenerate at c.

Suppose « is a non-degenerate critical point of the Chern-Simons function. Suppose also Ag is a
connection on W that represents a path p based at . Then A, (W, w; «) is the following space of
connections:

A,(Ww;a) :={Ap+a|ac Lﬁé(VV,su(P) ® AN}
where [ > 3, § is a small positive number, and the weighted Sobolev space Li s(W,su(P)) is defined

as follows. Let ¢ be a function on W™ that agrees with the cylindrical coordinate on the end of W ™.
For a vector bundle E on W and a positive constant J, the Banach space Ll2 s(W, E) is defined as

e ' L2(W*, E). Suppose G, (W, w; ) is also defined as:
Gp(W,w; ) := {g € Aut(P) | det(g) =1, V4,9 € L%(VV, su(P) @ Ah)}.

Then G,(W, w; ) is a Banach Lie group. This group acts on A, (W, w; ) and the quotient space is
denoted by B, (W, w; ). The space of the elements [A] € B,(W, w; ), that ;" (4) = 0, forms the
moduli space of ASD connections associated to the path p. This moduli space is denoted by M, (W, w; ).

It is useful to form a framed version of the moduli space of the ASD equations. Any gauge transforma-
tion in G, (W, w; @) is asymptotic to an element of I',. Define the framed gauge group QS(W, w; ) to be
the subspace of the elements of gg (W, w; o) which are asymptotic to the trivial element of I',. The framed
gauge group is also a Banach Lie group and its Lie algebra can be identified with L? 1,5 (Wosu(P)). We

write gp(I/V, w; ) for the quotient of A, (W, w; o) with respect to the action of gg (W, w; a). The set of
the elements of gp(I/V, w; o) which satisfy the ASD equation is called the framed (or based) moduli space
of ASD connections associated to p and is denoted by M,(W, w; cv).

There is an important relationship between the ASD equation and the Chern-Simons functional. We
can define an inner product on B(Y,, 7) using the following expression

(a,b) i —MLWQ L tr(ad(a) A +ad(d)  a,be QY. su(P))
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where tr is defined using the trace on End(su(N)). Suppose {a(t)}sc[0,1] is a path in B(Y, ). This path
defines a trajectory of the downward gradient flow of CS with respect to the above metric if it satisfies the
following equation:

da(t)

dt

The path {«(¢)} determines a connection A, in temporal gauge, on [0, 1] x Y, and (2.13) is equivalent
to the ASD equation F;;” (A) = 0. This relationship between the ASD equation and the Chern-Simons
functional allows us to conclude from non-degeneracy of the critical points of CS that the moduli spaces

~

My, (W, w; a) are analytically well-behaved.

= — = Fy(alt)). (2.13)

The local behavior of the framed moduli space /%(W w; o) around an element [A] is modeled by
the following elliptic complex:

da

+
L2, 5(W,su(P)) <2 L25(W, AL @ su(P)) —2 L2, 5(W, A* @ su(P)) (2.14)

This complex is Fredholm and its homology groups are denoted by Hg, H }‘ and Hfl. Then Hg =0,
and the element [A] is called regular, if H? is also trivial. In this case, MP(VV, w; ) is smooth in a
neighborhood of A, and H}‘ gives a model for the tangent space of the framed moduli space at [A].
Therefore, the index of the above complex for a (not necessarily regular) ASD connection A is called the
expected dimension of MP(VV, w; o) and is denoted by dime(ﬂp(W, w; @)).

We slightly generalize above discussion to include the case of 4-dimensional cobordisms. A cobordism
W Yy — Y is a 4-manifold with boundary Yo [ [Yi. We also assume that a 2-cycle w : yg — 1 in W
is given, and P is the associated U(V)-bundle. Suppose also ag and « are flat connections on Y{ and Y7,
and p is a path along (W, w) from oy to ;. As before, we assume that oy and «; are non-degenerate. In
this case, W, B, (W, w; ag, ov1) and M, (W, w; o, g ) are defined as in the previous case by regarding
W as a 4-manifold with boundary. However, there is an alternative elliptic complex that one can associate
to the elements of M,,(W, w; ag, a1). Suppose W is the Riemannian 4-manifold given by adding
cylindrical ends to . In this case, we identify the cylindrical end corresponding to the incoming end
with (—o0, 0] x Yj. As in the previous case, suppose ¢ is a function on W that agrees with the cylindrical
coordinates on the ends and define L? ;(W, E)). Therefore, an element of L} ;(W, E) is allowed to have
exponential growth on the incoming end and it is forced to have an exponentia71 decay on the outgoing end.
For [A] € B, (W, w; ag, v1), the ASD operator D 4 is defined as follows:

a4y @ d 2 L5(W, A @ su(P)) — LE, 5(W, (A @ A™) @ su(P)) (2.15)

The operator D4 is elliptic, and the excision property of elliptic operators shows that the index of
D 4 is additive with respect to composition of cobordisms. This index can be computed explicitly using
Aiyah-Patodi-Singer index theorem [82, 69]:

i hY (K, adai) ~ Pada, (}/z)
2

index(Dy4) = 4Nk (p) — (N? — 1)X(W);(’(W) + Y (-1
1=0,1

(2.16)

where h°(Y;;ad,,) denotes the dimension of H°(Y;;ad,,). Moreover, for a flat connection a on a
vector bundle V' over Y, p, is Atiyah-Patodi-Singer p-invariant of a [4]. As an example, let x; be a
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U(1)-connection on L(a, b) whose holonomy around the standard generator of 71(L(a, b)) is equal to

27i
e a . Then it is shown in [4] that:

a—1 .
o, (00, ) = == 3" cot(Z2) cot(20) sim2 (7 2.17)
k=1

a ~ a a a

Suppose a 4-manifold W' is regarded as a cobordism from the empty 3-manifold to the boundary of V.
Then dim, (M, (W, w; «)) is equal to index(Dy4) + h%(a) where A is a connection that represents the
path p.

In the case of a cylinder [0, 1] x Y, the ASD operator can be used to define a relative Z /4N Z-grading
on critical points of the Chern-Simons functional associated to a pair (Y, ). Fix an arbitrary critical point
Bo of CS, and let o be another critical point of CS. Let the connection A represent an arbitrary path p
from « to By. Then the Floer grading of «, denoted by deg(«), is defined to be index(D,4) mod 4N .
Since the choice of [y is arbitrary, this grading only gives rise to a relative Z /4N Z-grading. In the case
that  is empty, we can make this grading absolute by requiring Sy = ©. In this case, we can invoke the
index formula (2.16) to compute deg(«) as follows:

N’ =1 WO(Y3ada) = o (V)

deg(ar) = 4N - CS(a) — 5 5

mod 4N (2.18)

Analogous to the case of closed 4-manifolds, we can avoid non-regular points in M, (W, w; «)
by perturbing the ASD equation. Suppose « is irreducible and non-degenerate. Then there are small
holonomy perturbations of the ASD equation, supported in [0,1] x Y < W, such that the resulting
moduli spaces consist of regular points [61]. Alternatively, if b*(X) > 2 and w is coprime to N, then
we can arrange for a small perturbation of the ASD equation such that the moduli spaces M ,(W, w; a),
for arbitrary o and p with x(p) bounded, are regular [57]. In the case that M, (W, w; o) consists of only
regular points, it is an orientable smooth manifold.

In general, the critical points of the Chern-Simons functional might not be non-degenerate. Suppose
that all critical points of the Chern-Simons functional associate to a pair (Y, ~y) are irreducible. Then, CS
can be also perturbed by appropriate perturbations such that the critical points of the resulting functional
are irreducible and non-degenerate [61, Proposition 3.10]. The family of perturbations that is used in [61]
are also defined in terms of the holonomies of connections on Y. Suppose CS,; is such a perturbation
of CS by a small holonomy perturbation and « is a critical point of CS;. Suppose also (W, w) is a pair
whose boundary is equal to (Y, ). The negative-gradient flow line of CS;; determines a perturbation of
the ASD equation on the end [0, 0) x Y of W ™. This perturbation can be extended to W such that
the corresponding moduli space contains only regular points [61]. As in the previous case, the elliptic
operator (2.15), can be used to study the local behavior of the moduli spaces. In particular, in the case of a
cylinder, index of D4 can be used to define a relative Z/4 N Z-grading on the critical points of CS;.

2.3 Non-vanishing Theorem for Algebraic Surfaces

For a complex projective surface, the moduli spaces of ASD connections can be identified with the moduli
spaces of stable bundles with the fixed determinant [17]. Stable bundles have been studied extensively
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using various techniques in algebraic geometry. Thus one can use algebro-geometric methods to extract
information about the polynomial invariants of a complex projective surface. For example, the following
theorem about non-vanishing of U(N)-polynomial invariants of algebraic surfaces is a generalization of
Donaldson’s celebrated theorem about U(2)-invariants [19, 22]:

Theorem 2.19. Suppose X is a complex projective surface with positive geometric genus, h is a hyper-
plane class (or equivalently a very ample class), and w is a 2-cycle representing cy of a holomorphic line
bundle L. Suppose also w is coprime to N. Then:

D%,w(h(é)) >0
when d is large enough and

X(X) +0(X)
4

d=(N+1w-w— (N*—-1) mod 2N

Proof. Let MY (X, L) be the moduli space of stable bundles with rank N, determinant L, and energy &.
We firstly review the proof of the non-vanishing theorem in the rank 2 case. In this case, the key idea is to
find a projective embedding of M2(X, L) and then interpret the polynomial invariant D% w(h‘(iz)) as a

multiple of the degree of the moduli space. The main steps of the proof can be summarized as follows:

1. Suppose C is an algebraic curve and N'(C, d) is the moduli space of stable bundles of rank 2 and
degree d on C. Then there is a projective embedding of N'(C, d) into a projective space P (W) [38].
Moreover, this projective embedding is given by the sections of a large power £? of the determinant
line bundle over N'(C, d) [22].

2. For any stable bundle £ € M?2(X, L), there is py such that if C = X is a generic curve in the
linear system |O(p)|, for p = po, then the restriction of £ to C is also stable [68]. Using this
result together with the fact that moduli space M2(X, L) has finite type, we can find a projective
embedding J : M2(X,L) — P(V). This embedding is given by restricting the elements of
M?2(X, L) to finitely many curves in the linear system |O(p)| and applying Gieseker embedding
from the previous part.

3. For k large enough, the moduli space M?2(X, £) is not empty [80, 39].

4. The dimension of the irregular part of M2 (X, £) is strictly smaller than the virtual dimension of
the moduli space, when « is large enough [19].

By combining these facts, it can be shown that the map J can be chosen such that the degree of the
quasi-projective variety J (M (X, I)) is equal to:

KdD%,w(h?Q))

for an appropriate integer K, and for a large enough d. Therefore, the invariant D%w (h‘é)) is positive.
This proof can be generalized to the case that N > 2. Steps 1 and 2 are proved for an arbitrary rank in the
references mentioned above. The generalization of the the third step to the higher rank case is given in
[64]. The higher rank version of the fourth fact is also proved in [40]. Then the same arguments as in
[19, 22] can be used to realize D%w(hé)) as a multiple of the degree of a quasi-projective variety, which
verifies the claim in Theorem 2.19. O
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Remark 2.20. In Theorem 2.19, we assume that X is a projective surface. But a similar non-vanishing
theorem can be formulated for any Kéhler surface, because Kéhler surfaces can be deformed into projective
surfaces [51] and the U(N)-polynomial invariants only depend on the smooth structure.

2.4 Negative Embedded Spheres

Motivated by [77], Fintushel and Stern used embedded 2-spheres with negative self-intersection to study
polynomial invariants of a 4-manifold X [28, 27] (See also [84]). The same idea is exploited in [14] to
obtain information about the properties of the polynomial invariants associated to higher rank bundles.
Suppose 7 is an embedded sphere in a 4-manifold X which has self-intersection —2. Fix a 2-cycle w
withw - 7 = 0, and 2z € A((7)")®2. In general, A(V) for a vector subspace V' < Hj(X) denotes the
sub-algebra Sym* (Hy(X) @ V) ® A*(H (X)), and {7)" is the subspace of Hy(X) consisting of the
homology classes orthogonal to 7. The following formulas about the U(3)-polynomial invariants of X
are proved in [14]:

(Cl) D:)s(,w(T(22)Z> = _2D§(,w+7(z)

(02) D?X,w (7—(42)2) = _4D§(,w (a27(22) Z) - 3D§(,w (7(23)2)

(Cg) Dﬁ(’w(Té)T(g)Z) = —3D§(7w(a37(22)z) — D§(7w(a27'(2)7'(3)2)

By a similar approach, we shall prove the following proposition in Subsection 6.2:

Proposition 2.21. Suppose X is a smooth 4-manifold with b+ (X) > 2 and w is a 2-cycle. Suppose also
o is an embedded sphere with self-intersection —3 and z € A({o)")®2.

(i) If w- o0 =1 mod 3, then there is a constant number c such that:
3 3 3 o 3
DX,w((_ia(S) ~ 5% ~ az)z) = Dy o (2).
(ii) If w- 0 = 2 mod 3, then for the same constant c as above:
3 3 3

D%(,w((ig(J) - 50(22) - GQ)Z) = CDX,w+J(Z)'

(iii) If w- o0 = 0 mod 3, then the following two formulas hold:

Dﬁ(’w((aé) + 4@20(22) + 30(23))2) =0 Di’w((a?z)a(g) + 3a30(22) + a20(2)0(3))2) =0

In Subsection 4.2, we will show that the constant c in the statement of this proposition is equal to —3.
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2.5 Blowup Formula for 4-manifolds with Simple Type

In this subsection, we review the properties of U(3)-polynomial invariants of blown up 4-manifolds.
This part has the same theme as the previous subsection, because the exceptional divisor of a blown up
4-manifold gives rise to a (—1)-sphere. We start with an exposition of the main result in Culler’s thesis
[14]. Given a 4-manifold X, let X denote the blow up of X at one point, which is diffeomorphic to the
4-manifold X #@2. We will also denote the exceptional sphere in X with E. If wis a 2-cycle in X,
then it induces a 2-cycle in X which will be also denoted by w. Similarly, we can regard A(X) as asub
algebra of A(X).

Proposition 2.22. Suppose w is a 2-cycle in X and z € A(X)®2. For 0 <i < 2and 0 < j < 1, the
invariant Dizw(E&)Eé)z) is equal to D%Qw(z) ifi = j = 0and it is zero otherwise. The invariant

D§(7w+E(E(3)z) is equal to D%(,w (2). For 0 < i <5, the invariant D§7w+E(Ef2)z) is equal to:
0, if i=0,1,3;
Dl (). ifi=2

—D?}(’w(agz), ifi=4;
D% ,(azz),  ifi=5.

Proof. As we mentioned in Subsection 2.1, the identity Df’;{ ot E(E(22)z) = Dﬁ(’w (z) is proved in [57].
The other identities can be proved by a similar method. (See’ Proposition 62 in [14] and the succeeding
discussion.) ]

According to this proposition, some of the polynomial invariants of X are determined by the invariants
of X. The following theorem claims that a similar pattern holds for all invariants of X. This theorem is
essentially proved in [14]. We just slightly expand the results of this thesis using the same methods:

Theorem 2.23. Suppose w is a 2-cycle in X and z € A(X)®?. For non-negative integers i and j, there
are polynomials B ;, S; ; € Qlasa, as] which are independent of X, w, z, and they satisfy the following
identities: o
D?(’w (eE(2> TP Z) = D%(,w (Z Z Bi,j (a27 a3)tz2t?5)
1,J
and

D% o @t Ew2) = DY (2D S 5(az, a3)t583).
i’j

Moreover, B := Z” B; j(as, a3)tét§ and S := Z” S j(asz, ag)tétg, as power series in the variables to
and t3 with coefficients in the polynomial ring of as, as, are uniquely determined by the initial values
given in Proposition 2.22 and the following four PDEs:

BQQB - B2B2 =—-Sor- S, 5225 - SQSQ =-Sor- B, (224)

B2222B — 4322232 + 3B22B22 = —4&2(3223 — BQBQ) — 3(B3gB — Bng) (2.25)
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and
B9993B — 3B223By — B299 B3 + 3B23B23 =

= —303(3223 — BQBQ) — (Lg(BQgB — Bng). (226)

Here T maps (ta,t3) to (—ta, —t3). The subscript 2 means taking partial derivative with respect to 2 and
the subscript 3 should be interpreted similarly.

Using (2.10), the power series S can be used to compute the invariant of D3 X w—E-

Sketch of the proof. The main tool is a trick that due to Fintushel and Stern [28]. Suppose E and E’ are the
two exceptional spheres in X #2@2. Then the homology class £ — E’ is represented by a (—2)-sphere.
Suppose C},; (respectively, C,’C 1) is the identity that is given by applying (C1) from Subsection 2.4 to
w (respectively, w + E + E') and Z := (E + F’ )( )(E + B! (3)% Similarly, we can derive identities
Cy and Ck,l by applying (C2) and (C3) to w and Z as above. These identities can be used to prove the
existence of B; ; and S; ; inductively. To be a bit more detailed, firstly one shows the existence of By, o
and Sy, o inductively using the initial values in Proposition 2.22, CA’k70 and 6’;6’0 [14, Proposition 69]. Then
another inductive argument with the aid of identities ékl, Cv'kvl and Proposition 2.22 shows the existence
of By [14, Proposition 73]. Finally, ék s CA‘/{€ N the initial values of Proposition 2.22 and the fact that Sp 1
is non-zero imply the existence of S, ; in an inductive way. After proving the existence of the polynomials

By, ; and S}, the identities Ck I C’k o C %, and C’k ; can be used to write four differential equations for B
and S which are given in (2.24), (2.25) and (2.23). The existence proof shows that these PDEs and the
initial values are enough to uniquely determine B and S. U

In general, computing the exact form of the power series B and S (equivalently, solving the PDEs
in the statement of Theorem 2.23) is not straightforward. In the following corollary, we show that for
4-manifolds with simple type, the blow up formula has a simple form:

Theorem 2.27. Suppose (X, w) is a pair of a 4-manifold and a 2-cycle such that X has w-simple type.
Suppose also X is the blowup of X at one point and F is the exceptional class. Then there are power
series b(ta,t3), s(to,t3) € Q[[ta, t3]] such that:

ﬁf( w(eE<2)+E(3)z) = ﬁX,w(Z)b(tz, t3) (2.28)

)

and

f)X,w+E(eE<2)+E(3>Z> = Dxu(2)s(t2, t3) (2.29)

for z € A(X)®2. The power series b and s are given by the following formulas:

b(ta, ts) — %e—%“t% [cosh(v/3ts) + 2 cos(v/3t3)], (2.30)
s(ta, t3) = %e*%“% [cosh(v/3t2) — cos(v/3t3) + V/3sin(v/3t3)]. (2.31)
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Formula (2.30) for the power series b(t2, t3) was previously found by means of quantum field theory
arguments in [24, Formula 6.22]. When comparing the formulas here and in [24], the reader should note
that ¢3 needs to be replaced with it3 because of different conventions in the definition of the y map.

Proof. Evaluating B and S of Theorem 2.23 at as = 3 and a3 = 0 produces b and s with the required
property. These power series satisfy equations (2.24), (2.25) and (2.23) where as and a3 in the latter two
equations are replaced with 3 and 0. In fact, the same proof as the existence proof in Theorem 2.23 shows
that b and s are uniquely determined by these equations and the initial vales in Proposition 2.22 (with ag
and a3 replaced by 3 and 0). The power series (2.30) and (2.31) satisfy the required conditions. Therefore,
they are equal to b and s. O

Remark 2.32. Identity (2.10) implies that:

Dy, p(eP@+Pe2) = Dx (2)s(ta, —t3) (2.33)

3 Floer Homologies for Closed 3-manifolds

3.1 Admissible Pairs

A pair (Y, ) of a connected closed 3-manifold and an embedded oriented 1-manifold is N-admissible if
there is an embedded oriented surface 3 in Y such that the integer X -  is coprime to IN. Suppose () is the
U(N)-bundle associated to the pair (Y, ). The admissibility of (Y, ~y) is what is called the non-integral
condition for the U(V)-bundle () in [61]. In particular, we can use the construction of [61] and associate
the instanton Floer homology group 1Y (Y, ~) to an N-admissible pair (Y, ). Instanton Floer homology
can be lifted to a functor from a cobordism category COB4 to a certain category of vector spaces.

An object of the category COBy is an /N-admissible pair. A morphism from a pair (Yp, 7o) to another
pair (Y1,71) is a triple (W, w, z) where W : Yy — Y; is a cobordism, w : 79 — 71 is a 2-cycle, and
z e A(W)®WN=1)_ The composition of two morphisms:

(W,w, z) : (Yo,70) — (Y1,7) (W', 2') - (Yi,m) — (Y2, 72)

isequal to (W' o W, w' ow, 2’ - 2).

Suppose VECTOR,, is the category of relatively Z/nZ-graded vector spaces over C. An object of this
category is a vector space V' with a direct sum decomposition:

V-®Y,

jedJ

where Z/nZ acts transitively and freely on J. A morphism in this category from V' = @ e Vi to
V' =@,y Vj is a complex linear map f : V' — V' such that f maps each V; to a summand V,;(j) of
V' such that h(j + k) = h(j) + k. Let P-VECTOR,, be the category that has the same objects as VECTOR,,.
A morphism in P-VECTOR,, is a vector space homomorphism as above which is well-defined only up to a

sign. Instanton Floer homology gives a functor I2 : COB,y — P-VECTORyy.
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Remark 3.1. The invariant constructed in [61] is more general than the one we described here. In [61], a
version of instanton Floer homology is constructed for a triple (Y, , K) where K is a link in Y and ~
determines a U(V)-bundle on Y that satisfies a certain non-integral condition. We need to consider only
the case that K is the empty link. On the other hand, in [61], the cobordism maps I (W, w, z) are defined
only in the case that z = 1. The more general case, is a straightforward generalization and is reviewed
below.

For an N-admissible pair (Y, ), the vector space IY¥ (Y, ) is defined by applying Morse homological
methods to the Chern-Simons functional CS : B(Y,~) — R. The admissibility condition implies that
all critical points of CS are irreducible [61, Proposition 3.1]. Therefore, we can arrange for CS;, a
perturbation of the Chern-Simons functional with a small holonomy perturbation, such that all of its
critical points are irreducible and non-degenerate [61, Proposition 3.10]. Then CS; has finitely many
critical points. Suppose « and /3 are two critical points of CS; and p is a path along ([0, 1] x Y, [0, 1] x 7)
based at cvand 5 on {0} x Y and {1} x Y. We will write M,,(c, ) for the moduli space of the solutions
to the perturbed ASD equation on R x Y associated to the path p. Here the perturbation of the ASD
equation is induced by the perturbation of the Chern-Simons functional, i.e., the elements of M, («, 3)
can be regarded as the downward gradient flow lines of CS,. We can also assume that CS,; is chosen
such that the elements of M,,(c, () for all choices of «, 5 and p are regular [61, Proposition 3.18]. There
is an R-action on M,,(«, ) given by translation along the R-factor. The quotient space is denoted by
Mp(a, B). The dimension formula of the previous section implies that:

)

dim(M,p(c, B)) = deg(ar) — deg(8) —1 mod 4N

Instanton Floer homology of the pair (Y, ) is given by the homology of a chain complex (€7, d)
associated to the functional CS;;.. The vector space €7, is freely generated by the critical points of CS;.
The differential of a generator « of €7 is also defined as:

d(e) == Y, #My(a, B)B (3.2)

pia—f

where the sum is over all paths p that Mp(a, ) is 0-dimensional. These 0-dimensional moduli spaces are
compact and we orient them as in [61, Subsection 3.6]. Then #Mp(a, B) denotes the signed count of the
points in Mp(a, B). We use the Floer grading deg to define a relative Z/4 N Z-grading on €7. Then the
differential d decreases this grading by 1. The relatively Z /4N Z-graded vector space I (Y, ) is defined
to be the homology of the chain complex (€7, d). This homology group is independent of the choice of
the Riemannian metric on Y and the perturbation of the Chern-Simons functional.

Suppose the Chern-Simons functional associated to the pair (Y, ) is Morse-Bott. That is to say, the
set of critical points of CS is a smooth manifold, and the Hessian of CS is invertible only in the normal
direction to the critical manifold. Following the above definition, we need to work with perturbations of
the Chern-Simons functional to define IY (Y, 7). However, one can still derive some information about
IN(Y,~) using the unperturbed Chern-Simons functional:

Proposition 3.3. If the Chern-Simons functional of the pair (Y, ~) is Morse-Bott, then dim(IY (Y, 7)) <
dim (H (crit(CS))).
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Proof. This claim can be verified using the standard spectral sequence that starts from the homology of
the critical manifold of CS and abuts to the instanton Floer homology of (Y, ). U

Suppose (W, w) : (Yo, v0) — (Y1,71) is a cobordism of N-admissible pairs. After fixing Riemannian
metrics on Yy and Y7, we form the non-compact manifold W by adding cylindrical ends to W. Suppose
also a perturbation of the Chern-Simons functional for (Y;, ;) is fixed such that we can form the chain
complex (€%, d) as above. We use a perturbation of the ASD equation on W™ which is compatible
with the chosen perturbations of the Chern-Simons functionals. Given a generator «; of €%’ and a path
p : ag — ag along (W, w), let M (W, w; o, aq) be the moduli space of the corresponding equation.
We can pick a perturbation of the ASD equation on W such that this moduli space is a smooth manifold.
By fixing a homology orientation of W, we can also assume that all such moduli spaces are oriented [61].
Moreover, if M,,(W, w; oy, 1) is O-dimensional, then it is compact.

Define a map €(W, w) : €° — €' by:

CW,w)(ao) == Y, #My(W,w;ag, a1)a (3.4)

p:apg—an

where the sum is over all paths that M, (W, w; ap, a1) is O-dimensional. The term #M,(W, w; ag, o)
is equal to the signed count of the points in M (W, w; ag, ). In fact, (3.4) defines a chain map
and the induced map at the level of homology, I& (W, w, 1) : I¥ (Y, 70) — IY(Y1,71), determines a
morphism of the category P-VECTOR,y. More generally, given z € A(W)®W =1 we can cut down
the moduli space M,,(W, w; o, v1) using z as in subsection (2.1), and construct a smooth submanifold
M, (W, w; o, a1, z) such that:

dim(M (W, w; ag, a1, 2)) = dim (M, (W, w; ag, 1)) — deg(2). (3.5)

To be more precise, M, (W, w; ap, a1, 2) is a linear combination of the spaces whose dimensions are
given by (3.5). Replacing M,,(W, w; ag, 1) in (3.4) with M, (W, w; ag, a1, 2) determines a new chain
map and the associated map at the level of homology is IY (W, w, z) : I¥ (Yy, v0) — I¥(Y7,71). This
map is well-defined, namely, it does not depend on the metric on W, the perturbation of the ASD equation
and the choices involved in the construction of M, (W, w; ap, a1, 2). Because we fix the central part of
connections associated to (W, w), the cobordism maps only depend on the induced PU(N)-bundles. In
particular, if w is replaced with w + nw’, for a closed 2-cycle w’, then the induced PU(N)-bundles are
the same and they determine the same cobordism maps. This property is the analogue of Identity (2.9) for
closed 4-manifolds.

Remark 3.6. A priori it might seem that the cycles in 3-manifolds and 4-dimensional cobordisms only
keep track of the first Chern classes of U(V)-bundles. However, they have strictly more information
than these cohomology classes. For example, an element of H?(Y, Z), for a 3-manifold Y, determines a
U(N)-bundle up to an isomorphism of U(V)-bundles. But an embedded 1-manifold «y in Y determines a
U(N)-bundle up to a canonical isomorphism. (See [60, Section 4] for more details.) As a manifestation of
this issue, suppose cohomology classes « and o’ are given on cobordisms W : Yy — Yiand W' : Y] — Y5
such that the restriction of these classes on Y] agree with each other. Then there might be an ambiguity to
glue these cohomology classes and construct an element of H2(WW’ o W; Z). On the other hand, there
is not such an ambiguity if o and o are represented by embedded surfaces w < W and w’ < W' that
w|Y1 = w/|Y1'
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Remark 3.7. There is not much difficulty in extending the definition of instanton Floer homology to the
case of disconnected 3-manifolds. Suppose Y is a disconnected 3-manifold and v < Y is a 1-cycle.
Then we say (Y, ) is N-admissible if for each connected component Yy of Y, the pair (Yp, v n Yp) is
N-admissible. Then we can repeat the definition analogous to the connected case and construct instanton
Floer homology for the pair (Y, ). This instanton Floer homology can be computed in terms of the
invariants for the connected components:

(Y, y) =1V, ® - @I (Yo, )

Here Y;’s are connected components of Y and ; = v n Y;. It is also possible to define cobordism
maps for a cobordism of pairs (W, w) between two (not necessarily connected) /N-admissible pairs and
zZ € A(W)®(N —1). However, these maps are not as well-behaved with respect to composition as in the
previous case. Consider two triples:

(VV7 w,z) : (%7’70) - (1/1771) (Wlawlaz/) : (leafyl) - (Y2772)'
If Y7 is not connected, what we can say about the cobordism maps is:
W oW, w ow,z-2') =c- I (W, 0, 2') o I (W, w, 2)

for some non-zero constant c. The simplest way to fix this issue about functoriality is to work with a
variation of the category P-VECTOR,4y where the morphisms are well-defined only up to a non-zero scalar.
We follow this approach when it is necessary to work with disconnected 3-manifolds.

Remark 3.8. A slightly unsatisfying point about I%Y is the sign ambiguity in the definition of the cobordism
maps. This issue can be avoided in a strightforward way. In the case that NV is an even number, we need
to change the definition of the category COBy slightly. Let COB, have the same objects as COB,. But a
morphism of this new category is a quadruple (W, w, z, oy’) where W, w and z are as before and oy is a
homology orientation for . Then Iiv can be lifted to a functor Tfkv : COBp — VECTOR4y. The main
point is that initially there is an ambiguity in the orientation of the moduli spaces M, (W, w; o, a1 ) that
appear in the definition of the cobordism maps, and a homology orientation of W fixes this ambiguity. In
the case that N is odd, there is not such ambiguity and one can readily lift IZY to ﬂv : COBj — VECTORyy.

The definition of cobordism maps can be extended to the case that one of the ends is the empty
pair. Suppose X is a 4-manifold with boundary Y and w is a properly embedded surface in X such that
v := 0w = w n'Y. Assume that (Y,) is an N-admissible pair. Given any element z € A(X)®WN -1,
we can form an element DY (z) of IZY (Y, ). This construction is the extension of U(IV)-polynomial
invariants for closed 4-manifolds in the previous section. Alternatively, (X, w, z) can be regarded as
a cobordism from the empty pair to the N-admissible pair (Y,~). Although the empty pair is not
N-admissible, the formula (3.4) can be used to define DY , (2).

Remark 3.9. Given z; € A(X;)®W=1, we can consider the relative elements D%_ w; (2i) € IN(Y, 7).

Each of these relative elements lies in a graded summand of 1Y (Y, ). Therefore, the difference
deg(DY. . (22)) —deg(D%1 w, (#1)) of the relative Z/4N Z-gradings is a well-defined number in Z/4ANZ

Xo2,w2
and is equal to:

2N + 1) — wf) - (w2 - AFLE I RO, ) deg(a)
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Note that the term w? is not well-defined and depends on a framing of the 1-cycle . However, the
difference w3 — w? is independent of the framing and the above expression is well-defined. A similar

formula can be written for the difference between the gradings of two cobordisms with the same ends.

Suppose (X, w) is a cobordism from an N-admissible pair (Y, ) to the empty pair, namely, X is
a 4-manifold whose boundary is identified with Y, the 3-manifold Y with the reverse orientation. The
boundary of the embedded surface w is also identified with 7. Suppose also z € A(X )®(N —1). Similarly,
we can construct a functional D)]\i’w(z) IV(Y,y) — C.

Similar to cobordism maps, DY (z) and Dﬁ’w (z) satisfy some functorial properties. For example, if
(X, w, z) and (W, w’, 2’) are chosen such that:

o(X, w) = (Yo,70) (W', 2") + (Yo,70) — (Y1,m),

then:
DWonow(z z ) Ifkv(Wlﬁw/7Z/) OD%,’U}(Z)'

A similar property holds for Dﬁ’w(z). There is also an important relation among these invariants and
invariants of closed manifolds form the previous section:

Proposition 3.10. Suppose Y is a closed and connected 3-manifold, ( ,7) is an N-admissible pair, and
X1 and X5 are two smooth 4-manifolds with 0 X1 =Y and 0Xs =Y. Suppose also oriented properly
embedded surfaces w; — X; are given such that 0wy = vy and dws = 7. If b" (Xs 0 X1) > 2, then for
Zi € A(Xi)®(N_1).'

DX20X1 waow (21 ’ 22) = D§27w2 (22) © D%huq (21) (3.11)

IfbT (Xo 0 X1) = 1, then a similar formula holds where the left hand side of (3.11) is interpreted as the
invariant of the chamber associated to metrics with a long neck along 'Y .

There is another way that the invariants of a closed 4-manifold can be related to the cobordism maps:

Proposition 3.12. Let (Y, ) be an N-admissible pair, and (W, w) : (Y,~) — (Y, ) be a cobordism of
pairs. Let W and Y be connected. Let W be the closed 4-manifold, given by gluing the incoming end of W
to its outgoing end. Suppose also W C W is defined similarly. Ifb*( ) = 2, then for z € A(W)®WN-1);

D%w( z) = N -str(I¥ (W, w, 2)) (3.13)
where str denotes the super-trace of IY (W, w, 2).6 If b* (WN/) = 1, then a similar formula holds where

the left hand side of (3.13) is interpreted as the invariant of the chamber associated to metrics with a long
neck along Y.

8Since the Z /4N Z-grading on instanton Floer homology is defined only relatively, there is a sign ambiguity on the right
hand side, even after fixing a homology orientation for V. There is also a sign ambiguity on the left hand side because we did
not fix any homology orientation for WW. Therefore, Equation (3.13) should be interpreted as an equality up to sign. Although we
do not need it here, both sign ambiguities can be fixed after fixing a homology orientation for IV.
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3.2 Floer Homology of S x X

Suppose X is the connected oriented Riemann surface of genus g. The 3-manifold Y, := X x S L and
the embedded 1-manifold v, 4 := {1, ..., x4} x S! determine an N-admissible pair if (d, N) = 1.
The U(V)-bundle associated to the pair (Y}, 7,.4) is the pull-back of a U(V)-bundle @4 of degree d on
Y. Let also Ly denote the determinant of (). Recall that the space A(Yy, 74,4) is constructed using an
auxiliary connection on L, ,. We assume that this connection is the pull-back of a connection By on
L. Similar to the 3-dimensional case, A(X, Q) is defined to be the space of U(N)-connections on
()4 whose determinants are equal to By. The space G, is also defined to be the group of determinant 1
automorphisms of Q.

Let Vg 4 be the vector space v (Y, vg,d)- The critical points of the Chern-Simons functional for the
pair (Yy,74,4) can be identified with IV copies of the following space:

Nna:={Aec A(Z,Qq) | Fo(A) = 0}/G,.

In fact, we can pull back any element of Ny 4 to ¥ x [0, 1] and then identify the connections on ¥ x {0}
and ¥ x {1} using an element of G4 which is induced by a central element of SU(V). The space Ny 4 is
a smooth manifold of dimension (N? — 1)(2g — 2) [2]. Moreover, the Chern-Simons functional in this
case is Morse-Bott, hence dim(Vé\f 2) < Ndim(H*(Ny.q)).

The space Ny 4 has been extensively studied in the literature. This space is a Kihler manifold and
can be identified with the moduli space of stable bundles of rank N and degree d on a Riemann surface of
genus g with a fixed determinant. The Poincaré polynomial of this manifold can be computed inductively
[44, 16, 2]. Furthermore, a set of generators for the cohomology ring of this space is given [2]. We review
a slightly reformulated description of these generators which are more suitable for our purposes here.

Consider the 4-manifold X, := ¥ x S? and the surface x4 := {21, ..., 24} x S%. The pull back
of the elements of Ny 4 to X, are ASD connections associated to the pair (X, x4) with x = 0. In
particular, Ny 4 can be regarded as a subset of By(X,, x4). Consider the subalgebra Aév = A(X)®WN-D

of A(X,)®N=1. The y-map in (2.4) determines a graded algebra homomorphism ¥ : Al — H*(Ny.q).
Note that this map is equivariant with respect to Diff (3), the group of diffeomorphisms of 3.

Proposition 3.14. The map VU is surjective. In particular, the cohomology ring of Ny 4 is generated by
the following elements:

pri=(a)  g=UE) s= V() (3.15)

where 2 < r < N and {l’}1<j<24 forms a set of generators for Hy(3,Z).

The action of Diff (3) on Hy(X) factors through the action of the symplectic group Sp(2g). Therefore,
this proposition implies that the same holds for H* (N q).

Proof. In [3], a universal U(NN)-bundle F is constructed over the product manifold NV, N,d X 2 anditis
shown that the cohomology ring of Ny 4 is generated by the following classes:

pr = ¢ (F)/[a] G = c.(F)/[1V] 5 = ¢ (F)/[%] (3.16)
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The map ¥ is defined similarly using the universal PU(V)-bundle P over the space B, (Xg, xg) x Xj.
The restriction of P to Ny g x ¥ < B (Xy, x4) X X, is isomorphic to the PU(N)-bundle associated to
F. Thus the cohomology classes in (3.16) can be identified with the corresponding ones in (3.15) and this
verifies the claim. O

The vector space Vé\f , admits a ring structure which is the analogue of the cup product on H*(Ny q).
Suppose P is the pair of pants cobordism from two copies of S' to one copy of S*. Then the triple
(X x P {x1,...,24} x P,1) defines amap m : Vi;{d@ng — Vé\fd. To be more precise, we need to fix a
homology orientation in the case that N is even. Suppose A, := ¥ x D% and 6, 4 := {z1,...,24} x D?
where D? is the 2-dimensional disc. We fix an arbitrary homology orientation on Ay and let e :=
Dgg, 5 d(l) € Vé\f 4~ We shall see in the proof of Proposition 3.22 that e is non-zero. We choose a
homolégy orientation on ¥ x P such that m(e, e) = e. Then functoriality of instanton Floer homology
can be used to show that m defines a ring structure on Vé\f 4 With the unit e. We turn the relative Z /4N Z-
grading on Vix 4 into an absolute grading by requiring that the unit element has degree 0. With this
convention, the multiplication map is Z/4 N Z-graded, namely, the product of two elements of degree i1
and 79 has degree i1 + io.

Suppose B is a cylinder, regarded as a cobordism with two circles as the incoming end and the empty
outgoing end. Then the pair:

Qy:=¥XxB wg :=={z1,..., 24} x B (3.17)
determines a pairing (, ) : Vé\f 4 ® Vé\f 4 — C which is defined in the following way after we choose an
arbitrary homology orientation on {2,:

Do (1).
Proposition 3.18. The space Vé\f 4 as a complex vector space with an action of Diff (¥), is isomorphic
to H*(Nn a(X))[u]/(wN — 1). In particular, the action of Diff (%) on Vé\fd factors through an action of
Sp(29)

In the case that N = 2, one can show that Vévd is isomorphic to H*(Ny 4(X))[u]/(u® — 1) using
the results of [23]. Mufloz gave an alternative proof of this proposition for N = 2 [72], and the proof of
the general case is based on his approach.

Proof. We can define a Diff (3)-equivariant algebra homomorphism @ : A [u]/(u™ — 1) — V[, in the
following way: A
P(u'z) = Dgg,sg,dﬂ'z(z)

where on the right hand side z is regarded as an element of A(A,)®NV=1. Let S : H*(Ny.q) — Aév
be a graded Sp(2¢g)-equivariant right inverse for the map ¥. Extend W to an algebra homomorphism
from Aév[u]/(uN — 1) to H*(Nn.a(2))[u]/(uY — 1) by requiring that ¥(u) = u. Similarly, we
can assume S is defined on H*(Ny 4(3))[u]/(u" — 1). We claim that the Diff(3)-equivariant map
®oS: H*(Nya(D)[u]/(u —1) - Vé\’[d is injective. If the claim does not hold, then there is:

M
p:szuimeAf]V[u]/(uN—l) zmeAg,Oéim<N

m=1
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such that U(p) # 0 and ®(p) = 0. We assume that each z,, is non-zero and lies in one of the graded
summands of Ag[ . Furthermore, if m < n, then deg(z,,) = deg(z,) and equality holds only if i,, # iy,.
Let 2’ € Aév be such that:

deg(2) + deg(z1) = (N? —1)(29 — 2) (3.19)

and the cup product of ¥(z’) and W(z;) is non-zero. By Proposition 3.10, the pairing (®(p), ®(uN~12"))

is equal to:
M

D Dsws?ug gt (Ntim—in)s (2 2m) (3.20)

m=1
where the polynomial invariants are computed in the chamber that the fiber ¥ is small. The dimension
formula in (2.3) shows that the dimension of each component of the moduli space associated to the pair
(X x 5%, wy 4+ kX) is at least (N2 — 1)(2g — 2). Moreover, if & is not divisible by NN, this dimension is
strictly greater than (N2 — 1)(2g — 2). In the case that k = 0 (or divisible by IV), the moduli space of
dimension (N2 — 1)(2g — 2) is given by the pull-back of the elements of Ay 4 to X,,. Therefore, the only
non-zero term in (3.20) is Dy, g2, ,(2"21) which is given by evaluating the cohomology class y(z'21)
on the pull-back of the elements of Ny 4 to X,. Note that the moduli space is compact in this case and we
do not need to use the geometric representatives to evaluate this invariant. Therefore, Dy, 52w, 4 (2'21)
is equal to ¥(z") U ¥(2)[Ny 4] which is non-zero by assumption. This contradicts the assumption that
®(p) = 0. Therefore, the map ® o S is injective. We already know that the dimension of Vé\f 4 1s not
greater than N dim(H*(Ny,4)). Therefore, ® o S is a bijection. In particular, the action of Diff (X) on
Vé\f 4 factors through an action of Sp(2g). O

Corollary 3.21. The ring Vf]\’[ 4 IS generated by the following elements:

€ =Da,g5,0+5(1); B =Da,g, ,(ar), 07 = Dags,4(U,)s pr=Da,s,.(S0)

where 2 < r < N and 1 < j < 2g. Furthermore, the Z /AN Z-grading of these elements are given by:

deg(e) = 4d deg(X,) = —2r deg(ol) = —2r +1 deg(p,) = —2r +2

Proof. The first part is an immediate consequence of Proposition 3.18. The second part can be also
verified easily using Remark 3.9. U

Fix S : H*(Nng4) — Aév as in the proof of Proposition 3.18. Then we can use the isomorphism ® 0.5
to pull back the ring structure, the paring and the Z/4 N Z-grading of Vé\j g into H* (N g)[u]/(u —1).
Suppose the new multiplication map and the paring on H* (N 4)[u]/(u¥ — 1) are also denoted by m
and {, ). We also fix the cohomological Z-grading on H* (N 4)[u]/(u” — 1) where we set deg(u) = 0.
The cohomological and the Z/4 N Z-gradings differ by a sign after collapsing into Z/4Z-gradings. In the
proof of Proposition 3.18, we show that for any element p of degree i in H* (N q)[u]/(u?Y — 1), there is
an element ¢ of degree (N? —1)(2g — 2) — i with {p, ¢) # 0. In particular, {, ) defines a non-degenerate
pairing.

Suppose p; and ps are two elements of degree i1 and i in H* (N 4)[u]/(u” — 1). Then the product
m(p1, p2) consists of terms in various gradings. However, there are some constraints on the degrees of
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these terms. Firstly, they all have the same Z/4Z-grading because the multiplication map is graded with
respect to the Z /4N Z-grading on Vé\f 4+ Moreover, an argument similar to that of Proposition 3.18 shows
that the pairing of m(p1, p2) — p1 U pa and any element of H* (N 4)[u]/(uY — 1) with cohomological
degree less than or equal to (N2 — 1)(2g — 2) — iy — iz is zero. Therefore, the degree of the terms in
m(p1, p2) are at most i1 + i9 and the term with the maximal degree is p; U p2. Therefore, the product m
is a deformation of the cup product. We summarize these properties of Vé\f 4 in the following proposition:

Proposition 3.22. The pairing {, ) on Vé\f g Is non-degenerate and the product m : V{JX a4 X Vé\f 4= fo d
is a deformation of the cup product, preserving the Z/AZ-grading.

Multiplication with the elements of Vé\f , constructed in Corollary 3.21, defines a series of operators on
Vé\f 4 We will use the same notation to denote these operators. The operator € can be alternatively described
as the cobordism map associated to the triple ([0, 1] x Yy, [0, 1] x 744 v X, 1). Similarly the remaining
operators are cobordism maps associated to triples ([0, 1] x Yy, [0, 1] X 74 4, 2) for appropriate choices of

-/
z. The operators €, 8,. and p, commute with each other and o). However, o} and of,, anti-commute with
each other.

In the special case that g = 1, the moduli space Ny 4(X) consists of only one point. Therefore, Vf{ d
has IV generators with exactly one generator «; in degree 47 with respect to Z/4N Z-grading. In fact, the
(non-perturbed) Chern-Simons functional associated to the N-admissible pair (Y7, 1 4) has irreducible
and non-degenerate critical points (cf. [57]). The operator € maps «; to a;14. The following proposition
characterizes the action of some of the point classes in the case that d = 1:

Proposition 3.23. The operators N; : le\,[ 1= V{\f 1 satisfy the following identities:

Ny = Ne ! No;1 =0 (3.24)

Proof. The second identity can be verified easily, because deg(Xg;_1) is not divisible by 4. The first
claim is proved in [86]. Since Ng and e commute with each other and deg(X2) = —4, we can conclude
that Xy = ce~!. Therefore, we just need to show that tr(Rs o €) = N?2. Using Proposition 3.12, this can
be reduced to show that:

N
D74 724 (pryoipy 72 (R2) = N

which is established in [86] using properties of stable bundles on abelian varieties. O

In [15], we will give another proof of this proposition which is independent of the results of [86].

3.3 Fukaya-Floer Homology
Suppose X and X, are 4-manifolds with 0X; = Y, 0X, = Y, and X is given by gluing these manifolds

along their boundaries. Suppose also a 1-cycle v < Y and 2-cycles w; < X; are chosen such that
Jwy = vy and dws = 7. The cycles w; and wy can be glued to each other to form a 2-cycle w < X. We
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also assume that (Y, ~y) is an N-admissible pair. Then Floer homology for this N-admissible pair provides
a useful device to relate U(V)-polynomial invariants of the following form:

DN, (21-22)  2€ A(X)®ND (3.25)

to the relative invariants associated to (X1, w1, 21) and (X9, we, 22) (cf. Proposition 3.10). As we
shall see in the next section, this decomposition theorem for polynomial invariants is a useful tool for
computational purposes. However, all polynomial invariants of (X, w) do not have the form in (3.25).
There are homology classes I' € Hy(X) such that I" is not the sum of the elements in H(X;) and
Hy(X32). Then, for example, D%w (FéQ)F€3)) cannot be expressed in terms of the relative invariants.
In this section, we introduce an extension of Floer homology which admits relative invariants for such
polynomial invariants. This extension of Floer homology was already constructed in [35, 10] for N = 2
and is known as Fukaya-Floer homology.

Our extension of Floer homology is a module over aring . Let Ry ; be the polynomial ring over
the variables ¢, ;, for 2 < k < N and 1 < i < j, modulo the relations tii = 0:

Ryj:=Clthi2 <k <N, 1<i<jl/(t},)

For j > | > 0, there is an obvious map from Ry ; to Ry, which maps ¢, ; to ¢, ; when ¢ < [ and maps
tri to 0 when ¢ > [. The ring Ry is defined to be the inverse limit of this system of rings. For example,
for each 2 < k < N, we have an element of Ry as follows:

0
Sk = Z tk,i
=1

The ring of polynomials Cltz,--- ,tx] can be regarded as a subring of Ry by mapping t; to
st € Ry . Under this inclusion we have:

4
ﬁ - 2 H Uk,
ScN ieS
|S]=t
The full-version of Fukaya-Floer homology for N = 2, whose construction is sketched in [10], is expected
to be a module over C[[¢2]]. However, our construction is slightly different and we obtain a module over
the ring Ry for general N. This is partly because the definition of polynomial invariants for higher
rank bundles slightly differs from the classical definition of U(2)-polynomial invariants. Another reason
is that even for N = 2, the authors were not able to avoid some analytical difficulties related to the
non-compactness of the moduli space of ASD connections and construct a ring over C[[¢2]].

Consider the N-admissible pair (Y,v), and let L = (l2,...,Ix) be an (N — 1)-tuple of the elements
of H1(Y'). Fukaya-Floer homology associates to (Y,~, L) an Ry, j-module 12 (Y, ~, L), for each non-

negative integer j, and an Ry ;-module homomorphism f]‘!C I (Y,~, L) — IY*(Y,~, L), for each
pair of non-negative integers j > k > 0. If j > k > | > 0, then we require that f,i o fj’? = f}.
Fukaya-Floer homology of (Y, L) is the inverse limit of the inverse system ({I(Y,~, L)} i ff bisk)-
The Ry, j-module 127 (Y, ~, L) is the homology of a chain complex (€3 (Y,~, L), d ~,;j)- In fact, we
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can arrange for a perturbation CSy; of the Chern-Simons functional of the /N-admissible pair (Y, ) such
that €37 (Y, v, L) = €7 (Y,7) ®c Ru,;-

The differential dyy ; of the Fukaya-Floer chain complex has the following form:

dvjl@) = > hgla,B)(] ] tha)B (3.26)
§=(S27"'é31v) €S}
p:a—

where S, < {1,...,} and the path p is chosen such that the dimension of the moduli space M, (a, /3) is
equal to:
2|So| +4[S3] + -+ 2(N —1)|Sn]| + 1.

The constant term of the differential is equal to the differential d of the Floer chain complex. That is
to say, if we evaluate all variables t; ; at zero, then we recover d. The definition of the other terms in
(3.26) are discussed in Subsection 6.3. We extend the Floer grading to Ei\” (Y,~, L) by requiring that
deg(tr;) = 2(k — 1). Then the differential d ; has degree —1.

Suppose (X1, w1) is a pair of a 4-manifold and a 2-cycle which fills the N-admissible pair (Y, 7).
Suppose also z; € A(X 1)®(N “DandI?, ... TN are properly embedded surfaces in X7 where [0T?] =
l; € Hy1(Y). Then one can associate an element of I (Y,v, L) to (X1, w1, 21,T2,...,T'N) which is
denoted by:

e TN
DY,y (21 - ot ™) (3.27)

The element in (3.27) is given by a system of cycles D)Aéjwl (21 - eF%2>+"'+Fé\1fV>) € jSv’j(Y, v,L). We
have: ‘ 2 N
Dy, (21 e @) = KT mg(a)(] | tra)a

S=(S2,,SN), i€Sk

for appropriate choices of complex numbers mg(«). Evaluating all the variables t;, ; at zero produces a

cycle in €37 (Y, ) which represents the relative invariant D%, wy (21)-

Next, let (X2, ws) be a cobordism from (Y, ) to the empty pair. Suppose 22 € A(X2)®V=1) and A,
..., A are properly embedded surfaces in Xy where [0A7] = —;. In this case, there is an Ry-linear
map from I (Y, v, L) to Ry associated to (Xa, wo, 20, A2, ..., AN), which is denoted by:

DﬁQ,’wQ (22 . eA%2)+---+Af\]f\])) (3.28)

The construction of the element (3.27) and the functional (3.28) is given in Subsection 6.3. We can glue
the 4-manifolds (X1, w1 ) and (X2, w2) to form a closed pair (X2 o X7, w9 0wy ). The embedded surfaces
I/ and A7 can be also glued to each other to form a closed embedded surface I'V#AJ. Then we have:

N T2H#A2) gy +-+ (TN #AN
DX20X17w20w1 (Zl TR2 e( #4%) T4 )<N))

X, A2, ot AN N I+ 4T}
_ DN2 w2 (5. et M) o DXl,wl(zl e (2 (M). (3.29)

This claim shall be proved as Proposition 6.51 in Subsection 6.3. A priori, the right hand side of the above
equality is an element of R . Part of the claim is that the right hand side belongs to C[[t2, ,...,tx] € Ry
and is equal to the given power series on the left hand side.
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Fukaya-Floer homology is also functorial with respect to cobordisms of /N-admissible pairs. Suppose
(W,w) : (Yo,7) — (Y1,71) is such a cobordism. For 2 < i < N, suppose also I is a properly
embedded surface in W such that I'V N Y; represents the homology class I7 € Hy(Y;). Forany z € A(W),
there is a homomorphism:

2. +.+I'N
I (Wyw, zet @7 00) S 1Y (Yo, 90, Lo) = LY (Yi, 71, L)
where L; = (lg, ey lgv) This construction is functorial with respect to composition of cobordisms.

Suppose (Yy, v4,4) is the N-admissible pair from Subsection 3.2 and Ly = (la, ..., Ix) is the (N —1)-
tuple of the elements of H;(Y,) where [; is an S ! fiber. In this article, the main example of Fukaya-Floer
homology for us is I (Yy, vq,d, Lg), which is denoted by ]Ié\f 4 Analogous to the previous subsection, we

can define a ring homomorphism & : Aév [u]/(u? —1) — Hév 4 as follows:
(u'z) = DY, 5, in (e )

Recall that D? is a 2-dimensional disc and A, = ¥ x D? and §, 4 = {21, ...,2q} x D% Similarly, we
can define a multiplication and a pairing on Hév 4 by repeating the construction of Subsection 3.2.

Proposition 3.30. For any non-zero element q € ]Iév o there are z € Aév and 1 < 1 < N such that:

D2 4.t D2
<q7Dggy5g,,j+iE(ze R <N)>>7é0'

Proof. Suppose q is given by the sequence {¢;};>0 Where ¢; € g (Yy,7g,d- Lg). Since g is non-zero,
there is j such that g; is non-zero. To verify the claim, it suffices to show that there are z € Aév and
1 < ¢ < N such that: ' , )

{qj, DJAV;J’%}WE(zeD<2>+"'+D<m)> £0.

Suppose (€37 (Yy,74.4), d) is a Floer chain complex for the pair (Y, 7y.4) such that €7 (Yy, v4.4) ® Ry
can be used to define ]Iiv’] (Yy, V9,4, Lg). Suppose g; is represented by the following element of this

complex:
> bg([ [ tri)og
S=(Sa,...,SNn)eT 1€SK,
where 7 is a set consisting (/V — 1)-tuples of finite subsets of {1,. .., j}, bg is a non-zero complex number
and ag € €7 Yy, vg.4)- Suppose So = (59, ...,5%) € T is a minimal element with respect to the partial

order on 7 induced by inclusion. Then dag = 0, and by changing the representative if necessary, we can
assume that a;g is not a boundary in ¢y (Y, vg,d)- Therefore, by Corollary 3.21 and Proposition 3.22,
there are z € Aév and 1 < 4 < N such that:

(g, DR, 5, srin(2)) # 0.

This implies that the coefficient of | [, <N [ e 50 t1; in the following pairing is non-zero:

N,j D2, ++D?
<qj,DAg{5gyd+iE(ze ) (™)),
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Example 3.31. In the case that g = 1, the Fukaya-Floer homology group of the triple (Yy, v4.4, Lg) is
equal to R%N . This can be easily seen from the construction of Fukaya Floer homology in Subsection

6.3. In fact, this R -module is freely generated by the critical points a1, . .., ay of the Chern-Simons
functional of (Y; = T x S',v1 4). Consider the operator:
&= IN([0, 1] x 3,[0,1] x 71 g + T, el D@+ {01 (3.32)

where v is an S L_fiber of Y;. This operator is of order N and has degree 4d. Moreover, «;, €(c;), ...,
&N=1(a;) form a basis for I ((Yy, vg.4, Lg)) for any i. In particular, the kernel of € — 1 is equal to
Ry - (1 +E€+---+ ngl)(Ozi).

Next, we discuss a prototype for 4-manifolds with boundary Y, which are of interest to us. Suppose
(X1, X) is a pair of a 4-manifold and an embedded surface of genus g with self-intersection 0 such that
a regular neighborhood of X in X is identified with A,. Suppose (X2, X) is another such pair. As the
notation suggests, the embedded surfaces in X; and X, are identified with each other. Remove regular
neighborhoods of Y in X; and X5 to produce 4-manifolds whose boundaries are Y, and then glue the
resulting two 4-manifolds along their common boundaries by the orientation-reversing diffeomorphism
that maps (z,7) € S! x ¥ to (2, z). This 4-manifold is denoted by X1#yx X5, and is called the fiber sum
of X1 and X5 along ¥. We will also write X for the complement of a neighborhood of X in X;. Then
X, can be also regarded as a subspace of X #xX>.

Elements of Ho(X1) and Ha(X2) can be glued to each other to construct elements of Ha (X1 #5X2).
Suppose ¢; : Ho(X;) — C denotes the map that computes the intersection number of an element of
Hy(X;) with X. Suppose also K is the subspace of the elements (I', A) € Ho(X1) @ Ha(X2) such that
t1(I") = t2(A). Then there is a homomorphism # : K — Ha (X #xX2) with the property that:

i (C#8) = ji(T) 35 (C#8) = j5(4) (3.33)
Here j; : Ho(X1) — H2(X/,0X;) is the composition of the map from Hy(X;) to the relative homology
H(X;,Ay) and the excision isomorphism. To abbreviate our notation, from now on, we will write I'°
and A° for j7(I") and j5(A). The maps jz# s Hy(X#xX2) — Hy(X7,0X)) are also defined similarly.

The homomorphism # is not uniquely defined and we proceed as follows to fix one such homomor-
phism. Suppose I" and A are integral homology classes. Then these homology classes can be represented
by oriented embedded surfaces, which we denote with the same notation. We can assume that these
surfaces are transversal to 32, and intersect 2 in the same set of points with the same signs. Then there is an
obvious way to glue I and A and to produce an oriented embedded surface in X;#sx5 X5. The homology
class I'#A is defined to be the homology of the glued up surface. We apply this construction to an integral
basis of /C and extend it linearly.

We use Poincaré duality to define £ € H?(X;) @ H?(X>), the counterpart of i, and the gluing map
#: L — H?(X1#X>5). Suppose (K, L) € £ and (T, A) € K. Then we have the following equalities of
the pairing of cohomology classes with homology classes:

(K#L)[I'#A] = K[I'l + L[A]

Similarly, we can glue two cycles w; < X; and we < X that intersect X transversely in the same set of
points with the same signs. The resulting 2-cycle in X;#sx X5 is denoted by w; #w2. We will also write
wy for the intersection w; N X7
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Proposition 3.34. For 1 < i < 4, suppose X; is a 4-manifold and T' is an embedded surface of genus
one in X;. Suppose also w;  X; is a 2-cycle such that w; - T' is coprime to N. For each2 <1 < N,
suppose also Tt is an element of Ho(X;) such that 7T = 1. For1 < i,k <4, let D; , be the following
element of Cl[ta, ..., tN]:

N

N D2#72) )+ + (TN #IY
Z DXi#Tkawi#wk"‘jT(e( #e) T: r )(N))'
j=1

Then:
Dy2D3 4 = D14D3p.

Proof. The following elements lie in the kernel of the operator € in (3.32):

N
2\0 Nyo
D = Z D%?,w%jT(e(ri)@)Jr HEDw),
j=1

Moreover, Identity (3.29) implies that:
1
D = N<D¢,Dk>. (3.35)

Because D; € ker(€— 1), the claim is a consequence of the description of ker(¢ — 1) in Example 3.31. [

3.4 An SU(3)-instanton Floer Homology for (2, 3, 23)

In Subsection 3.1, Floer homology is defined for an /N-admissible pair (Y, ). Then the computation of
the polynomial invariants for a closed pair (X, w) which can be decomposed along a copy of (Y, ~) can
be reduced to computing relative invariants for each component of X\Y (Proposition 3.10). One wishes
to extend the definition of Floer homology so that it can be used in studying polynomial invariants of
a pair (X, w) which is decomposed along a non-admissible pair. However, there is little known in this
direction even when N = 2. For N = 2, the most satisfactory answer is provided in the case that Y is an
integral homology sphere and + is empty [29] which will be denoted by I2(Y"). The main reason that one
can define 12 (Y) for an integral homology sphere is that the only reducible flat connection on Y is the
non-degenerate trivial connection. In order to extend IY¥ (Y) to higher values of N, one would face more
complicated reducible connections. Due to this complication, there are some difficulties in extending the
definition of Floer homology of integral homology spheres to higher values of N. In this section, we
make a modest progress in this direction and define I2 (V") for the Brieskorn homology sphere (2, 3,23).
Meanwhile, we compute some of the gauge theoretical invariants for flat connections on ¥(2, 3, 23).

Suppose the positive integers a1, as and ag are pairwise coprime, and (a1, ag, as) is the associated
Brieskorn sphere:

S(a1, az,a3) = {(21, 22, 23) € C* | 201 + 252 + 25> = 0, |21]* + [22]” + |23)° = 1}

This 3-manifold is an integral homology sphere. There is an S'-action on this 3-manifold where:

e27r16' . ( 627r1a2a3021’ e27r1a1a3922’ e27r1a1a2923)

21, 22, ZS) = (
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This action turns X(a1, az, a3) into a Seifert fiber space over S? with 3 exceptional orbits. Complex
conjugation on C? induces a diffeomorphism of (2, 3, 23) which will be also called complex conjugation.
There is also a standard presentation of the fundamental group of this 3-manifold given as:

7T1(2((11,(12,a3)) = <:ZJ1, I, T3, h | [h,azz] = 1, w?ih’gi = 1, T1X9x3 = 1>. (3.36)

where [3; is given by the following identity:

with a = ajasas. The central element A in (3.36) is represented by a generic fiber of the Seifert fibration.

Suppose W is the space (X(a1, az, a3) x D?)/S* where the S*-action is the product of the Seifert
action on Y(a1,az, a3) and the standard action on D?. Alternatively, W is the mapping cylinder of
the fibration of Y (a1, as,a3) over S2. This space is an orbifold and has three singular points. A
neighborhood of these singular points are diffeomorphic to cones on the lens spaces L(a;, 3;). Thus
removing neighborhoods of the orbifold points produces a cobordism W from the union of three lens
spaces L(a;, 5;) to ¥(aq, az, as). We will denote the union of the lens spaces with Y.

The fundamental group of W} is equal to 71 (X(a1, az, as))/{h) and the inclusion of ¥(a, ag, az) in
Wy induces the quotient map at the level of fundamental groups. Moreover, the induced map from the
fundamental group of L(a;, 5;) to m1(2(a1, az, as))/{h) maps the standard generator of 71 (L(a;, 53;)) to
x;. The description of the fundamental group implies that the first homology of W} is trivial. We also
have the following short exact sequence:

00— H2(Wy, oWy, Z) =~ Z > H2(Wy,Z) = Z —> H*(0Wy, Z) = Z/aZ — 0

where the map ¢ is multiplication by a. The self-intersection pairing, defined on the image of ¢, maps a
generator of im(¢) to —a. In particular, b* (W) is equal to 0.

The space L := (a1, az, a3) x D? defines an orbifold S'-bundle on W. In particular, the restriction
of L to Wy, denoted by L, is a smooth S'-bundle. The first Chern class of Lg is a generator of
H? (W, Z). The restriction of this Chern class to L(a;, 3;) is equal to 3; times the standard generator of
H?(L(a;, B;), Z). In particular, for any complex line bundle on 0W, there is k such that the restriction
of L’S to the boundary is isomorphic to the given line bundle.

The rational cohomology class induced by c1(Lg) can be lifted to H?(Wy, 0Wy, Q). In particular,
c1(Lg)? is well-defined and is equal to —%. For our purposes, we also fix a connection By on Ly whose
restrictions to a neighborhood of 0Wj is the pull-back of a flat connection on 0Wj. In particular, we
can assume that the restriction of this connection in a regular neighborhood of ¥:(aq, az, a3) is the trivial
connection.

Suppose « is a flat SU(V)-connection on X(ay, az, a3) whose holonomy around the fiber is central.
Therefore, o can be extended as a flat PU(NV)—connection A to Wj. The holonomy of « induces a
conjugacy class ; in PU(N) corresponding to the loop ;. The class r; has order a; and determines a
flat PU(N)-connection on 71 (L (a4, 5;)) which matches the restriction of A to L(a;, 8;). This connection
will be also denoted by r;. As it was pointed in [26], the connection A can be used to compute some of
the gauge theoretical invariants of a:
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Proposition 3.37. Let o and A be given as above. Then p,q(«) is equal to:

3
(To + 1= N?) + > pad(ry) (L(as, Bs)) (3.38)

=1

where Ty, is the number of trivial summands in the irreducible decomposition of the representation
associated to ad,,.

Using the calculations of [4] for lens spaces, Formula (3.38) allows us to compute the p-invariant of
any connection as above.

Proof. According to [4]:
3
Pad(a) — Z Pad(r;) (L(auﬁl)) = (N2 - 1)U(W0) - UA(WO)
i=1

where o 4(Wp) denotes the signature of the twisted cohomology group H?(Wy;ad(A)) determined by
the flat PU(NV)-connection ad(A). This twisted cohomology group can be decomposed according to
the irreducible decomposition of A (or equivalently o). The argument of [26, Lemma 2.6] shows that
the contribution of the non-trivial summands is equal to 0. On the other hand, each trivial summand
contributes —1 to the sum, because o(Wy) = —1. O

The underlying PU(N)-bundle of the connection A on W can be lifted to a U(N)-bundle E. There
are also non-negative integers k1, . . ., kx such that the restriction of the connection:

Bi'@®-- @BV, (3.39)

to Y, the union of the three lens spaces, is equal to the restriction of A to Y. In particular, ngl @-- ~69LkN ,
the underlying U(/V)-bundle of (3.39), has the same restriction as £ on Y. Therefore, the determinant of
ngl @D LISN is equal to det(F) ® Lgk for an appropriate integer k. After replacing k; with k; + ak,
the new bundle L’Sl ® D LISN has the same determinant as F and the connection in (3.39) and A give
rise to the same connection after restriction to Y.

Since A and the connection in (3.39) agree on boundary components except on (a1, ag, as), where
A gives the connection « and By restricts to the trivial connection, we can conclude that:

CS(a) = E(BM @ ---@ BFY) — £(4)

1
= 55 Ltk = k)’ea (L)
1<j
1 (ki — k)2
S P L (3.40)
2N oy a

Therefore, this gives us a strategy to compute the Chern-Simons functional of the flat connection a.
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Now we focus on NV = 3 and the Brieskorn homology sphere ¥(2, 3, 23). Suppose « is an irreducible
connection on (2, 3, 23). The irreducibility assumption implies that the holonomy of « along the generic
fiber of the Seifert fibration is central. In fact, this central element is equal to the identity [6]. It is also
shown in [6] that there are 44 such irreducible representations which are non-degenerate. One can use the
method of [6] to find the conjugacy classes of holonomies corresponding to the elements x1, 2 and x3 of
71(2(2, 3,23)). Any irreducible flat connection on (2, 3, 23) is characterized by its holonomies along
x3. The possible conjugacy classes for x3 are listed in Table 2. On the other hand, the holonomies along
1 and z are conjugate to the diagonal matrices Diag(1, —1, —1) and Diag(1, ¢, ¢?) where ¢ = €273,
Knowledge of these conjugacy classes allows us to apply Proposition 3.37 and Identity 3.40 to compute
the p-invariants, the Chern-Simons functional and hence the degrees of irreducible flat connections on
¥(2,3,23):

Proposition 3.41. There are ten irreducible flat connections of degree 0, five irreducible flat connections
of degree 2, nine irreducible flat connections of degree 4, five irreducible flat connections of degree 6, nine
irreducible flat connections of degree 8 and six irreducible flat connections of degree 10. There is not any
irreducible flat connections of odd degree. The Chern-Simons functional and the p-invariants of these
irreducible flat connections can be found in Tables 3 and 4.

Any reducible flat connection on X(2, 3,23) is either trivial or SU(2)-reducible, because this 3-
manifold is an integral homology sphere. In particular, non-trivial reducible SU(3)-connections on
¥(2, 3,23) can be regarded as irreducible SU(2)-connections. The results and the methods of [26] can be
utilized to study such connections. The holonomy of any non-trivial flat SU(2)-connection along the fiber
of the Seifert fibration is the central element —id. The holonomies of this connection along x; and x5
are respectively conjugate to Diag(i, —i) and Diag(e™/?, e=™/3). As in the SU(3)-case, an irreducible
flat SU(2)-connection on (2, 3, 23) is determined by the conjugacy class of its holonomy along x3. The
eigenvalues of holonomy term along x5 are equal to 2™#/23 and ¢=271%/23 for 2 < k < 9:

Proposition 3.42 ([26]). There are 8 irreducible SU(2)-connection on ¥(2,3,23). For each degree
2i + 1 € Z/8Z, there are exactly two such irreducible connections and there is no irreducible connection
of even degree.

Proposition 3.37 and Identity (3.40) give a strategy to compute the Chern-Simons functional and the
p-invariants of irreducible SU(2)-connections. These computations can be used to verify the second part
of the above proposition.

We also need to compute the degrees of flat SU(2)-connections when they are regarded as SU(3)-
connections. To distinguish between these connections, we will write & for the SU(3)-connection
associated to an SU(2)-connection «. The values of the Chern-Simons functional of « and & are equal
to each other. However, the p-invariants of these two connections are different because ad, and adg
define two different representation of the fundamental group. We cannot use Proposition 3.37 to compute
the p-invariant of & because this connection does not extend to the cobordism Wj. In [8], cut and paste
methods have been utilized to compute the difference paq, — pad, for SU(2)-flat connections on a family
of homology spheres which include (2, 3, 23). In particular, the following proposition can be extracted
from [8]. The claim about the non-degeneracy of reducible flat connections on (2, 3, 23) in the following
proposition is also proved in [8]. For more details about reducible flat SU(3)-connections on (2, 3, 23)
see Table 5.
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Proposition 3.43. The eight non-trivial reducible flat connections on (2, 3,23) are non-degenerate.
The SU(3)-degrees of these connections are given as follows: there are one connection of degree 1, one
connection of degree 3, one connection of degree 5, two connections of degree 7, two connections of
degree 9 and one connection of degree 11.

Define I3 (%(2, 3, 23)), the Floer homology of ¥(2, 3, 23), to be the complex vector space generated
by the irreducible flat connections on (2, 3, 23). The significance of this vector space for us is a gluing
theorem for the 4-manifolds which split along a copy of ¥(2, 3,23). The proof of the following theorem
will be given in Subsection 6.1:

Proposition 3.44. Let X1 and X5 be two 4-manifolds such that b™ (X1),b%(X2) > 1, 0X; = ¥(2, 3,23)
and 0Xy = %(2,3,23). Let w; be a closed 2-cycle in X; and z; € A(X;)®?. Assume that:

deg(z1) = —4w? — 4(x(x1) + o(X1)) + 4 (mod12).
Then there are:
D%, w, (21) € 13(2(2,3,23)) D2 (29) : 13(2(2,3,23)) — C

such that:
X2, 3 3
D32 (22) o D,y (21) = DX1#2<2’3723)X2,w1uw2(21 - 22)

Moreover, D§(2’w2 (z2) is non-zero only on the terms of the following degree:

4w + 4(xX(X2) + 0(X2)) — 4 + deg(22).

4 Computing Polynomial Invariants

In this section, which is the heart of this paper, we firstly compute the U(3)-polynomial invariants of E(n).
The rank 2 invariants of elliptic surfaces were partially computed in [32, 34, 33] using algebro-geometric
techniques. A complete calculation of the U(2)-polynomial invariants of elliptic surfaces are given in
[54, 27, 65]. In [27] and [65], Gompf decomposition of elliptic surfaces play a key role in computing the
invariants. In the introduction, we also recalled a construction of elliptic surfaces which give rise to a
decomposition of E(n) into fiber sum of n copies of F(1). This decomposition of elliptic surfaces can be
also exploited to compute some of the U(2)-polynomial invariants [71, 20]. Our method for computing
the U(3)-invariants of elliptic surfaces uses the Gompf decomposition, the fiber-sum decomposition, and
the rich group of the symmetries of elliptic surfaces. In the last subsection of this section, we also give a
general gluing theorem for fiber-sums. Similar results for U(2)-invariants are proved in [72]. The proof
of the rank 3 case follows the same strategy as in [72].

In the next two sections, we mainly focus on polynomial invariants and instanton Floer homology in
the case NV = 3. Therefore, we shall drop 3 from our notation Ii, Dﬁ( - €t cetera, when it does not make
any confusion. Because we are working with an odd value of IV, there is not any sign ambiguity in the
definition of I2 (W, w, 2), Dﬁ(’w (z), and we do not need to fix a homology orientations for the underlying
4-manifold.
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4.1 Structure of the Invariants of F(n)

A construction of the elliptic surface F/(n) was reviewed in the introduction. The simplest 4-manifold in
this family, £/(1), can be also constructed by blowing up the projective plane CP? at the nine intersection
points of two generic cubics. The pencil of cubics generated by the two cubics determines an elliptic
fibration of F(1). The nine exceptional divisors give rise to sections of this elliptic fibrations, which are
embedded sphere with self-intersection —1. The manifold F(n) is fiber sums of n copies of £(1) along
the fibers of the elliptic fibration. The fibration of E(1) induces an elliptic fibration for E(n), and we will
write f for a regular fiber of this fibration. By taking the connected sums of the exceptional sections of
E(1), we can form nine disjoint embedded spheres in F/(n). These are sections of the elliptic fibration of
E(n) and have self-intersection —n. We fix one of these sections and we will denote it by 0. When it
does not make any confusion, we will use the same notation to denote the homology and the cohomology
classes associated to f and o.

We can assume that there is a cusp fiber in the elliptic fibration of £(1) by choosing appropriate cubics.
This gives a cusp fiber fj in the fibration of F(n). A regular neighborhood of o U fj is a 4-manifold
with boundary ¥(2,3,6n — 1) which is called the Gompf nucleus and is denoted by G(n) [41]. The
intersection form of G(n) is given as follows:

-

The complement of G(n) in E(n), denoted by B(2,3,6n — 1), is a Milnor fiber and its intersection form
is given by:
0 1

n(—Eg) ®2(n—1) [ 1 _o ] . 4.1)
Here each — Fg summand has a basis of embedded spheres with self-intersection -2 which intersect each
other according to —Ex. The i*" summand of the second type in (4.1) has a basis of an embedded torus g;
with self-intersection 0 and an embedded (—2)-sphere 7; where g; and 7; intersect each other positively at
one point [42].

The 4-manifold £'(2), which is a K3 surface, plays a special role in this family. For example, F'(2)
enjoys a rich group of symmetries. As a manifestation of this fact, we have the following proposition:

Lemma 4.2. Suppose e and ¢’ are two non-zero elements of H*(E(2),Z) withe U e = ¢ U ¢ mod
3. Then there is an orientation preserving diffeomorphism ® of E(2) such that *(e) = ¢’ mod 3. In
particular, the action of Diff(E(2)) on H%(E(2),Z/3Z) has four orbits.

Proof. Let ey, ez € H*(E(2),Z) be chosen such that e; U e; is zero when i = j, and is equal to 1 when
i # j. Because the action of Diff (E/(2)) on the primitive cohomology classes of a fixed self-intersection is
transitive, there is an element W of Diff (E(2)) such that ¥*(e) = m(e; + ney) for m,n € Z. Therefore
U*(e), mod 3, is equal to one of the following elements:

0 el e] — e €1 + es. 4.3)
The non-zero classes in (4.3) can be distinguished from each other by their self-intersection. Therefore,

there is U’ € Diff (E/(2)) such that ¥*(e) = ¥"*(e’) mod 3. O
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For 1 < i < 3, suppose w; is the 2-cycle in E(2) given by ¢ — (i — 1)f. Then w? = i mod 3.

Therefore, these 2-cycles and the empty cycle give representative for the orbits of the action of Diff (E£(2))
on H%(E(2),Z/3Z). Alternatively, let w) be the union of i elements of the nine disjoint spheres of
self-intersection —2 in £/(2) that were constructed above. If 7 is a positive integer and i = j mod 3 with
1 < j < 3, then define w; := w; and w; := w’;. We also define wy and wy, to be the empty cycles.

The group of diffeomorphisms of E(n), for n > 3, is more constrained than that of F(2). For
example, any diffeomorphism of F(n) maps the homology class f to & f. Therefore, we cannot expect
that the analogue of Lemma 4.2 holds for an arbitrary n. However, E(n) still has a big diffeomorphism
group and we can prove the following weakened version of Lemma 4.2:

Lemma 4.4. Suppose the integers n = 3 and 1 < i < 3 are given and v € H*(B(2,3,6n — 1),Z),
satisfying u U u = i mod 3, is fixed. Suppose also e € H*(E(n),Z) is such that e U f = 0 mod 3 and
e U e =imod 3. Then there is an element ® of Diff (E(n)) such that:

d*(e)=kf+u or kf mod 3 4.5)

where k = 0 or 1. Moreover, the map induced by ® on H*(G(n),Z) is +id. In particular, the action of
Diff(E(n)) on {f)* in H*(E(n), Z/3Z) has eight orbits.

In the statement of Lemma, we regard u as an element of H2(E(n),Z) using the inclusion of
B(2,3,6n — 1) in E(n). Note also that the second case in (4.5) holds only if i = 3.

Proof. The element e can be written as the sum:
rf+so+wv

where v € H?(B(2,3,6n —1),Z) c H*(E(n),Z). Because e U f = 0 mod 3, s is divisible by 3. There
is also a diffeomorphism of E(n) that maps f to —f and o to —o [41, Lemma 3.7]. After applying
this diffeomorphism if it is necessary, we can assume ¢ = kf + v mod 3 where £ = 0 or 1. Suppose
SO(H?%(E(n),Z)) denotes an element of the special orthogonal group of the lattice H2(E(n), Z) with
respect to the intersection bi-linear form. According to [43, Proposition 3.3], there is a spinor norm one
element of SO(H?(E(n),Z)) that fixes f, o, and maps v to an element of the form m (7, + ng;). This
element can be realized by a diffeomorphism of E(n)[34]. This can be used to verify the claim as in
Lemma 4.2. O

The eight orbits in Lemma 4.4 can be represented by wy, o = kf and wy; = kf + 7 — (I — 1)g; for
k=0,1and! = 1,2, 3. Alternatively, we can use w;ﬁl =kf+m7 +---+ 7. If[is a positive integer and
I = jmod3with 1 <j <3, thenlet wy; = wy; and w ; = w;j.

Consider the U(3)-polynomial invariant D%(n)@ (FéQ)A{?))) for the homology classes I" and A. This
polynomial is invariant with respect to the action of the diffeomorphism group of E(n) on (w, I, A).
Therefore, we can use Lemmas 4.2 and 4.4 to focus on a smaller subset of possible values for w.
Since changing w mod 3 would not change the polynomial invariant and H*(E(n), Z/3Z) is finite,
the polynomial DSE(n) w(I‘Z('Q)Azg)) is invariant with respect to the action of a finite index subgroup

)
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of Diff(E(n)) on (I', A). This action of the diffeomorphism group factors through the action of the
algebraic group O(H2(E(n))). Here the orthogonal group is defined using the intersection form on
the complex vector space Ha(FE(n)). Suppose also SO(Hz(E(n)); f) is the subgroup of O(Hy(E(n)))
consisting of the orthogonal transformations that map f € Ha(E(n)) to itself and have determinant 1. As
another manifestation of the big diffeomorphism group of E(n), it is shown in [34] that the image of
any finite index subgroup of Diff (E(n)) in O(H2(E(n))) contains an algebraically dense subgroup of
SO(H2(E(n)); f). Therefore, the polynomial D%(n)’w(F %2)A{3)) is invariant with respect to the action
of SO(Hy(E(n)); f) on (I, A). In the case that n = 2, one can even replace SO(Hz(E(n)); f) with
SO(H2(E(n))).

Lemma 4.6. Suppose (V,Q) is a pair of a complex vector space of dimension greater than 2 and a
quadratic form. Suppose also 11 and 5 are two vectors orthogonal to each other such that Q(71) and
Q(12) are non-zero. Suppose P : V ®V — C is a bi-homogeneous polynomial of bi-degree (d1, d2) that
is invariant with respect to the diagonal action of SO(V') on V@ V. Then P is determined by its value
on Wy @ W1 where Wy is the span of 11, and W is the span of 71 and 2. Moreover, P has the following
form:
Plry) = Y Q@) Q.y) Q)"
i,5,k=0

2i+j5=d1
j+2k=ds

for appropriate constants c; ; , € C.
In our application, V' will be Hy(E(2)), and 71, 72 will be two disjoint embedded spheres in E/(2).

Proof. Suppose (a, 3) € V @V are such that Q(«) # 0. Then the vector 3 can be written as the sum
Bo + B1 where [y is a multiple of «, and /31 is orthogonal to a. We also assume that Q(51) # 0. It is
straightforward to find an element of SO(V') which maps (¢, 3) to an element of the form Wy @ W;.
The set of vectors («a, 3) as above is also dense in V' @ V. Therefore, P is determined by its values on
Wo @ Wh.

By evaluating P on elements of Wy @ Wi, we have:
PATL, p171 + pam2) = Z ma,b,c)\“/ﬂiug.

There is an element of SO(V') which maps 7; to itself (respectively, —71) and 75 to —7o (respectively,
itself). Therefore, 1, . is non-zero only if a + b and c are even. This implies that there are constants
¢i,jk such that:
P(l’,y) = Z Cz,j,kQ(x)lQ(xvy)]Q(y)k

2i+j5=d1

j+2k=ds
for (z,y) € Wy @ W1y, where j and k are non-negative integers. This implies the second part of the lemma
because both sides of the above equality is invariant with respect to the action of SO(V'). Arguing as in
[34, Chapter 6, Lemma 2.2], we can also assume that ¢ only takes non-negative integers. O

Lemma 4.7. Suppose (V,Q) is a pair of a complex vector space of dimension greater than 3 and a
quadratic form. Fix a vector f € V with Q(f) = 0 and let the vectors k, T be chosen such that Q(k, f)
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and Q(T) are non-zero, and Q(7,k) = Q(7, f) = 0. Suppose also P : V @V — C is a polynomial that
is invariant with respect to the diagonal action of SO(V'; f). Then P(z,y) is determined by its values on
Wo @ W1 where Wy is the span of the vectors f and k, and W1 is the span of f, k and T.

In our application, V, f, k and 7 will be Ho(E(n)), f, o and an embedded sphere in B(2,3,6n — 1),
respectively.

Proof. The proof is similar to that of the first part of Lemma 4.6. For a given («, 5) € V @V, assume
Q(a, f) # 0. Then the vector /3 can be uniquely written as 5y + 1 where 3y € Span(f,a), and 3 is
orthogonal to Span(f, ). As another assumption, we require that (1) # 0. These assumptions hold
for a dense subset of V' @ V. It can be easily checked that there is an element of SO(V'; k) which maps
(a, B) to Wy @ W. Therefore, P|yw,gw, determines Pon V @ V. O

4.2 Invariants of £(2)

In this section, we study the U(3)- polynomial invariants of F(2) and a 2-cycle w. Lemma 4.4 shows that
we can assume that the 2-cycle w is either empty or w;, for 1 < 7 < 3. Equivalently, we can replace w;
with w]. Throughout this subsection, we will follow the same notation as in the previous part to denote
the surfaces o, 7; and g; embedded in F/(2).

Proposition 4.8. The invariant D g() ., satisfies the following identities:

ag .

Dg@)w, ((5)72) = De@)w,.,; (2) Dg2)uw,(azz) =0 4.9)
3 J

for z € A(E(2))®2. In particular, for 1 < i < 3, E(2) has w;-simple type and f)E(Q)M (eF@*A@®) is
independent of the choice of i.

Proof. Suppose N(f) is a neighborhood of a regular fiber and X is the complement of N(f). We
also identify the boundary of X with Y7 = S' x f. The 4-manifold X contains a copy of B(2,3,11).
Therefore, we can find two disjoint embedded spheres 7, and 7o of self-intersection —2 in X. Let .S be the
subspace of Ha(X) spanned by the vectors 71 and 72, and A(.S) be the sub-algebra Sym™ (Hy(X )@ V') of
A(X). Then w; can be decomposed as w#w’ where w (respectively, w’) is a 2-cycle in X (respectively,
N(f)), and w, w' intersect Y7 in y := S x {pt}. For z € A(S)®2, Proposition 3.23 with the aid of the
functoriality properties discussed in Subsection 3.1 implies that:

DE(Z),wi (a%agz) :DN(f)7wl(1) oL, (Yl X [07 1]7’7 X [07 1]7 aéalg) © DX,w(z)
=370" DN (1) o L(Vy x [0,1],7 x [0,1] = j£,1) 0 Dx,(2)
=30"Dp2) ;-7 (2)-

This verifies (4.9) for the case z € A(S)®2. Using Lemma 4.6, the same claim holds for general z, and as
aresult D p(9) , (€@ 4®) is equal to:

DEg2)w, (ef@the) + DE@2) 1w, (e"@tre) 4+ DE@)ws CACRRION)

)

In particular, ﬁE(g)’wi (e"@*A®) does not depend on i. O
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A similar argument, using Lemma 4.7 instead of Lemma 4.6, proves the following analogous statement
for E(n):

Proposition 4.10. The polynomial invariants D gy, for 1 <1 < 3, satisfies the following identities:

Wg,1°

a
Dpans(5)72) = De@unies (2) D, (a32) =0 (@.11)

for z € A(E(n))®2. In particular, for 1 <1 < 3, E(n) has wy,;-simple type and IA)E(n%wa (eF@+Am)
is independent of the choice of l.

Proposition 4.12. For 1 < i < 3, we have:
D p(2) (@A) = 55— (“.13)
The two sides of (4.13) are power series in o and t3 where the coefficients of tété are bi-homogeneous

polynomials on Hy(E(2)) ® H2(E(2)) of degree (4, j). Identity (4.18) means for each choice of (i, )
these coefficients are equal to each other.

Proof. Using Lemma 4.6, we can find a power series ¢(r, s,t) € C[[r, s, t]| such that:

D 2y, (7@ TA@) o= %2R _ (I, Q(T, A), Q(A))

The constant term of g is equal to 1 [57]. Suppose 7 is an embedded sphere in F/(2) of self-intersection -2
such that w; - 7 = 0. Identities (C7), (C2) and (C3) of Subsection 2.4 for 7 imply that:

Jg 629 dg o%g dg
g(r,s,t)z() pm S5 (rys,t) — at(r,s,t)z() 2@(7“,5,75)+£(T,8,t)=0
Therefore, g is equal to the constant power series 1. O

Suppose X is the blowup of F(2) and w is the 2-cycle f in X. If E is the exceptional sphere in X,
then Corollary 2.27 can be used to compute the invariants of (X, w):

~ 1 e@
Dy.(ef@tA@) = 2o EP

N (cosh(vV3E -T) + 2cos(V3E - A)).
The homology class o + E can be represented by an embedded (-3)-sphere o’ in X. Fix ', A € Ho(X)
which are orthogonal to ¢’. Then the above formula can be used to show:

ﬁXﬂ"((_gUEB) — %gg) _ a2)eF(2)+A(3)) —

QM)
e 2

) (—v/3sin(V3E - A) + cos(v3E - A) — cosh(vV3E - T)). (4.14)
By another application of Theorem 2.27 and Remark 2.32, D X, w—o (er(2>+A(3>) is equal to:
1 oam_g

L M) (cosh(VBE - T') — cos(V3E - A) + V/3sin(v/3E - A)). (4.15)

Using Proposition 2.21 and comparing these two identities, we can find the undetermined constant c in
Proposition 2.21:
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Proposition 4.16. The constant c is equal to —3.

Now we are ready to complete the computation of the invariants of F(2):

Theorem 4.17. Suppose w is a 2-cycle in E(2). Then E(2) has w-simple type and the U(3)-series of
E(2) is given by the following formula:

D2y wle" @A) — %5 -QW) 4.18)

Proof. In the light of Lemma 4.2 and Porposition 4.12, it suffices to consider only the empty 2-
cycle wy. Let o’ be the embedded (-3)-sphere in E(Q)#W2 constructed above. Consider the 2-
cycle v’ := o of E(2)#@2 and the element z := (0(9) — 2E(3))?2 of A(E(Q)#@Q)(82 where
2 e A({o)t)®2 (M A(E(2))®2. By Proposition 2.22, the following invariant of E(2)#@2 is equal to
4D p(2)w, (2'):

D 2y #6P o ((0(2) = 2E2))*%"). (4.19)
Moreover, the first identity of Proposition 2.21 can be used to show (4.19) is equal to D B@) #@2@,(2” )
for an appropriate choice of z” € A(E(Q)#@Q)@. Replacing w’ with w” := o + 71 + g1 shows that:

4DE(2),7'1+91 (Z,) = DE(Q)#@Q’UJN (Z”)'

Since w’ - w’ = w” - w" mod 3, the left hand side of the above identity is equal to D , (2)# TP (") by
the blowup formula. Therefore, we can deduce that:
D5@)uwo(?) = De@)m+g(2) (4.20)

for 2/ € A({o)")®2. As a consequence of Lemma 4.6, Identity (4.20) holds for any choice of 2. In
particular, £/(2) has simple type with respect to wg and (4.18) holds for this choice of w. O

Proposition 4.21. Suppose I')A € Hy(B(2,3,6n — 1)) < Hs(E(n)) and T',A’ € Hs(G(n))
Hy(E(n)). Then:

~ (F+F/)(2)+(A+A/)(3)) _ e%_Q(A)ﬁE(n) (e(F/)(2>+(A')(3)) 4.22)

DEm)w. (e W3
Proof. The group of orthogonal transformations SO(Hz(B(2, 3, 6n — 1)), @), regarded as a subgroup of
SO(Hz(E(n))), acts as identity on the series DE(n)’w(eF@)*A(?’) ). This fact can be combined with the
argument of Proposition 4.12 to verify (4.22) for 1 < [ < 3. To finish the proof, it suffices to show that
f)E(n),kaO (eF@*2®) is equal to ﬁE(n),wk,g (eF'@*A®). This also can be achieved with the method of
the proof of Theorem 4.17. O

By Proposition 4.10, we already know that £(n) has wy, ;-simple type for 1 < [ < 3. The above proof
can be used to show that F'(n) has wy, o-simple type, too.
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4.3 Invariants of £(3)

In this section, we study the U(3)-polynomial invariants of £(3) up to a constant and a sign ambiguity.
The following is Theorem 2 form the introduction:

Theorem 4.23. The 4-manifold E(3) has simple type. There are also real numbers hy and hy such that
for any 2-cycle w in E(3) and T', A € Hy(E(3)), the series DE(3)7w(eF<2)+A(3>) is equal to :

¢ 57 =QM) () cosh(V3f - T) — 2hy CoS(—ng f+V3fA)).

Furthermore, hy + ho = £1 for an appropriate choice of the sign.

In [15], it is shown that the constants h; = % and hy = % However, we do not need the exact values
of these constant in this paper. Later, we only use the fact that /; and %y are non-zero. To abbreviate our
notation, define:

G(I', A, j) := hycosh(vV3f - T') — 2%y cos(—%rj +V3f-A). (4.24)

Proposition 4.25. Suppose w is a 2-cycle in E(3) with w - f # 0 mod 3. Then:

DE(S),w((%)jz) = Dpg3)w_jf(2) Dg(s)w(azz) =0 (4.26)

3
for = € A(E(3))®2. In particular, E(3) has w-simple type. Furthermore, there is a power series
g € Q|[t2, ts]] such that for ', A € Ha(E(3)):

ﬁE(s),w(eF<2)+A<3)) = e%_Q(A)Q(F “fLiA-f)

when w - f = 1 mod 3, and

~ Q)

Dp(s)w(el@Th®) =e 2 CWg(—T . f,—A . f)
when w - f = 2 mod 3. Furthermore, g is even with respect to the variable to and its constant term is
equal to +1.

Proof. The 4-manifold £/(3) is given as the fiber sum £(2)# ¢ E(1). In this proof, let o,, denote a section
of the elliptic fibration of E(n), which is a sphere of self-intersection —n. We can assume o3 = 09#07.
Firstly, consider the case w - f = 1 mod 3. Arguing as in Lemma Lemma 4.4, we can assume that
w = wy#0oq where wy is a 2-cycle in E(2) with wy - f = 1. Suppose I'g and A( are two elements
of Hy(FE(2)) such that I'g - f = Ag - f = 1. Then Proposition 3.34 for X; = E(2), Xo = F(1) and
X3 = X, = 8% x f implies that:

(Lo#to1)(2)+(Ao#o1)(3) )

p(ta, t3) Z DE(Q)#fE(l)varjf(e

0<j<2

= q(ta,ts) >, Dpeays,sex sy (V@)

0<j<2
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where:
p(t2, t3) = Z DSQXf,SQX{pt}+jf(eA(2)+A(3))

0<j<2

and
q(ta,t3) = Z DE(1)7w1+jf(e(al)<2)+(01)(3>)_

0<5<2

Note that b7 (S? x f) = b™(E(1)) = 1 and we use the invariants with respect to the metrics that have

long necks along f in the above identities. The power series p(t2, t3) is invertible, because p(0,0) = 1.
Therefore, we can conclude there is a power series g(t9, t3) such that:
Loy +A el _Q(A)

Y} Di@awsjr(e @A) = e g(ta, t3) (4.27)

0<j<2

with T' = Tg#01, A = Ag#0o1 for I'g and A given as above. Then Lemma 4.7 implies that (4.27) holds
for arbitrary I'and A with " - f = A - f = 1. By Proposition 4.8, we can use a similar argument as above
to show: o)

Z DE(3)7’LU+jf(P(a27 a3)er(2)+A<3)) = P(37 O)GT_Q(A)g(t27 t3)

0<j<2
In particular, this shows that:

DE(3),w((%)jeSF(2)+m(3)) =Dpg) i€ @), Dy, (azet @A) =0

The power series g is even with respect to t2, because D(er(2>+A<3>) is even with respect to £5. A similar
application of Proposition 3.34 for X; = X9 = E(1) and X3 = Xy = 52 x f shows that:

2042
e 2 p(ty, t3) = q(ta, t3)%.

The constant term of the above equality and the identity p(0,0) = 1 shows that the constant term of g is
equal to +1. This fact completes the proof for the case that w - f = 1 mod 3. Using a diffeomorphism of
E(3) which maps f to — f, we can also treat the case that w - f = 2 mod 3. O

In order to determine the power series g, let o and ¢’ be two disjoint sections of the elliptic fibration
of E(3). Let also w be chosen such that w - f = 1 and w - 0 = 2. Then:

(s2+s/)

sa+s’a’)(2>+(ra+r’a’)(3)) 673t% 5 +3t§(r‘2+r’2)g((s + Sl)tg, (T + ’f‘/)tg)

DE(3),w(e(
By taking derivative with respect to s and r, we can conclude that:

. . dt & 31 3200
Dia)(0la)0ly2) = hs—lemimo e 5 8 g (s 4 )ta, (7 + 1))

/) /1 7%5,2 2,12 . . . . .
where z = * @17 and h = e 37z T3 By applying these identities to the second formula in
Proposition 2.21, we can conclude:

1

1 1
Zgat —gog — —q = 4.28
293 2922 29 geT ( )
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where goo means the second derivative of the power series g(t2, t3) with respect to t2, and so on. Moreover,
T maps (t2,t3) to (—ta, —t3). We can use (4.28) to derive the following identity:

1 1 1
§(go7')3+§(go7')22—§g07'=g (4.29)

Replacing g o 7 in (4.29) with the left hand side of (4.28) gives rise to the following PDE for g:

92222 — 933 — 2922 — 39 =0 (4.30)

Next, let w’ be a 2-cycle with w’ - f = 1 and w’ - ¢ = 0 and consider

f)E(B) » (e(sa+s’a/) @)+ (ro+r'a’) (s )

instead. With the same argument, the last part of Proposition 2.21 implies that:
92222 — 6922 + 3933 + 99 = 0 92223 — 6923 = 0 (4.31)
We can combine (4.30) and the first equation in (4.31) to come up with the following simpler PDE:
933 —ga2 +39 =10 (4.32)

The second PDE in (4.31) and the fact that g is even with respect to the variable ¢ imply that g5, =
p(t) cosh(+/6s). The equations (4.30) and (4.32) can be used to write two linear ordinary differential
equations for p. It is straightforward to check that the only solution of these ODE:s is p(¢) = 0. Therefore,
the power series ¢ has the form ¢; () + g2(s). Equation (4.32) can be used to find differential equations
for g1 and g2. By solving these ODEs and using the fact that g is even with respect to t2, we can conclude:

g(ta, t3) = acosh(v/3ty) + bcos(v/3tz) + csin(v/3t3) (4.33)

If g(0,0) = 1, then the initial value and (4.28) imply the following constraints on a, b and ¢ which can be
used to prove Theorem 4.23 in the case w - f # 0 mod 3:

a+b=1 a—lb—§c=1.
2 2

A similar argument can be used in the case that g(0,0) = —1.

Next, let w - f = 0 mod 3. Using Lemma 4.4 and Proposition 4.10, it suffices to consider the case
that w = wy, 1 for k = 0 or 1. The following proposition computes the invariants of £(3) for this choice
of 2-cycle. In this proof, we use the basis for the homology of H2(E(3),Z) which is introduced in
Subsection 4.1:

Proposition 4.34. For any (I', A) € H2(E(3)) ® H2(E(3)):

~

DE(3),wk,l (er(2)+A<5)) = e@_Q(A)G(F’ /\7 O) (435)



Proof. Let o’ be a section of the elliptic fibration of £(3) which is disjoint from o. Then the homology
class of o’ is equal to o + 3 f +u where u € Hy(B(2,3,17),Z) and u-u = —6. Arguing as in Lemma 4.4,
there is a diffeomorphism ® of F/(3) that fixes H2(G(3)) and maps u to a linear combination of g; and 7.
Furthermore, @, (u) = 2g; — 71 mod 3. In particular, o := ®(0”) is a (-3)-sphere with a - wy, ; = 1 mod
3. Suppose W is the subspace of the elements of H(£/(3)) whose intersection numbers with « are equal
to 0. Using Proposition 2.21, the series Dp(3) 4, , (eF@*A®), for any (I, A) e W @ W, is equal to:

14 3 3
= 3DB@ e ral(—50m) — Haby —a2)e @A) (4.36)

Since (wy1 + @) - f = 1, we can evaluate the expression (4.36) using our current knowledge of the
invariants of F/(3). It is straightforward to check that the resulting series is equal to (4.35).

The homology classes f, k := o+ 3 f and 7 satisfy the assumption of Lemma 4.7 for V' = Hy(E(3)).
Suppose Wy and W are given as in Lemma 4.7, and U is the subset of Wy @ W consisting of the pairs
that satisty (4.35). Then U is a Zariski closed subset of W@ Wj. In order to complete the proof, we shall
show that U contains a Euclidean open set in Wy @ W7 and hence U = Wy @ Wi. Let (I', A) € Wy @ Wy
are given as below:

I':=af + bk A=df+bk+cm.

Consider the homology classes u; := ™4™ and uy := 7572 which have non-zero intersection with a.

V2 V2
There is an element A; g € SO(H2(E(n)); f) such that:

Aip(T) :=af + b(k + 2f + tuy)
App(AN) :=d'f + b (k+ 12 f + tur) + ¢ (cos(0) s + sin(0)us)

If a and @’ are close enough to each other and b, b’ and ¢’ are close enough to 1, then ¢ and # can be chosen
such that A; g(I"), A 9(A) € W. Therefore, U contains an open subset of Wy ® W;. O

4.4 Invariants of £ (n)

In this section, we compute the invariants of the elliptic surface E(n). We start with the simpler case that
w - f % 0 mod 3:

Proposition 4.37. Suppose w is a 2-cycle in E(n) with w - f # 0 mod 3. Then E(n) has w-simple type,
and for T, A € Hy(E(n)):

~

DE(n),w (eF(2)+A<3)> = e%_Q(A)G(Fv Aw- f)n_Q'
Proof. The proof of this proposition is similar to that of Proposition 4.25. Applying Proposition 3.34 for

X1 =E(n—-2),Xy=FE(2)and X3 = X, = E(1) gives us enough relations to verify the proposition
by induction. O

In the blown up elliptic surface E (n)#@{ there is an embedded sphere with self-intersection
—(n + 1), given by tubing a section of the elliptic fibration and the exceptional sphere in CP". Therefore,
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there is a copy of the Gompf nucleus G(n+1) in G (n)#@z. The homology class E + f can be realized
by an embedded surface E in M, := G(n)#CP \G(n + 1). The surface E determines a generator of
Hy(M,,). Similarly, the nucleus G(n + 2) can be embedded in G (n)#2@2. Therefore, there are copies
of G(4) in the 4-manifolds E(4), E(3)#CP" and E(2)#2CP". Let Zy = E(4), Z1 = E(3)#CP"
and 7 E(2)#2@2 be the complements of G(4) in these manifolds. Then the boundary of Z;
is diffeomorphic to (2, 3,23). It is clear from the inductive construction of E(n) that there is an
embedding of Z; in E(n — i)#i@Q for n > 4. In fact, if W (n) is the fiber sum E(n — 4)# ;G(4), then
E(n — i)#iCP" is diffeomorphic to Z;#s3.3.25 W (n).

The 4-manifold Z; gives rise to elements of I,.(3(2, 3,23)) as it is explained in Proposition 3.44.
Suppose Vy < L.(3(2,3,23)) is the vector space generated by the element Dy, ,,, (1) where vy is a
2-cycle in Zp with v3 = 0 mod 3. Similarly, define V; to be the vector space generated by the three
elements Dz, ,,(1) where w is one of the following elements which satisfy w? = 1 mod 3:

v1:=E+7'1—g1 vgzz—E—f-Tl—gl V3 =T

Finally, let V5 be the subspace of I,.(X(2, 3, 23)) which is generated by the elements of the form Dz, ,,(1)
where w? =2 mod 3.

Proposition 4.38. The space V; is a subspace of 14(3(2, 3,23)). Furthermore, the dimension of V; is at

i+2)(i+1
least %

Proof. The first part of the proposition is an immediate consequence of Proposition 3.44. In order to show
that dim(Vp) = 1, let Dz, 4, (1) = 0. By Proposition 3.44, D g4 04w, () vanishes for a 2-cycle wy in
G(4) and z € A(G(4))®2. If wy is chosen such that wy - f % 0 mod 3, then Proposition 4.37 asserts that
there is z such that D g(4) v+, (2) # 0 which is a contradiction.

Next, we consider the case that ¢ = 1. By Proposition 3.44, a linear relation among the vectors
Dz, (1), for 1 <[ < 3, implies that there are constant numbers ¢; such that:

N + —
25 D (5 0% oy (77 T7) = 0 (4.39)

1<I<3

Here wy is a 2-cycle in G(4) and o is the embedded (—4)-sphere in G(4). We can use the blow up formula
and the results of the previous subsection to evaluate the above power series and to conclude that:

Z Cl(COSh(\/th) + C—(Uz-i-wo)'Eei\/gta + C(Uz+w0)'Ee—i\/§t3) =0

1<I<3
Since v; - F = —I mod 3, the constants ¢; are equal to zero. Therefore, dim(V;) = 3. Similar proofs can
be applied to the case that ¢ = 2. O

Theorem 4.40. Suppose w is a 2-cycle in E(n) and T, A € Hyo(E(n)). Then:

D )70 HA0) = &% QNG Ao £ (4.41)
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Proof. Since the dimension of I4(X(2, 3, 23)) is equal to 9, Proposition 4.38 implies that there are vectors
¢; € V; such that:

o+ ¢1+¢2=0 (4.42)
We use this identity to verify (4.41) inductively for the remaining invariants of £ (n). Firstly, consider the
case that ¢ # 0. Therefore, we can assume that ¢g = Dz, ,,(1). There are also 2-cycles wy, ..., w in
Z and constant numbers ¢y, ¢z, ¢3, ¢}, . . ., ¢} such that:
3 k
$1= > Dz (1) $2 = > iD gy, (1) (4.43)
=1 j=1

Suppose I', A € Ha(W(n)) and w is a 2-cycle in W (n). Then Proposition 3.44 implies that the U(3)-
series DE(n)moer(eF(?)*'A@)) is equal to:

(eF@+A@) (eF@Th@) =

~ B2
B ; D 1) 4P ) = 225D g2 308
J

= QWG A w - f)P AT, A) (4.44)

where the term A(I", A) is a linear combination of the following six expressions:
cosh(v/3f-T)?  cosh(v/3f - F)(%"feii\/gf'A me'feﬂi\/gf'/\ 1 (4.45)

and the coefficients of this this linear combination do not depend on w. To derive (4.44) we use the fact
thatI'-E = —T'- fand A- E = —A- f. Inthe case w - f % 0 mod 3, A(T', A) is equal to G(T', A, w - f)?
using Proposition 4.37. This identity holds also in the case that w - f = 0 mod 3, because A(I', A) is a
linear combination of the terms in (4.45) with coefficients which are independent of w. Therefore, for a
general 2-cycle w in W(n) and T, A € Ho(W (n)):

~

DE(n),vo+w(eF2+A3) = eQ(QF) _Q(A)G(Fa Aa w - f)n_2

Then Proposition 4.21 implies that D E(n),w(eFﬁAS) is equal to - (T, A, w)™2 for any 2-cycle
win E(n)and ', A € Hy(E(n)).
Next, assume that ¢g = 0. We assume that the non-zero vectors ¢, and ¢- are given as in (4.43). Fix

an arbitrary 2-cycle w in W (n + 1) and homology classes I'; A € Ho(W (n + 1)). Another application of
Proposition 3.44 shows that:

N o) +A
> I e I A h) (4.46)

1<I<3

is equal to:
' Ly +A
: _ @+tAE)
Z CJDE(n—l)#2CP2,wj+w(e )-
J

By our inductive calculation of the invariants of E(n), the latter expression is equal to:

QWG A, w - )3 B(T, A).
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Here B(T', A) is a linear combination of the following six expressions:
cosh(vV3f T)?  cosh(V3f - T)(FwieHWIA  (Foufgsandra

As in the previous case, the coefficients of the above linear combination is determined by c;» and wj;. In
particular, they do not depend on w. Therefore, we can determine this coefficient by considering the case
that w - f % 0 mod 3 for which we already computed the invariants. Therefore, B(T", A) is equal to:

GT,Aw-f) ] %(cosh(\@E T) + (W EGVIEA | cwBo—iv3E-A)

1<i<3

For an arbitrary 2-cycle w < E(n)#@2 and I, A e E(n)#@Q, let P, (T, A) be the power series
given by subtracting D,, (eF (2>+A<3)) from the following power series:

e@_Q(A)G(F, Aw- f)”_zé(cosh(\/gE -T) + Cw'EeiﬁE'A + C_w'Ee_i\@E'A).

Then we can rephrase our conclusion in the form of the following identity:

D Py, A) =0 (4.47)

1<I<3

where w is a 2-cycle in W(n + 1) and T', A € Ho(W(n + 1)). Suppose p4 is the polynomial on
Hg(E(n)#@z) @ Ho(E(n)#CP") of bi-degree (i, j), determined by the coefficient of st} in Py,

Then py; can be evaluated at:
(Fl,...,ri;Al,...,A]‘)

for 'y, A € Hy(E (n)#@Q). By induction on i + j, we shall show that pi;’ vanishes for all possible
choices of w. By considering the constant terms of Equation (4.47) for empty w, we have:

0,0 0,0 0,0 _
cipy, + c2py, +e3py, =0

The blowup formula asserts that pB;O = p?,:f = 0. Therefore, if cg # 0, then p?,;o = 0. Thus Proposition

4.21 and the blowup formula show that pS;O = 0 for all 2-cycles w in Ef (n)#@? If c3 = 0, then by
(4.47):
clpf)’lo(a +E, 0+ F)+ Cng’QO(U +E, o+ FE)=0

and
clpg’ll(a + FE) + czp?;zl(a + E) =0.

The blowup formula asserts that:
0,0 L .00 0,0 0.0 _
C1Py —E T C2Pyy+E = C1Py, g — C2Pyy+E =

0,0 0,0 . : .

Consequently, at least one of the numbers p " . and p ' .. is zero and we can derive the same conclusion
v1—F vo+F

as in the previous case.
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Now assume that the polynomial p vanishes for i + j < k and any 2-cycle in E(n )#@ Fix
(4,7), Fl, .. FZ, A1, ... and A such thati+ 7 = k+ 1 and Fl, Al/ are either equal to 0 + E or f. Then
apply (4.47) to conclude that:

Z Clpi’lj(f‘l,...,ri;l\l,...,Kj) =0 (448)
1<i<3

Blowup formula and the induction hypothesis imply that every term of the form ¢ + E can be replaced
with o. Thus if cg3 # 0, then: N
pj;f(Fl,...,Fi;Al,...,Aj):0 (449)

for 'y, A, € Ho(G(n)). Therefore, Proposition 4.21 and the blowup formula allows us to complete the
verification of the induction step. If c3 = 0, we can use the analogue of (4.48) for:

~ ~

(U+E,J+E,f‘l,...,fi;Al,...,Aj) (f‘l,...,fi;d+E,f~\1,...,/~\j)

and argue as in the basis of the induction. This completes the proof of the theorem. O

4.5 Gluing 4-manifolds along Surfaces of Self-intersection Zero

In this subsection, we use the calculation of U(3)-polynomial invariants for elliptic surfaces to study
invariants of another family of closed 4-manifolds:

Definition 4.50. Suppose X is a smooth 4-manifold, ¥ is an oriented surface of genus g > 1 embedded
in X, wis a2-cycle in X, and H is a subspace of Hy(X). Then (X, X, w) is permissible with respect to
the subspace H., if the following properties hold:

() bY(X) =0,b7(X) > 1;
(i) ©-% =0;
(i) w -3 % 0 mod 3;

(iv) let z € A(H)®? and u be the 2-cycle w + I¥ for [ = 0, 1 or 2. Then:

a
Dxu((3)%) =Dxu(z)  Dxulasz) =0. 4.51)
Moreover, there are cohomology classes K; € H*(X, Z) such that K is an integral lift of ws(T'X),
|K; - ¥| < 2g — 2, and for ', A € H, the power series DX7U( F<2)+A<3)) is equal to:
L o) Z e3¢ 1= ) 3K+ K;) T+ (K~ Kj) A (4.52)

7]

The cohomology class K; is called a basic class of the triple (X, ¥, w) and ¢; ; is called the coefficient
associated to the pair (/;, K;). In the case that H = Hy(X), we say (X, ¥, w) is permissible.
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Example 4.53. The results of Subsection 4.2 shows that the triple (E'(2), f, w) forms a permissible triple
where f is a fiber in an elliptic fibration of £(2) and w is a 2-cycle that w - f % 0 mod 3. In this case, the
only basic class in (4.52) is the zero cohomology class. More generally, we can embed a surface of genus
g in E(2) whose self-intersection is equal to 2g — 2. For example, we can construct such an embedded
surface by considering the union of g fibers and a section of the fibration, and then smoothing out the
intersection points. Let X be the proper transform of this surface after blowing up £(2) at 2g — 2 points
on the surface. Let also w be a 2-cycle in E(2)#(2g — 2)@2 such that w - ¥ # 0 mod 3. Then the blow
up formula implies that (F/(2)#(2g — 2)@2, ¥, w) is a permissible triple. If Fy, ..., Ea4_o are the
exceptional classes, then a basic class of this triple has the form +F; + --- + Foj o.

Example 4.54. One can further generalize the previous example by considering a surface ¥ with self-
intersection 0, embedded in the 4-manifold £ (n)#k@% Let w be a 2-cycle in X such that w-X # 0 mod
3. Then the blowup formula and Theorem 4.40 can be utilized to verify most requirements of Definition
4.50 for permissibility of (X, ¥, w). The only missing part is to verify the inequality |K - X| < 2g — 2
for basic classes K of X. To check this inequality, note that our basic classes for (X, X, w) are the same
as U(2)-basic classes for X [54, 27, 65, 55, 28]. Therefore, the desired inequality is a consequence of the
Adjunction inequality in [55]. In fact, we expect that any tripe (X, w, X2), satisfying properties (i), (ii)
and (iii), automatically meets the requirements in (iv), as long as X has simple type in the sense of [55].
However, pursuing this direction is beyond the scope of this paper.

Definition 4.55. For g > 1, the set of all integer pairs (a, b) which satisfy the following two properties is
denoted by Cy:

(i) a and b have the same parity;
(ii) |al + |b] < 29 — 2.
We will write NV, for the number of the elements of C, which is equal to 2g(g — 1) + 1.

The following proposition can be verified using the permissible triples provided by Example 4.53:

Proposition 4.56. For any (a,b) € Cg, there are a permissible triple (X, w, ¥) and basic classes K; and
K of the triple such that 3 has genus g and:

K+ K; K — K.
o it K o, (K- Kj) o (4.57)
2 2
For a permissible triple (X, 3, w), define:
DX,w,E(eF(2>+A(3)> — Z DX,w+l2<eF(2)+A<3))

0<i<2

More generally, Dx ,, x:(2) is defined to be the sum Dy 4,45 (2) for different values of 0 < [ < 2.
Dimension fomrula shows that if all terms in z have a fixed degree, then only one of the 2-cycles w + [X
is involved in the definition of D x ,, :(2).
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Lemma 4.58. Suppose (X, w,Y) is a permissible triple as above and d,, € Z/3Z is defined to be
b +1—w-w. Then Dx,w,g((%) " @F2®) js equal to:

3 gl homm) €19 (BG4 G I M) 14 (-QUA+ 5 (S IG) T)

where the inner sum is over all pairs of basic classes (K;, K;). Moreover, l; j € Z/3Z is equal to
(w-2)(FR) - %

Proof. For a 4-manifold W with simple type, the power series D x ,, can be recovered from D X,w in the
following way:

DX,w((a )mel @ Fhw) Z crldw=mD y (e T @+ A
’ 3 oS
Therefore:
1 R ' |
Z Dx sz(( 3 )m rerrie) = 3 Ck(deme)DX,wHE(eckr(2)+CQkA<3))
Osis2 0<k,l<2

Then, we can use the permissibility of (X, w, ) to rewrite the right hand side in terms of basic classes. A
straightforward simplification gives the desired result. O

Suppose (X, w, ) and (X', w’, X)) are two permissible triples such that the embedded surfaces of
genus g are identified with each other, and this identification is lifted to the normal bundles. Suppose
also w and w’ intersect ¥ in the same number of points with the same signs. As it is explained in
Subsection 3.3, we can form the triple (X #x X', w#w’, X). There is also a subspace K < Hy(X) @
Hy(X') such that there is a map # : K — Ha(X#5xX'). The main goal of this section is to compute
ﬁX#EX',w#w' (eF@*A®), for ', A € im(#), in terms of the invariants of the pairs (X, w) and (X', w’).

The basic idea to achieve this goal is to use the gluing property in (3.29). Therefore, the Ry -module

]Igf - introduced in Subsection 3.3, for N = 3 and d = w - ¥, plays a key role in computing the invariants
of (X#x X', w#w'). In fact, we can replace ]I; 4 With a smaller module. Before giving the definition of
this smaller module, we introduce some conventions. Form now on, we drop 3 from our notation and
denote this Fukaya-Floer homology module with I, 5. Moreover, for a permissible triple (X, w, ¥) the

intersection w - ¥ is denoted by d, unless otherwise is stated.

Let ﬁgyd c I, 4 be the C[[t2, t3]-module generated by the following relative elements in I 4

Do uen(el @) 1= 37 Do yom(e’ @70) (4.59)
1€Z/3Z

where (X, w, X)) is a permissible triple, I', A € Hy(X,Z) with ' - ¥ = A - ¥ = 1. By Identity 3.29, the
pairing of this element with Da_ s, (zeP@*+P®)) is equal to the following element of C[[t2, 3]:

Dy 5 (zef@TA@) (4.60)
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Suppose C[[t2, t3]][x, y, z] is the ring of polynomials of three variables with coefficients in C[[¢2, t3]] and
z = P(az, ¥(9), X(3)) for P € C[[t2, t3]|[,y, z]. Then Lemma 4.58 shows that the pairing of (4.59) and

Da, s,(2?@+P@) is equal to:

ST ¢ plufa,b)) Y epet QP Bi(Ki—K;)-A)+C P (—Q(A)+ 2 (Ki+K;)T)
(a.b)eC

where the inner sum is over all pairs of basic classes (K, K;) such that:

M-Eza M.Ezb. (4.61)
2 2
and:
u(a,b) := (3¢*®, ("V3a + *Pty, (**"V/3ib — 2(Vt3). (4.62)

For A = (o, ) € Cy, fix a polynomial Py € C[[t, t3][z,y, z] such that:
Py(u(a, B)) =1 Py(u(a,b)) =0  for (a,b) # (o, B) (4.63)
Define a map & : fg,d — CJt1, tg]]Ng in the following way:

= {(n, Da,.s,(Px(az, (2),2(3))6D(2)+D(3))>}Aecg

By (3.29), the homomorphism ® maps the relative element in (4.59) to an element of CNy [[t2, ts], whose
component corresponding to A = (a, b), denoted by ¢, (T, A), is equal to:

(dbdec e QO (L4 (K — K ) -A) ¢ (~Q(A) + 53 (Ki+K;) ) (4.64)

where the sum is over the pairs of basic classes (K, K; ) that satisfy (4.61). Let C((¢1, t2)) denote the
field of fractions of C[[t, 3]]. Then ® induces a map @ : Iy 4 @ty 1,7 C(t1,t2)) — C((t1, to)) N

Proposition 4.65. The map ® is injective. Moreover, ® is an isomorphism of vector spaces.

Proof. Suppose 7 is the ideal in Ag ®c C[[t2, t3] that is generated by ag, Y(2)> V(3) and the elements
P(az, ¥(9), X3)) where P € Cl[ts,t3]|[,y, 2] is a polynomial evaluating to zero at the points in (4.62).
Then the pairing of (4.59) and DAg’[;g(zeD@)*D(?’)) vanishes when z € Z. Any element of ig,d is also
invariant with respect to the action of:

&= 1Y ([0,1] x Y5, [0,1] x g0 + B, ell0H @+ 01w (4.66)

Recall that Y, = ¥ x S! and « in (4.66) denotes an S!-fiber of Y,. Any z € Ag ®c C[te, t3]] can be
written as a sum of an element of Z and a C[[t2, t3]|-linear combination of the polynomials { Py} xec, -
Therefore, injectivity of ® is a consequence of Proposition 3.30.

For a given A € C,4, Proposition 4.56 gives a permissible triple (X, w, ¥) such that the component
of the relative element (4.59) corresponding to A is non-zero. Furthermore, we can change the relative
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class as in (4.59) by replacing I' with ' + s¥ and A with A + s¥X. The component of this relative
element corresponding to A = (a, b) picks the factor e*(¢*V3at2+¢"V3bis+C5-2¢*63)  Therefore, by
taking C[[¢1, t2]]-linear combinations of such expressions for different values of s, we can produce
elements of ﬁg,d such that the component corresponding to Aq is the only non-zero element. This verifies
the second part of the proposition. O

Consider the restriction of the paring (, ) on I 4. Above proposition implies that this pairing induces

a pairing on C((t1,t2))™V using the map ®:

<', > : C((tl, tz))Ng X C((tl, tg))Ng — C((tl, tg)) 4.67)

Suppose this pairing is given by {{ 2bd(9*1)hf\"f\,} A vec, With respect to the standard basis of C((t1,t2)) Ny

where b is the second coordinate of A. The constant ¢2*4(9—1) does not play an important role here. It will
be used to obtain slightly simpler form for our gluing formulas in Proposition 4.70.

Proposition 4.68. The element h*‘)]\:’/j\, (ta,t3) € C((t1,t2)) is non-zero only if X\ = XN. Furthermore, if
A = (a,b) and |\|1 := |a| + |b] < 2g — 2, then h?\’g{ is zero.

Proof. Suppose (X, w,X) and (X', w’, ) are two permissible triples such that w and w’ intersect X in the
same set of points with the same signs. Suppose the homology classes I', A € Ho(X ) and IV, A’ € Hy(X')
are chosen such that their intersection with X is equal to 1. Then Identity (3.29) asserts that:

DX#EX’ wHw’ E(e(F#F’)(2)+(A#A’)(3))
D1 PR X s (T A) X (T A) (4.69)
ANEC,
Replacing I', I, A and A’ with T + X, TV — r3, A + s¥ and A’ — sX does not change the left hand side
of the above identity. On the right hand side, the term corresponding to A and )\’ changes by a factor of
the form e/ (AA)+s9(AX) Here f(X, N') and g(\, X'), which can be computed explicitly, are zero if and
only if A\ = ). Therefore, hg"i/ has to be non-zero when \ # \.

Let (X, w,X) be the permissible triple of Example 4.53 where ¥ has genus g — 1. Taking the
connected sum of ¥ and a nomologically trivial torus, embedded in a 4-ball, produces a permissible
triple (X, w, ¥’) such that >’ has genus g. Then X #x X can be decomposed as the connected sum of
S? x S? and another 4-manifold with b* > 0. Theorem 6.14 asserts that, for I', A, T and A’ € Hy(X),
the following invariant vanishes:

DX#Z,wa#w,E(e(F#F’)<2)+(A#A’)<3))
If [\|; < 2g — 2, then we can find I" and A such that cﬁ‘(’w’z, is non-zero. Consequently, h?\’fi is zero for
this choice of \. O

In the light of the above proposition, let hZ:‘Z be hi’j for X\ = (a,b) € C4\Cy—1. These are the only
non-zero terms among the coefficients of the pairing.
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Proposition 4.70. Suppose (X, w,X) and (X', w’, X)) are two permissible triples such that w and w'
intersect 3. in the same set of points with the same signs. Then:

a2

Dx s x7 g (5 3 )22) = Dx oy, X7ttt (2) D x4ty X7 witw (a32) = 0 4.71)

for z € Sym*(Ho(X#sX') @ im(#))%2. Suppose also the intersection number of homology classes
T, A€ Hy(X) and T', N € Ho(X') with % is 1. Then D x gy, x7 s (€T )@+ AFN)G)) s equal to:

QI#r’) / 1 A/33 /
et e TQUED Z h?b to, t3) ECU dipjre 2 (M 4 My o) TH 4G5 (M = My 0 ) A))
(a,b)eC4\Cq 1

For each (a,b), the second sum is over the pairs of basic classes (K;, K;) and (Ly, L) such that:

A : Lo+ L K Lo — L
(KZ;KJ)&;:(Z; Py g (K12KJ).2:(12 7)oy (4.72)

and M; i1, M ;i are respectively equal to K;# Ly, K;j# L.

Proof. The series D x4, Xr7w#w/7g(e(F#F')(2>+(A#A/)(3)) can be computed in terms of the cohomology
classes M; ; by plugging (4.64) into (4.69) and applying Proposition 4.68. Then we argue as in Lemma
4.58 to obtain the desired formula for the U(N)-series D x s x7 wiur (€ (T#) ) +(A#A)3)) - We can

follow a similar strategy to compute D X X! whw! (a ax I o(TH#L) (o) +(A#A! )(3)) in terms of the classes
M; ;. The resulting formulas prove the identities in (4. 71) O

The goal of the remaining part of this section is to determine the power series hg’Z(tQ, t3), up to two
constants. Firstly, one can obtain a constraint on this power series by changing the orientation of 3:

o3 (ta,t3) = h%, _y(—ta, —t3) (4.73)

We shall obtain more constraints by looking at some explicit 4-manifolds. In the case g = 1, in fact we
can determine hé’g(tQ, t3) completely using our calculation of the invariants of F/(n):

Corollary 4.74. For g = 1, the only non-zero term among the pairing coefficients is given by:
1d _ 21 2
ho'o(t2,t3) = (hy cosh(v/3ta) — 2Ry cos(—-d + V/3t3))2.

In particular, if (X, w,X) and (X', w', X)) are permissible triples such that the genus of ¥. is equal to 1,
and w, w' intersect Y. in the same set of points with the same signs, then:

ﬁX#gX’,w#w’ (e(r#l—")(Q)‘i'(A#A’)(g)) — hé’gﬁx,w (eF(2)+A(3) )ISX/ (e (2)+A(3)) (475)

Remark 4.76. Identity (4.75) is a consequence of Proposition 3.34, and it holds even if we only require (i),
(i) and (iii) of Definition 4.50 for the triples (X, w,>) and (X', w’, ¥).
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Figure 1: A schematic picture of B(n): each embedded curve represents an embedded surface and each
intersection point of these curves represents an intersection point. Note that £* and o, do not intersect.

The 4-manifold B(1) := E(l)#@2 has two elliptic fibrations with fibers f and f’ such that
f - f" = 1. There are also disjoint embedded spheres F and E’ in B(1) such that E (respectively, E’)
intersects f (respectively, f’) positively in one point and is disjoint from f” (respectively, f). The fiber sum
of n copies of B(1) along f’ produces a 4-manifold B(n) which is diffeomorphic to E (n)#n@2 (Figure
1). The exceptional spheres of B(n) are denoted by El, ..., E™ where E' is given by the exceptional
sphere F in the i*" summand of B(n).” Furthermore, one can glue copies of f to produce a surface f,, of
genus n with self-intersection zero. The homology class of f;, is equal to [S] — [E1] — - - - — [E™] for an
appropriate surface S of genus n in E(n). Similarly, one can glue copies of E’ to produce o, a sphere of
self-intersection —n, that is disjoint form f,, and the exceptional spheres. The intersection number of o,
and f’ is equal to 1. The following proposition shows that (B(n), f,,w) is permissible if w - f # 0 mod
3:

Proposition 4.77. Suppose w is a 2-cycle in B (n) such that w - f, # 0 mod 3. Forn > 2, the triple
(B(n),w, fy) is permissible and DB(n)7w(eF<2)+A<3> ), forT', A € Hy(B(n)), is given by:

e@_Q(A)G’(F, Aw- fyn2 H %(cosh(\/gEi -T) + 2005(—2%10 -E'+V3E'-N))

Here G is given by (4.24) after replacing f with f'. In particular; a basic class of B(n) has the following

form:
(n—2k)f' +E' ...+ E"

forl<k<n-—1.

Proof. This follows from the Blow-up formula and Theorem 4.40. O

"For the special case of exceptional spheres in B(n), we deviate from our previous notation and put i as a superscript.
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Figure 2: A schematic picture of B(n)# ¢, B(n)

< :qw
|

From the construction, it is clear that there is a diffeomorphism (see Figures 2 and 3):

®, : B(n)#s, B(n) — B(2)#y, ... #;,B(2) (4.78)

g g
2 f2 2 f2 2

$ ?
3
S

Figure 3: A schematic picture of B(2)#y, ... #,B(2)

This diffeomorphism maps f,, and fj := f'#f" in B(n)#y,B(n) to f;, := f'#...#f and fo
in B(2)#y¢,...#£B(2). The sphere 0, < B(n) determines two spheres of self-intersection —n
in B(n)#;y, B(n) which are denoted by o} and o2. The diffeomorphism ®, maps of to E} :=
E'4t ... #E". Therefore, the following elements of C[[r2, s2,73, 83, ta, t3] are equal to each other:

~

DBy, Bnykyif, (e o2 s tssle)
n Ko n

= BB(Q)#fz - F o B(2),kf2 1S}, (e(Tzfq'l+S2f2)(2)+(T3f7'1+83f2)(3) ) 4.79)
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Proposition 4.80. Suppose (a,b) € Co\{(0,0)}. Then:

7d ,d 1Nt
W2t ts) = Y hY . eVRvttySint 4.81)

(7,meC2\{(0,0)}

where hi:‘li . IS a constant number.
Proof. The triple (B(2), df’ + 2dfa, f2) is permissible, and Proposition 4.70 can be utilized to compute
the following element of C[[r2, 3, s2, S3, t2, t3]):

D B2y, B(2) dpy-rap, (2RI s 4T ) ),
2 "2

We can evaluate this series at to = t3 = 1 to obtain a well-defined element of C[[r2, 3, s2, s3]]. This
power series is equal to:

er252—2r3s3 Z hi:g(s% sg)e\/gam-‘r\/gib?”:%( Z Cij>2 (4.82)
(a,b)eC2\{(0,0)} (K3, K5)

where the inner sum is over all pairs of basis classes (K;, K;) of (B(2), df" + 2dfa, f) such that:

(Ki + Kj)
2

(K — K;)

5 - fa =b.

fa=a
For each choice of (a, b), the inner sum is non-zero. The identity (4.79) shows that the expression (4.82)
is invariant with respect to the symmetry of C[[ra, 3, S2, s3] that switches ry with s9 and 73 with s3.
This can be used to show that h? db) (t2, t3) has the form in (4.81). d

)
a,

Figure 4: A schematic picture of B(2)# , B(2): reflection with respect to the dashed line represents the
diffeomorphism @5 of this 4-manifold
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Proposition 4.83. The constant numbers h> 5 b are zero except possibly the following ones:

?'Y?
2,d 2,d ,d 2,d
h2,0,2,0 h0,2,0,2 ho,—2,0,—2 h—2,0,—2,0-
Furthermore, there are real numbers hs and hy such that:
2.d 2.d 2,d d 2,d —d
h2020—h 2,0, 20—h3 h0202—Ch4 ho -2,0, 2—C hy. (4.84)

Proof. Firstly, for the purpose of brevity, let:
Nic (T, A) = D (el @ Ao =57+,
Proposition 4.80 implies that Np2) 4 . 5(2) dfy+d 1 (T, A), for T', A € im(#), has the following form:

ZMgl;i/w@ 4,1 )e (B2 (Ki# K+ KG# K +27 f2) T)+ L2 i((Ki# Ky — K # K j1+20 f2)-A))
where the sum is over the pairs (a, b), (7,7) € C2\{(0,0)} and the basic classes K;, K;, Ky and K of
the permissible triple (B(2), df’ + 2d’ f2, f2) such that:

(K — K) (Ko — Kj)

(K + ;) (K + Kj)
Sy = Y .

> 5 fa=a

fo= “fa=0.

. d C 2.d
In the above expression, the constant number M b, n(z, J,i',7") is equal to ha,b,%ncijci/j' where ¢;; and

cyj» are the coefficients associated to the pairs of basic classes (K;, K ;) and (K, K ;) for the permissible
triple (B(2), df" + 2d' f2, f2). We need the following elementary lemma:

Lemma 4.85. Suppose V' is a vector space and { f; }1<i<n is a finite set of distinct complex valued linear
functionals on V. Then the functions {e/i}1<;<n are linearly independent over C.

This Lemma is an immediate consequence of the existence of a line | < V' such that the restrictions f;|;
are distinct. We apply this lemma in the case that V' is the following subspace of Ha(B(2)# s, B(2))®?

(im(#) N (P2)«(im(#))) ® (im(#) N (P2)« (im(#)))
Since ® maps df} + d’ f2 to dfs + d’ f5, we have:
Np@y#,, 8@ .d+a T A) = Np@yg, 5@)dp+a s (22)«(0), (B2)«(A))

for (I, A) € V. This identity implies that:

d,d A d',d . ’L]Z]FA
Mgy (64, ,j)f 5T Mabyn(zvjvzlﬂ)e“b”( ) =0. (4.86)

Here f;%;lf; is defined by the following pair of cohomology classes:

(?(Ki#Ki’ + Kj#Kj + 27 fa), \égi(Ki#Ki’ — Kj#Kj + 2nf2))
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R R L,
and g% 7 = ®%(fr" 7). In the case of f.}" ", this pair is equal to:

a,b,y,m a,b,y,m ,0,7,m
(5o (L, + L), S5, — L)

for an appropriate choice of m and J, where L‘fn is defined in the following table:

fo | f5 | By | B3 | oy | o3
L3:=FEi+E3+6f | 2 | 0 |[6-2]6-2] 0 0
Ly:=—FE3 —FE3+6fs | 2| 6 [6+2|6+2| 0 0
Ly:=—-EY+E3+6f| 0| 6 |6+2]6-2] 0O 0
Ly:=EY—FEZ+6fo | O | 0 [6-2[0+2] 0O 0
Lg =0 —C+df 0 ) o 1) 0 0
Lg =Co— (1 +df 0 0 o 1 0 0
J) =0y +03+6f, | 5| 2 0 0 [6—-2]6-2
Jgi=—ol—o3+6f | 8§ | 2] 0 0 |d+2|d+2
JSi=—o0s+o3+6fy | 6 [ O 0 0 |[d6+2|6—2
J) =0y — o2 +65f} 5 | 0 0 0 |0—-2|d6+2
J =6 — &+ 5} 5§ |0 0 0 ) B
Jo =& —& +6f) 5§ |0 0 0 ) B

Table 1: Pairing of the cohomology classes L9, and .JS, with some elements of (im(#) N (P2).(im(#)))

There are similar formulas for g;]bl;]n/ , where L9, and Lf;, are replaced with J¢, and Jfr;,. In the above
table, the cohomology classes (1 and (s are equal to E'# E? and E?#E'. Moreover, §; := ®3((;). The
table contains evaluations of L% and J9, at some elements of im(#) N (®2),(im(#)). The evaluations
of this table shows that the only possible identities among the following functionals on V':

J? 1<i<d4.

0

(2

are the identities of the elements in the pairs (L%, J?) and (L, 2, Jy ?). Therefore, Lemma 4.85 can
be used to prove the first part of the proposition. The second part, is a consequence of the remaining
information in (4.86), Identity (4.73) and rationality of polynomial invariants. O

Proposition 4.87. The constant number hs is non-zero.

Proof. Recall that the 4-manifold X (m,n) is a branched double cover of W (m,n) which is the blow up
of CP! x CP! at 4mn points. Suppose 7 : X (m,n) — W (m,n) is the covering map. Since 7 does
not contract any curve, the pullback of any ample divisor is still ample by Nakai-Moishezon Criterion and
projection formula [45]. In particular, the following divisor is ample:

dmn

™*({p} x CP! + CP! x {¢} — ZE) = foc1 + fmo1 — ), T (E)

=1

where {E;}1<i<amn is the set of exceptional classes.
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Next we focus on the 4-manifold X (3,4). Suppose w1 = f3 and we = f3 + fy. Thus there is a
holomorphic line bundle L; on X (3,4) that ¢;(L;) is represented by w; and w; can be decomposed as
w}#w? with respect to the decomposition of X (3,4) as E(3)#, E(3). Let S denote the ample class
fo+ fza— Zl 1 7 (E;). According to Theorem 2.19, the coefficient of ¢5 in the series ﬁX(374)7w(eS<2>) €
C[[t2]) is positive for large values of k. Since X (3,4) = E(3)#y,£(3) and the homology class S lies in
the image of #, we can use Proposition 4.83 to show that:

Q(S)
2

D x (3,4, (€52 = [%h%h:s cosh(V3(fs + 2f2) - S) + 27304 COS(—Q?WW (fs +2f2))]

Therefore:

S

~ A 3 Q)
2D x (3,401 (€°@) + D (3,05 (€)= §ﬁ%h3e 2 cosh(V3(fs +2f2) - S).

This implies that A3 is a positive number (and A is non-zero). ]

Proposition 4.88. The power series hi:Z(tQ, t3) is zero, unless:

(a7 b) € {(i(QQ - 2)7 0)7 (07 i(29 - 2))}
Furthermore, we have:

2 2 .
29—4,1£2+/3t> g,d — p9— 13429 -+ 20 d +2+/3it3
—)* % h Ry hy (T % .

-1
ke Yiag-,olt2rts) = 15 (fh 0t (29—2) (P25 13) =

Proof. This theorem can be proved by exploiting the diffeomorphism in (4.78) for n = g. Let the
2-cycle w in B(g)#y,B(g) be equal to df; + df,. Using Propositions 4.70 and 4.77, we can show that
NB(g)#qu(g)M(F, A), for ', A € H := im(#), is equal to:

N 5
Z hg’(zf(tz, t3) Z Cijci/j/e(f(Mi,i’*Mj,j/)'FJde‘(Mi,i/’MJ%J'/)'A) (4.89)
(a,b)eCy\Comrt

where the second sum is over the pairs of basic classes (K;, K;) and (K, Kj) of the permissible triple
(B(g), df’ + 2df,, f,) such that:

(Ki—FKj) (Ki/ —|—Kj/)
2 2
and Mi,i’ = Z#él:(/ and M ]#K]/

Recall that the 4-manifolds B(g)#, B(g) and B(2)#y, ... # s, B(2) are diffeomorphic to each other
using the diffeomorphism ®,. Therefore, Np(4)4 %o B(g),w([, A) can be also computed by regarding

(K — K) (K — Kjr)

’fg: 5

f,=a = fy=b (490

B(g)#,B(g) as the fiber sum of g copies of B(2) along surfaces of genus 2. In particular, Propositions
4.80 and 4.83 allow us to obtain the following explicit form for NB(g)#ng(g)’w (T, A):

d d
aeVBMa T 4 g1 (D yae—VEMLT | g1 (S yaoVBiMyA 4 pae1 (S DyoomvEMeA (491

hyt
( 36 9 9

36
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where M, = a; + 02 + 2(g — 1) f5. However, this approach works for the homology classes I', A € H’
where H' is the image of the iterated applications of # using the decomposition of B(g)# s, B(g) as the
fiber sum of g copies of B(2). Therefore, (4.89) and (4.91) are equal to each other for ' A € H n H'.
Fix ', A € H n H' and let:

l:={T+sf;|seC} I':'={A+sf,|seC}

Applying Lemma 4.85 to the subspace | @ I’ of (H n H')®? shows that:

o 1 hl 2g—4_++/3M!.T —1 1 +v/3M, T
hgi(2g—2),0(t27t3)(36)g(*2 )2t VIMy T — pg (%)ge_ ;
o] L\ gy 20-15(20-2)d_+v3MA _ po—1,C g vEiM, A
ho,i(2g—2)(t27t3)(§) hy” ¢ et s = hf (?) et B

where Mé = (g—2)f5+ E21 + -+ Eg . Since h; and hg are non-zero [15], the above identity proves
the second part of the proposition. If (a, b) ¢ {(£+(2g9 — 2),0), (0, (29 — 2))}, then the same argument
shows that:

V3 V3
hg’g(tmt3)ZCz’jdi/j/e(T(Mi,z"*Mj,j’)'F*Tl(Mi,z"*Mj,j’)'A) =0

for ', A € H n H’'. This sum is over the pairs that satisfy (4.90). Another application of Lemma 4.85 for
the following homology classes in H n H’:

I'=s(BEy &+ EY) A=s(Ey+---+ EY)

shows that h?%(ta, t3) has to be zero. O

The following theorem summarizes our results in this subsection:

Theorem 4.92. Suppose (X, w,X) and (X', w', %) are two permissible triples and the genus of ¥ is
at least 2. Then the triple (X#x X', w#w', X)) is permissible with respect to the image of the map
# : K — Ho(X#xX'). The basic classes for (X #s X', w#w', %) are:

M), = K;#Ly + 275 (4.93)

il
where K;, Ly are basic classes of (X, w,Y), (X', w',¥), K; - X = Ly - ¥ and:

For a pair of basic classes M]Z, = K;#Ly + 27X and M;Zj, = Kj#Lj + 2n%, let:

(K + Kj) o _ Lo+ Ly) o (K — Kj) . _ (Lv —Ly)
2 2 2 2

. . . .. g,d . .
Then the coefficient associated to this pair is equal to c; jdy jh P where c; ; is the coefficient

associated to (K;, K;) for the triple (X, w,X), dy j: is the coefficient associated to (Ly, L) for the
triple (X', w', %), and h%"

Y=b

is non-zero in the following cases:

a,b,y,m
d d ~1,2 \9g-4
his =h> — B2
(29—2),0,1,0 —(29-2),0,—1,0 3 ( Iy )
g—1 g—1
hg’d h4 Cd g,d _ h4 C_d
0,—(29—2),0,—1 h2g_4 .
2

0,(29—2),0,1 — 204
2
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5 Sutured Floer Homology

5.1 Eigenvectors

For arbitrary N, we introduce a set of generators of the algebra fo 4 in Corollary 3.21. In particular, in

the special case that N = 3 and d = 1 or 2 mod 3, we have the following generators of Vg 4 (which will
be denoted by V, 4 from now on):

e=Da,s,+5(1) R =Days (ar) ol =Da,s,(l10)  pr=Da,s,.(Sm) 6D

where 7 = 2,3 and {I/ }1 <<, is a set of generators for H (X, Z). If y is one of the above elements, then
the product m(-,y) defines an operator on V, 4 which is still denoted by y. Recall that there is also a
pairing on V, 4 which is denoted by (, ).

The operator € is equal to I, (Y, x [0,1],74.4 % [0,1] + X, 1) and the remaining operators can be
described as:

I* (Yg X [07 1]7 'Yg,d x [07 1]7 Q) (52)

where ¢ = a,, lgr) or ;). This alternative description allows us to extend the definition of these operators
to arbitrary admissible pairs. Suppose (Y, ) is a 3-admissible pair, and X is an embedded surface of genus
gin'Y. We also assume that an integral basis {I/ }1<;<a4 for H1(X) is fixed. By replacing (Y, 74.4) with
(Y,~)., we can define analogues of the operators €, X,., o and p, on I,(Y,~). These operators on I, (Y, ~)
are denoted by €(X), 8, 0.(X) and p,-(X). In the case that the choice of X is clear from our discussion,
we drop X from our notation for (), 0%.(2) and p,.(2).

Definition 5.3. An element v € V 4 is called an exhaustive eigenvector if it is a simultaneous eigenvector
of the action of the operators in (5.1). An exhaustive eigenspace is the set of all exhaustive eigenvectors
which have the same eigenvalues with respect to these operators. An exhaustive eigenvector v is called
non-degenerate if the pairing (v, v) # 0.

Remark 5.4. Since (03;)2 = (, the only eigenvalue of this operator is zero.

Suppose (X, w, ) is a permissible triple and X is a surface of genus g and w - 3 = d. For a pair of
basic classes (K, K;) of this triple, let ¢; ; denote the associated coefficient. Suppose also for a fixed
A= (a,3) € Cy:

Doy #0 (5.5)

(Kiij)

where the sum is over all pairs of basic classes (K, K;) that satisty the following equality for (a,b) =

(a, B):

Recall that Py, is the polynomial that satisfies (4.63). Suppose Q) € C|x, y, z] is defined as the evaluation
of Pqp) atte = ¢3 = 0 and consider the following element of V4

V(o) = Dxowe 5 (@xr(az, X(2), X(3)))-
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Proposition 5.7. The element v, gy € V4 is a non-zero exhaustive eigenvector. The eigenvalues of
V(a,8) With respect to the actions of €, R, R3, pa and ps are respectively equal to 1, 3¢298, 0, ¢B/3a
and *¥P\/3iB. Furthermore, if (a, ) = (+(2g — 2),0), then the eigenvector VU(a,) IS non-degenerate.

Proof. Lemma 4.58 can be used to show that for an arbitrary polynomial P € C[z,y, z]:

Dxwz(Plaz, L), Sm) = Y, (PRPEE 3a,¢M3ib) > ay  (5.8)

(a,b)ecg (KZ,KJ)

where the inner sum is over all pairs of basic classes (K, K;) that satisfy (5.6) and ¢; ; is the coefficient
associated to the pair (/X;, K;). Functorial properties of Floer homology imply that the pairing of V()
and Da, 5, ,(1) is equal to D x o 5:(Qa (a2, X(2), X(3))) which is non-zero. Therefore, v(q, ) is a non-zero
vector. Using the non-degeneracy of the pairing on V4, the claim that V(a,B) is an exhaustive eigenvector
can be translated to claims about the U(3)-invariants of (X, w). In particular, (5.8) shows that V(a,B) 1S an
eigenvector of €, Na, pa and p3. The vector v(, g) is in the kernel of the operators X3 and ol because X
has w-simple type and by (X) = 0. The pairing {v(4,g), V(,3), can be also computed by Theorem 4.92.
Using Proposition 4.87, this number is non-zero for (o, 8) = (+(2g — 2),0). O

Example 4.53 gives a permissible triple such that the condition in (5.5) is satisfied for any A € C,.
Therefore, for each A there is an exhaustive eigenvector in V, 4. The condition in (5.5) is not very essential
in constructing such an eigenvector. This condition is used to show that v, g) is a non-zero element of
V4. It is possible to replace v(, gy with the following element:

Ula,8) = Dxowe,2(Qxr(az, B), X3))2)

where z € A(X°)®2. If the triple (X, w, X)) has at least one pair of basic classes (K;, K;) which satisfy
(5.6) for (a,b) = (c, 3), then z can be chosen such that the above element of V, 4 is non-zero.

Proposition 5.9. An exhaustive eigenspace is 1-dimensional.
Proof. Suppose V < V4 is an exhaustive eigenspace, and s1, S2, S3, S4 and s; are respectively the
pp g, gensp p y

corresponding eigenvalues of €, No, N3, po and p3. Suppose also J < V ;4 is the ideal generated by the
elements of the following set:

G := {6—81,N2—82,N3—53,p2—54,p3—55}u{07];|].<j<2g, 1<r<2} (5.10)

Then an element of J is the sum of the elements of the form m(x,y) with z € G'and y € V, 4. For any
veV:

(o, m(z,y)) = (m(v,z),y) = 0
Therefore, V' is orthogonal to J. Since V, 4/J is a 1-dimensional vector space and the pairing is non-
degenerate, the dimension of the vector space V' is at most 1. U

Lemma 5.11. Suppose v € V, 4 is a non-degenerate exhaustive eigenvector, and sy, sg, s3, 54 and s5 are
respectively the corresponding eigenvalues of €, No, N3, po and ps. Then the following space:

H := kergen(€ — 51) ﬂkergen(Nz — S9) ﬂkergen(Ng — 83) ﬂ kergen (P2 — 54) ﬂkergen(pg, — 85)
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is 1-dimensional. Here ket gen (T'), for an operator T, is the union of the kernel of the operators T* for all
values of k.

Proof. Suppose the claim does not hold and v’ € H is a vector which is linearly independent of v. Let G
be defined as in (5.10). All the operators involved in the definition of H have even degree with respect to
the Z/27Z-grading of V, 4, induced by the Z/12Z-grading. Therefore, H can de decomposed as Ho @ H
with respect to the Z/2Z-grading of V, 4, and we may assume that v’ € H; for i = 0 or 1. By Proposition
5.9, there is zg € G such that m(v’, o) # 0. Since the restriction of the elements of G on H are nilpotent,
without loss of generality, we can also assume that the product of m(v’, () and any element z € G is
zero. Therefore, m(v’, xy) = cv for a non-zero complex number c. This implies that:

(m(' zg), m(v',x0)) = {cv,cv) # 0
On the other hand, we have:
(m(v', z0), m(v', z0)) = £(m(m(v', z0),z0),v") =0
which is a contradiction. 0

Proposition 5.12. ([59, Proposition 7.2]) Suppose (Y, ) is a 3-admissible pair and ¥ is an embedded
surface in'Y of genus g such that vy - ¥ = d mod 3. If (s1, S2, 3, S4, S5) is a simultaneous eigenvalue
of the operators (e(X), Vo, V3, po(X), p3(X)), then is also a simultaneous eigenvalue of the operators
(€, N2, N3, po, p3) acting on Vg 4.

By Proposition 5.7, v2,_2,0 is a non-degenerate exhaustive eigenvector of V,, 4. Suppose si, s3, s3,
s3 and s denote the corresponding eigenvalues of €, Rg, N3, ps and p3. Then s{ = 1, s§ = 3, 5§ = 0,

s = V3(2g — 2) and s¢ = 0. Following [59], we can define a variation of instanton Floer homology:

Definition 5.13. Suppose (Y, ) is a 3-admissible pair and ¥ is an embedded surface in Y of genus g
such that v - ¥ = d mod 3. Then L.(Y, v|X) is defined as:

kergen (€(3) — 57) [ kergen (R — 5§) () kergen (N3 — 54) [ | kergen(p2(2) — s7) () kergen(p3(2) — 52)

In this definition, we allow 3 to have more than one connected component. In that case, each connected
component 3 of 3 is required to have genus g and v - ¥’ = d mod 3. In the definition of L.(Y, v|%), we
include the operators €(X'), p2(X') — s and p3(X') — s? for each connected component ¥’ of X.

Remark 5.14. In the case that g = 1, the action of the operators N3, p2, p3 on Vy 4 are trivial, the operator
N, is equal to 3¢ ! and € = 1. Therefore, similar relationships hold among the operators €(X), Na, N3,
p2(X), p3(X) acting on L.(Y, 7), where X is a genus one surface in Y. This can be verified in a similar
way as in 5.12. (See [59, Proposition 7.2].) Therefore, 1.(Y,|X), for a genus one surface ¥, is simply
equal to ker(Ry — 3).

This variant of instanton Floer homology is also functorial with respect to cobordisms. Suppose

(W, w) : (Yo,7) — (Y1,71) is a cobordism of admissible pairs, z € A(W)®?, and ¥; is an embedded
oriented and connected surface in Y; such that 33; - v; = d mod 3, and X, ¥3; induce the same homology
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classes of W. More generally, if 3 is disconnected, then each connected component of ¥; is required
to be homologous to a connected component of X inside . Properties of instanton Floer homology
discussed in Subsection 3.1 implies that L. (W, w, z) maps L. (Yo, 70|20) <€ L« (Yo, 70) to L (Y1,71|21) S
L«(Y1,71). Moreover, suppose (X, w) is a cobordism from an admissible pair (Y, ) to the empty pair
and z € A(X)®2. Then the restriction of the map D*’(z) gives rise to a functional on I, (Y, «|X) which
is denoted with the same notation.

Lemma 5.11 asserts that I,.(Yy, v4,4|%) is 1-dimensional. The following pairs from Subsection 3.2
define cobordisms from two copies of (Yy,74.4) to the empty pair:

(an wg,d) (Ag H Ag,dg,d H 59761)'

Therefore, they determine two functionals D5, (1) and D?9-99.4 (1)®D?9:%.4(1) on the 1-dimensional
vector space Ly (Yy, v4,4/2) ® L (Yy, 74,4|2). The non-degeneracy of the exhaustive eigenvector involved
in the definition of I,.(Yy, v,,4|%) implies that the former functional is non-zero. Therefore, we have the
following lemma which provides the distinguishing property of working with a non-degenerate exhaustive
eigenspace for us:

Lemma 5.15. The map D?9%9.4(1) ® DA9%9.4(1) : 1, (Yy, v.4|%) ® 1 (Yy, 7g.a|%) — C is a multiple
of Dod(1) : L(Yg, 79,4 ) ® L (Y, 7,4/ %) — C.

5.2 Excision and Sutured Manifolds Invariants

Suppose R; and Ry are two embedded surfaces of genus g > 1 in a 3-manifold Y. Suppose also there is
a l-cycle yin Y such that v - R; = -y - Re. We also assume + intersects R and Ry transversally, and
all the intersection points have the same signs. Fix a diffeomorphism ¢ : Ry — R» such that ¢ maps
¥ N Ritoyn Ry. We cut Y along the surfaces R1, R, and then identify the four boundary components
of the resulting 3-manifold using ¢ such that the final 3-manifold, Y, is an oriented closed 3- manifold
with embedded surfaces Rl and Rg Our assumption on ¢ implies that  determines a 1- -cycle 7 in Y. We
will also write R (respectively, R) for the union R; U Ry (respectively, Ry u Rg) Now we are ready to
state our excision theorem:

Theorem 5.16. The following Floer homology groups are isomorphic:

~ ~

Proof. This theorem is the analogue of excision theorem for U(2)-instanton Floer homology. The U(2)
version of the excision theorem is proved in [30] for g = 1 (see also [9]) and in [59] for higher values of
g. We follow the same strategy as in the U(2) case to prove the theorem. In particular, the isomorphism
between L, (Y, v|R) and 1, (Y, ¥|R) is induced by a cobordism of pairs (W, w) : (Y,~) — (Y, 7). Let
Y ° be the complement of a regular neighborhood of R in Y. Then the cobordism W is the result of gluing
[0,1] x Y° to P x R; where P is the saddle cobordism in Figure 5. The boundary of the 3-manifold Y°
isequalto Ry U R; U Ry U Ry. Then [0,1] x (R; U Ry) < [0,1] x Y° is glued to 0P x Ry by the
identity map and [0, 1] x (Re U Ry) < [0, 1] x Y° is glued to 0YP x Ry by the map ¢. (For the definition
of ¢/’P and 0;"P see Figure 5.) The surface cobordism w : 7y — 7 is also constructed in a similar way.
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Figure 5: The saddle cobordism P; the union of the two vertical boundary components on the left
(respectively, right) is denoted by 0P (respectively, 07 P).

This surface is given by gluing one copy of P for each intersection pointin y N Ry to [0, 1] x (y n Y°).
Reversing the cobordism (W, w) determines another cobordism (W, w) : (Y,5) — (Y,~). In order to
prove the excision theorem, we claim that:

L (W, @) oLy (W,w) : L(Y,y|R) = (Y,~|R), L(W,w)ol,(W,w):L.(Y,3R) — (YV,5|R) (5.17)

are non-zero multiples of the identity map. In the composite cobordism W o W : Y — Y, a copy of
P x Ry is glued to another copy of P x R; with the reverse orientation. In this part of W o W, the
union of the two copies of § x Ry gives rise to a copy of Y, := S! x Ry. The intersection of W o w
with S* x Ry produces a copy of Vg,d- According to Lemma 5.15 and functoriality of I, replacing a
neighborhood of ST x Ry with (A, [[ Ay, 84.4110,.4) does not change the map L. (W o W,w o w), up
to multiplication by a non-zero constant number. But the resulting cobordism of the pair is the product
cobordism ([0, 1] x Y, [0, 1] x 7). Therefore, the first map in (5.17) is a non-zero multiple of the identity
map. Replacing 0 with ¢’ and using the same argument proves a similar result for the second map in
(5.17). O

The following proposition is the analogue of of Corollary 4.8 in [59] and can be proved in a similar
way using the excision theorem:

Proposition 5.18. Let Y be a 3-manifold, v be a I-cycle in Y, and R c Y be a connected surface of
genus g = 1 such that v - R # 0 mod 3 and the intersection points of v N R are transversal and have
the same signs. Let Y be the 3-manifold obtained by cutting Y along R and regluing by an orientation
preserving diffeomorphism ¢ : R — R. Suppose ¢ maps R n~y to R n -+, and 7, R are the induced
1-cycle and the embedded surface in Y. Then

L(Y,7|R) = L(V,7|R).

Now we can define invariants for balanced sutured manifolds almost verbatim from [59]. Firstly we
recall the definition of balanced sutured manifolds (cf. [37, 48, 59]) :
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Definition 5.19. A sutured manifold (M, «) consists of an oriented 3-manifold M, an oriented closed
I-manifold « in 0M and a decomposition of 0 M as:

oM =R,y uA(a) U R_. (5.20)

Each connected component of « is called a suture and A(«) is the closure of a tubular neighborhood of «.
The spaces Ry and R_ are disjoint and each of them is a union of some of the connected components
of OM\A(«). In particular, each component of 0R, and dR_ is a parallel copy of a suture. Suppose
R, and R_ are oriented with the outward-normal-first convention. Similarly, each component of 0 R .
(respectively, 0 R_) inherits an orientation from R (respectively, R_). This orientation is required to
agree (respectively, disagree) with the orientation of the corresponding suture. The sutured manifold

(M, «) is balanced if neither M nor R+ has closed components, and x(R+) = x(R-).

Note that the required conditions on R, R_ and A(«) imply that the decomposition (5.20) is unique.

Example 5.21. Suppose F . is a surface of genus g with k& > 1 boundary components which is not the
2-dimensional disc. Then ([—1,1] x F,x, 0F, x {0}) determines a balanced sutured manifold. The
decomposition of the boundary of this product sutured manifold is given as below:

Ry ={1}xF,;,  A(@)=[-1,1] x0F,;;, ~ R_={-1} x F. (5.22)

Example 5.23. Suppose Y is a 3-manifold and K < Y is a knot. Let M (K) be the complement of a
regular neighborhood of K in Y, and «(K') be the union of two oppositely oriented meridional curves on
the boundary of M (K). Then (M (K), a(K)) determines a balanced sutured manifold. The manifolds
R, and R_ are homeomorphic to [0,1] x S*.

Example 5.24. Suppose K is a null-homologous knot in Y and S is a Seifert surface for K. We can
also associate a sutured manifold (N (S), «(S)) to S. The three manifold N (S) is defined to be the
Y\((—1,1) x int(S)), where (—1,1) x S is a regular neighborhood of S in Y. The only suture «(S) of
this sutured manifold is defined to be {0} x 05.

Let (M, «v) be a balanced sutured manifold such that the number of sutures is greater than one and
R, R_ are not a union of 2-dimensional discs. We attach the product sutured manifold ([—1, 1] x
For,{0} x 0Fp ) to (M, o) where k is the number of sutures of (M, o). More precisely, we glue M
to [—1,1] x Fyj, by identifying A(«) with [—1,1] x dFpj, using an orientation reversing map. The
resulting manifold is oriented and has two boundary components which are given as below:

R+ = R+ U {1} X F()’k R_=R_v {—1} X FO,k

Since (M, ) is balanced, the oriented surfaces R and R_ have the same positive genus. We choose an
orientation reversing diffeomorphism ¢ : R, — R_. Identifying R, and R_ using the map ¢ determines
a closed 3-manifold Y, which is called a closure of the sutured manifold (1, «). The 3-manifold Y, only
depends on (M, «) and the choice of the diffeomorphism ¢. The surface R, also induces an oriented
surface in Y, which is denoted by R. We also fix a point i on Fp i, and require that ¢ maps (1,y) € R, to
(—1,y) € R_. Therefore, the path [—1,1] x {y} = [—1,1] x Fp induces a 1-cycle ~y, in Y.
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Definition 5.25. The sutured instanton homology of the sutured manifold (M, «) is defined as
SHI, (M, o) 1= I, (Yy, 74| R). (5.26)

If (M, «v) has one suture or one of R, R_ is a union of discs, we replace Fp j, with F ;, in the definition

of (Y,~, R) and then extend sutured instanton homology to these sutured manifolds using (5.26).

Proposition 5.18 implies that sutured instanton homology SHI,, is well-defined.

Remark 5.27. In the definition of the closure of a sutured manifold (A7, cr), we can replace Fp j, with Fy
for an arbitrary g. Then for each choice of g, we can define a sutured Floer homology group as above.
Using our excision theorem and the method of [59], we can show that the rank of these sutured Floer
homology groups is non-decreasing in g. We expect that these sutured Floer homology groups for various
choices of g are isomorphic to each other. However, proving this seems to need a further study of the
algebra V, 1. We hope to come back to this issue elsewhere.

5.3 Instanton Knot Homology

Definition 5.28. Given a knot K in a 3-manifold Y, let (M (K), a(K)) be the sutured manifold of Exam-
ple 5.23. The U(3)-knot homology of K, denoted by KHI,. (Y, K), is defined to be SHIL, (M (K), a(K)).

As it is explained in [59, Lemma 5.2], a closure of (M (K), a(K)) can be described as follows.
Suppose F' is a genus 1 surface with one boundary component, and ¢,¢ < F are two oriented non-
separating simple closed curves which intersect in exactly one point and ¢ - ¢’ = 1. Let Z(K) be the result
of gluing the knot complement M (K) to the product 3-manifold F' x S* such that the meridian of K
is identified with {point} x S! and the longitude of K is identified with 0F x {point}. Suppose also
v(K) < Z(K) is the 1-cycle given by ¢ x {point} = F x S'. Then Z(K) is a closure of the sutured
manifold (M (K),a(K)) and v(K) is the corresponding 1-cycle. The embedded surface R is also given
by the torus 7 = ¢/ x S' < F x S'. Consequently:

KHI.(Y,K) = 1.(Z(K),~v(K)|T) (5.29)
Next, we characterize the set of the critical points of the Chern-Simons functional associated to the
pair (Z(K),v(K)):

Proposition 5.30. For a knot K in a 3-manifold Y, the set of the critical points of the Chern-Simons
functional associated to the admissible pair (Z(K),~v(K)) is a 3-sheeted covering space of
1 0 0
R={p:m(Y\K) = SUB) [p(p)=| 0 C 0 |} (5.31)
0 0 ¢?

Recall that i is a meridian of K and ( = e2mi/3,
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Proof. The set of the critical points of the Chern-Simons functional is given by the conjugacy classes of
representations p : w1 (Z(K)\y(K)) — SU(3) such that a meridian of the closed curve v(K) is mapped
to . We fix a base point for Z(K) on the torus ¢ x S = F x S*. Suppose .J; = p(¢’ x {point}) and
Jo = {point} x S'. Since ¢’ x S intersects ¢ in one point, we can assume:

[J2, J1] = ¢ -id.

Thus there is a unique representative for the conjugacy class of p such that:

0
0
C2
Therefore, the conjugacy class of the representation p\m( FxS1\y(K)) 1s uniquely determined by J3 €
SU(3) which is equal to the image of p for a parallel copy of c. Since J3 has to commute with J5 it is a
diagonal matrix. Therefore, the restriction of the above representative of p to the knot group 71 (M (K))

determines an element of R. Furthermore, p maps the longitude of K to [.J3, J1]. Now the claim can be
easily verified, because the map that sends a diagonal matrix J3 to [J3, J1] is 3 to 1. O

J1 =

O = O
= o O

1 1
0 Jo=110
0 0

Sy O

Corollary 5.32. Suppose K is a knot in a homology sphere Y. If dim(KHI(Y, K)) > 1, then there exists
a non-abelian representation p : w1 (Y\K) — SU(3) such that the image of the meridian is conjugate to

Sy O
o O

1
0
0 ¢

Proof. Suppose there is not a representation with this property. Then the only critical points of the Chern-
Simons functional of (Z(K),~y(K)) are the three flat connections induced by the abelian representation
in (5.31). Since these critical points are non-degenerate®, I.(Z (K ), v(K)) is the homology of a chain
complex which has three generators. The order three map e has degree 4 with respect to the Z/127Z

grading. Thus the three eigenspaces of this operator have the same dimensions. Therefore, ker(e — 1) has
to be at most 1-dimensional, which is a contradiction. O

Proposition 5.33. Let K be a null-homologous knot in' Y and S be a Seifert surface of genus g = 1 for
K. Then dim(KHI(Y, K)) > 2dim(SHL.(N(S), a(S))) where (N (S), a(5)) is the sutured manifold
of Example 5.24.

Proof. According to (5.29), the U(3)-knot homology is equal to I,(Z(K),v(K)|T). In order to form
a closure of (N (S),a(S)) and to define SHL, (N (S), a(S)), we firstly glue [—1,1] x Fj ; along the
suture «(S). In this case, R* are two copies of S U F7 1. If we identify R* in the obvious way, then the
resulting space is again the 3-manifold Z (K). Let (S) and R(S) be the resulting 1-cycle and the surface
in the closure Z(K). The 1-cycle v(S) is a copy of S x {point} = S! x F} 1. The surface R(S) has

8This is a consequence of the fact that the Alexander polynomial of a knot K in an integral homology sphere does not have a
root, which is a third root of unity.
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genus g + 1 is given by gluing the Seifert surface S to F7 1. Arguing as in [59, Proposition 7.9] and using
our excision theorem, we can show that:

L (Z(K),7(K)|T) = L(Z(K),y(K) +7(5)[T)

and
L(Z(8),7(S)|R(S)) = 1e(Z(8),7(K) +v(S)|R(S)).

Remark 5.14 implies that the homology group I.(Z(K),v(K) 4+ v(S)|T) is equal to:

L(Z(K),y(K) +7(S)) A ker(Xs — 3). (5.34)

We can further decompose the vector space in (5.34) using the eigenvalues of the operators pa(R(.S)). In
particular, vector spaces:

L(Z(K),y(K) +~(5)) n ker(Rg — 3)  kergen(p2(R(S5)) — 2v/39) (5.35)
and
L(Z(K),7(K) +~(S)) N ker(Rg — 3) A kergen (p2(R(S)) + 2v/39) (5.36)

are two distinct summands of L,(Z(K),v(K) + v(S)|T). Since the operator R(S)) has degree 2 with
respect to the Z/12Z-grading of L. (Z (K),v(K)+~(S)|T), the vector spaces in (5.35) and (5.36) have the
same dimension. It is also clear from the definition that (5.35) contains the I, (Z(S),v(K) +~(S)|R(S)),
which verifies the claim of this proposition. O

Conjecture 5.37. If Y\K is irreducible, then dim(SHL,(N(S), a(S))) = 1.

If Y\ K is irreducible, then the sutured manifold (N (S), a(S)) is taut. Kronheimer and Mrowka
proved a non-vanishing theorem for the U(2)-sutured Floer homology SHI?2 of taut sutured manifolds
[59]. As it is explained in Section 7, we expect that a similar non-vanishing theorem holds for our version
of sutured Floer homology.

If Conjecture 5.37 holds, then the answer to Question 1.1 is positive for /N = 3 and for any non-trivial
knot in an integral homology sphere Y. Using Prime decomposition theorem for 3-manifolds, one can
decompose Y as a connected sum Y;#Y5 such that K < Y and Y7\ K is irreducible. With the aid of
Corollary 5.32 and Proposition 5.33, we can conclude from Conjecture 5.37 that the answer to Question
1.1 for N = 3 and the pair (Y7, K) is positive. This clearly would imply the claim for (Y, K).

6 Gluing Theory

6.1 Moduli Spaces on Manifolds with Long Neck

Suppose Y is a connected 3-manifold and v < Y is a cycle. We do not assume that (Y, 7) is N-admissible.
However, we assume that the critical points of the (possibly perturbed) Chern-Simons functional of (Y, )
are non-degenerate. Suppose also (X, w) is a pair with boundary (Y, ). As it is explained in Subsection
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2.2, we can form moduli spaces M,,(X, w) and their framed counterparts MP(X ,w) by working with
perturbations of the ASD equation. Uhlenbeck compactness theorem of Subsection 2.1 has an analogue
for 4-manifolds with cylindrical ends. A proof of this result for N = 2 is given in [21, Chapter 5], and it
can be extended to the higher rank by combining the arguments of [21] and [57]:

Theorem 6.1. Suppose {[A;]}ieN is a sequence of connections in the moduli space M,,(X ,w). Then
there is an element ([B], [C1], ..., [Ck]) of the following space

~ ~ ~

My (X, w3 00) X, Mp, (@0, 01) X1y, - Xrg, | My, (-1, k) (6.2)
and an element (X,y1,...,¥x) of the space:
(X)) Sy x (Y x R)™ /Sy 5+ x (Y x R)™ /Sy, (6.3)

for appropriate non-negative integers m; such that {[ A;]}ieN, after passing to a sequence is weakly chain
convergent to (([B],x), ([C1],¥1),---, ([Ck], ¥&)). Furthermore, we have:

k(p) = K(po) + k(p1) + -+ + K(pr) + mo +m1 +--- +my (6.4)

Note that Mq(a, f3) is the moduli space of framed connections associated to a path ¢ : & — 3 over
(Y xR,y x R). This moduli space is equipped with an action of I, x I"g. The weakly chain convergence
of {[Ai]}ien to (([B], %), ([C1],¥1);- -, ([Ck],yx)) means that the following holds [21]: the sequence
{[A;]}ien, after choosing appropriate gauge representatives, is Lf-convergent to B on compact sets of
X\x. Moreover, there is a sequence of real numbers:

th=0<t? <. <tk

with lim; t{ - t{ = oo such that the translation of A;|y [0,00) DY the constant t{ is L} convergent to C}
on compact sets of Y x R\y;. Identity (6.4) implies that:

index(Dy4,) = index(Dp, ) + index(D¢, ) + - - - + index (D¢, ) (6.5)

and the two sides of the inequality are also equal to each other mod 4V In (6.5), equality holds if and only
if the integers m; are all zero, and in this case, L convergence on compact subspaces can be improved to
C™ convergence on compact subspaces.

Remark 6.6. Theorem 6.1 can be extended to the case that I/ has more than one boundary components in
an obvious way. In this case, we need to fix a chain of the elements of moduli spaces for each boundary
component.

There is another compactness theorem we need to review, in which we stretch a 4-manifold along
a neck and consider the associated moduli spaces. Suppose (X, w;) and (X2, ws) are pairs whose
boundaries are (Y, ) and (Y, %), respectively. Then we can glue these pairs to form (X, w). We also fix
Riemannian metrics on X; which are product metrics in neighborhoods of their boundaries associated to
a fixed metric on Y. Let X7 be the Riemannian manifold, diffeomorphic to X, which has an isometric
copy of Y x (=T, T) and XT\Y x (=T, T) is isometric to the disjoint union of X; and X5. The proof
of the following theorem is similar to that of Theorem 6.1.
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Theorem 6.7. Suppose A; is a connection on the moduli space M,,(X T ,w) such that lim; o, T; = 0.
Then there is an element ([B1],[C1], ..., [Ck], [B2]) of

~ ~

Mp(Xlawl;QO) XTag Mpy (Q0, @1) X1, =+ XT My, (o—1, ) X1 /\7pf(X2,w2;Oék) (6.8)

g o1 ok

and an element (X1,y1, .. .,Yk, X2) of the space:

(Xf)mO/SmO X (Y x R)™ /Sy, x - x (Y x R)™ /S, x (X;)mkﬂ/Sm (6.9)

k+1

such that {[A;]}ien is weakly chain convergent to (([Bi]x1), ([Ci],¥1),---, ([Ckl,¥k), ([B2], x2)).
Moreover, we have:

k=r(p)+r(p) + -+ kpp) + K@) +mo+miy+ -+ mg + mpgq (6.10)

The following gluing theorem can be regarded as an inverse to Theorem 6.7. There are various places
in the literature that similar gluing theorems are discussed [82, 21, 58]. Theorem 6.11 can be proved with
similar strategies (see e.g. [21, Theorem 4.17 and Section 4.7.1]):

Theorem 6.11. Let (X;, w;) be given as above. For 1 < i < k, let p; : aj—1 — «; be a path along
(Y x R,w x R), and let N; be a compact (T, , x Iy, )-invariant subspace Ofﬂpi (ci—1, ), which
consists of regular points. Suppose also we are given two other compact spaces as below, which contain
only regular points and are respectively invariant with respect to the action of Iy, and I, :

No © My(X1,wy; ap) Njy1 € My (Xo,wo; )

Here we assume that the perturbation of the ASD equation on the ends of X1 and X5 are induced by
a fixed perturbation of the Chern-Simons functional of (Y, ). Then there is a space U; containing N;,
which is an open subset of the relevant moduli space and is invariant with respect to the action of the
relevant group. Moreover, for large enough values of T, there is a gluing map:

Iy Iy r7 T
(I)T : UO XFQO U1 Xral s XFak Uk+1 — MH(X ,w)

where:
k= k(p) + K(p1) + -+ + k(pr) + ®). (6.12)

The gluing map is a diffeomorphism into its image and satisfies the following properties: for any fixed
element a in the domain of @, the sequence ®p(a) is chain convergent to a, as T goes to infinity.
Moreover, if A; is a connection on the moduli space M,,(X T w) such that lim; o, T; = o and the
sequence {A;} is chain convergent to an element of

No 1., N1 X1, -+ X1, Nes1
then A; lies in in the image of the gluing map for large enough values of i.

Remark 6.13. Theorems 6.7 and 6.11 are strong enough to study the cut-down moduli spaces on a 4-
manifold with a long neck. To demonstrate this in the context of an example, suppose (X;, w;) is as above
and b"(X;) > 1. Let X be an embedded surface in X5. Let v(X) < X5 be an open neighborhood of 3
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such that the inclusion of () in X5 induces a surjection of fundamental groups. Let « be chosen such
that M, (X7, w) has expected dimension two. We make the simplifying assumption that all critical points
of the Chern-Simons functional on (Y, ) are irreducible and non-degenerate, and all the moduli spaces
on Y x R are regular. By choosing a generic metric and a small compactly supported perturbation, we
can assume that the moduli spaces of the form M, (X, w1, o) with expected dimension at most 0 contain
only irreducible and regular elements [57, Lemma 24]. Similarly, we can arrange for a metric, a small
compactly supported perturbation on X, and a geometric representative V2 (%) < B*(v(X)) x v(X) such
that:

(i) The moduli spaces of the form M,,(X5, wa, a) with dimension at most two consist of irreducible
and regular solutions.

(i) The map 7 : M, (X2, we, @) x ¥ — B*(v(X)) x v(X), for any moduli space M, (X2, wa, o) of
dimension at most two, is transversal to V5(X). Suppose N, (X1, wr; @, X) denotes the cut-down
moduli space.

The chosen holonomy perturbations on X and X, induce a holonomy perturbation on X7 for large
values of T'. Theorem 6.1 implies that for large enough values of 7T, the space M, (X', w) x ¥ is also
cut-down transversely by V5(X) and the resulting space is compact. Furthermore, the elements in the
cut-down space N, (X7, w; ) are in correspondence with the elements of the following space:

U Mpl(Xl,’U)l;Oé,E) x PQ(XQﬂUQ,Ck).

k(p1)+r(p2)=kK

In the following, we use a similar strategy to study the cut-down moduli spaces on 4-manifolds with long
necks, without going into details.

The following vanishing theorem is a standard application of the above theorems [19, 22, 70]:

Theorem 6.14. Suppose X1 and X5 are two 4-manifolds with b* (X;) > 1. Then for any 2-cycle w in
the connected sum X1# X9 and any z € A(X #X2)®2, the number DXl#X%w(z) is equal to zero.

Proof. We can assume that w = w; U wy and z = 27 - 2o where w; is a 2-cycle in X; and z; € A(XZ-)®2.
. . —=2 . .
By replacing X;, w; and z; with X;#CP", w; U E; and z; - (EZ-)%Z), we can also assume that w; is coprime

to N. Here Ej; is the exceptional class in Xi#@Q. We fix a Riemannian metric on X;# X5 whose
restriction to the connected sum region is isometric to the product metric [T, 7] x S? where T is a large
constant and S has the standard metric. Using the standard metric on S allows us to ensure that all the
framed moduli spaces on the cylinder R x S are regular. We fix a holonomy perturbation of the ASD
equation on X; such that the perturbation is supported outside of a neighborhood of the connected sum
region, and the cut-down moduli spaces NV, (X;, w;; ©, z;) of expected dimension at most zero are regular.
Here O is the trivial connection, which is the only flat connection on S2. Now we can use Theorem 6.11
to conclude that the 0-dimensional moduli space N, (X1 # X, w1 U wa; 21 - 22) is empty when T is large
enough. O
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Next, we utilize the gluing and the compactness theorem to prove Proposition 3.44 on connected
sums along X(2, 3,23). Recall that in addition to the trivial connections, there are 44 irreducible and 8
SU(2)-reducible connections on the trivial SU(3)-bundle over 3(2, 3, 23). All these connections are non-
degenerate. We choose a perturbation of the Chern-Simons functional of (2, 3, 23) (and the empty cycle)
such that the critical points of the perturbed functional is the same as those of the Chern-Simons functional
and the following assumption about the regularity of the elements of [A] € M,,(3(2, 3, 23); «, §) holds: if
A s irreducible, then we require that A is regular and if A is reducible and induced by an SU(2)-connection,
we require that A is regular as a solution of the (perturbed) ASD equation for SU(2)-connections [21, 61].

Suppose X is a 4-manifold with b7(X;) > 1 and dX; = X(2,3,23). Suppose also w; is a
closed 2-cycle in X; which is coprime to 3. Fix a metric with cylindrical ends on X; and a small
holonomy perturbation of the ASD equation which is compatible with the perturbation of the Chern-
Simons functional. Let M,,(X1, w; ) be the moduli space of solutions to a perturbation of the ASD
equation associated to the pair (X7, w1 ) and the path p:

Proposition 6.15. Suppose a positive integer ng is given. There is a metric and a holonomy perturbation
of the ASD equation on X such that the following holds: let p be a path along (X1, w) based at a flat
connection o on ¥(2, 3, 23) such that the index of the elements of My(X1,w1; ) is at most ng. Then the
moduli space Mp(X1,w1; o) consists of regular solutions and does not have any reducible connection.
Moreover, suppose z1 € A(X)®? such that:

dx,w = —4w% —4(x(X1) +0(X1)) —4=deg(z1) +4 (mod12).

Suppose also the expected dimension of Npp(X1, wn; @, 21) is zero. Then there is a geometric representative
for z1 such that the cut-down moduli space Nj(X1,w1; @, z1) is compact.

Note that NV, (X1, w; @, z1) might be a linear combination of different spaces. Then compactness of
this space is defined to be the compactness of all the involved spaces in the linear combination. In what
follows, we gloss over this point about the nature of the spaces ./\fp(X 1, W15y 21).

Proof. The arguments of [57] can be used to show that the metric and the perturbation can be chosen
such that if p is a path as in the statement of the proposition, then M (X1, w;; ) is regular and does not
contain any reducible solution. We can also assume that V' (z1) is chosen such that all moduli moduli
spaces N, (X1, w; &) with expected dimension at most ng — deg(z;) are cut down transversely. Next,
let the dimension of M, (X7, w;; o) be equal to deg(z1), and {A;}; be a sequence of connections in
the cut-down moduli space NV,(X1, w1; o, z1). By Theorem 6.1, this sequence converges to an element
(([3]7 X)7 ([Cl]7 X)7 ey ([Ck]7 yk)) where [B] € Npo(Xl, wi; &, Zl)’ [C’L] € Mpi (ai—la ai)’ ap = Q,
and:

deg(z1) = index(Dp) + index(Dc¢, ) + - - - + index(D¢y, ). (6.16)

and the equality holds if and only if the multi-sets x, y1, ..., yi are empty.

We firstly show that index(Dp) in (6.16) is bounded above. If Cj is irreducible, then index(D¢;)
is positive. In the case that C; is reducible, we cannot guarantee that index(Dc;,) is positive. However,
the index of D¢, as an SU(2)-connection is positive. Using Table 5, it is straightforward to check that
for a reducible connection C; € .//\>l/pi (R x 3(2,3,23); ai—1, ;) with non-positive index(Dc;, ), the flat
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connection «; has to be 3s, and «;_1 is equal to either the trivial connection © or the SU(2)-connection
B2. In the first case, index(Dc; ) is equal to —3 and in the latter case index (D¢, ) is equal to —2. Suppose:

{il,...,’il} < {0,...,/{—1}
is the set of indices such that Qg = Bs. We have:
index(DCin) + index(DCiﬁZ) + -4 index(DCiﬁl) =0 mod 12 (6.17)

forl < j < k—1.In(6.17), the last term is at least —3 and the other terms are positive. This shows that the
sum in (6.18) is non-negative. We can use this to conclude that the sum index (D¢, ) + - - - + index(Dg¢,)
in (6.16) is at least —3. That is to say, index(Dp) is not greater than deg(z;) + 3. By increasing the value
of ng if necessary, we can assume that N, (X1, w1; ao, 1), which contains B, is cut down transversely.
In particular, index(Dp) > deg(z1).

If [ = 1, then the index formula (2.16) shows:
index(Dp) + index(Dc¢y) + - -+ + index(De,, ) = dxyuwy — 3 =deg(z1) +1 mod 12 (6.18)

In the above expression, the first term on the left hand side is not less than deg(z; ), the last term is not
less than —3, and the remaining terms are positive. Therefore, the sum on the left hand side is not less
than deg(z1) + 1. This also shows that the right hand side of (6.16) is at least deg(z;) + 1, which is a
contradiction and as a result [ = 0. Therefore, in (6.16), index(Dc; ) is always positive. This also implies
that k = 0 and x is empty. Consequently, NV, (X1, w; @, z1) is compact. O

Form the moduli spaces N, (X1, w1; «, z1) with the perturbations from Proposition 6.15, and define
the following element of I4(3(2, 3, 23)):

D, (21) 1= D #N (X1, w130, 1) - 00 (6.19)
where the sum is over all irreducible connections « in (2, 3, 23) and the paths p such that:
Np(X1, wi; e, 21) (6.20)

is O-dimensional. Here we follow the standard conventions to orient (6.20) [61, 57]. Since N = 3, we do
not need a homology orientation of (X1, w1) to fix a sign for Dx, ., (21).

Next, let X be a 4-manifold with b*(X3) = 1and 0 X5 = ¥(2, 3, 23). Let also wy be a closed 2-cycle
in X5 which is coprime to 3. Fix a metric with cylindrical ends on X7 and a small holonomy perturbation
of the ASD equation which is compatible with the perturbation of the Chern-Simons functional:

Proposition 6.21. Suppose a positive integer ng is given. There is a metric and a holonomy perturbation
of the ASD equation on Xy such that the following holds: let p be a path along (X4, w2) based at a flat
connection o on ¥(2, 3, 23) such that the index of the elements of Mp(Xa, we; ) is at most ng. Then the
moduli space My(Xa, wa; o) consists of regular solutions and does not have any reducible connection.
Moreover, Suppose zo € A(X)®? is chosen such that deg(z2) is divisible by 4. Suppose also the expected
dimension of Np(Xa, wa; @, 22) is zero. Then there is a geometric representative for zy such that the
cut-down moduli space Njp(Xa, wa; o, z2) is compact.
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The proof of this proposition is analogous to that of Proposition 6.15, and we leave it to the reader.
The cut-down moduli spaces in Proposition 6.21 can be used to define the following functional on
I.(2(2,3,23)):

DX22 (z9) () := #Np( X2, wo; a, 22) (6.22)

where « is an irreducible connection on X(2, 3, 23) and the path p is chosen such that N, (X2, we; o, 22)
is O-dimensional. The index formula shows that this space is O-dimensional only if:

deg(a) = 4w3 + 4(x(X2) + 0(X3)) — 4 + deg(22) (mod12). (6.23)
Therefore, DX2:%2(2,) is non-zero only on the elements of I.(X(2, 3, 23)) that satisfy (6.23).

Proposition 6.24. Fori = 1,2, suppose (X;,w;) and z; are as in Propositions 6.15 and 6.21. Then:
D X0 Xp 1 ows (21 - 22) = DX22(22) 0 Dxy s, (21) (6.25)

Proof. Use Propositions 6.15 and 6.21 to fix metrics on X; and X5. Let also X; o X3 be equipped with a
Riemannian metric, which is compatible with the metrics on X1, X5 and has a long neck along (2, 3, 23).
By slightly modifying the holonomy perturbations provided by Propositions 6.15 and 6.21, we can assume
that the perturbation of X; on the complement of a compact subset of X;“ is induced by the chosen
perturbation of the Chern-Simons functional of (2, 3,23) and the claims of these propositions about
the moduli spaces of the form N, (X1, w1; a, z1) and N (X2, wo; @, 22) still hold. The perturbations of
the ASD equations on X; and X5 induce a perturbation of the ASD equation on X; o Xs. By applying
Theorem 6.11 and the similar arguments as in the proof of Proposition 6.15, we can conclude that, for
a long enough neck along X(2, 3, 23), we have the following diffeomorphism of 0-dimensional moduli
spaces:

N (X1 0 Xo, w1 U wa, 21 - 22) = UNpl(Xlawl;aa 21) X Np, (Xo, wo; , 22).
o

Here « is an irreducible connection on (2, 3,23), and &, p; and p2 are chosen such that all the above
cut down moduli spaces are O-dimensional. Standard arguments show that the above diffeomorphism is
compatible with respect to the orientation of the involved moduli spaces. This diffeomorphism imply the
claim in (6.25). O

This proposition essentially proves Theorem 3.44 from Subsection 3.4. We only need to extend the
above proposition to the case that w; and wy are not necessarily coprime to 3 and deg(z2) is not divisible
by 4. The assumption on w; can be removed by the blowing up trick. The dimension of the moduli space
of rank 3 instantons on the closed 4-manifold X; o X5 is always divisible by 4. Therefore, if we define
DX2:%2(2,) = 0 in the case that deg(z2) # 0 mod 4, then the above theorem still holds.

6.2 Gluing Theory for Negative Embedded Spheres

In this subsection, we give a proof of Proposition 2.21 based on the techniques which are discussed in
Subsection 6.1. Suppose X is a smooth 4-manifold with b™ (X)) > 2. Suppose also ¢ is an embedded
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sphere in X with ¢ - 0 = —3. A tubular neighborhood of ¢, denoted by Z, is a disc bundle over o with
Euler class —3 and the boundary Y = L(3, —1). Thus X can be split as Z o X; where X is the closure
of the complement of Z. We will also write wq for a fiber of the disc bundle Z. Fix the orientation on wy
such that wy intersects o negatively in one point.

Fix a Riemannian metric with a cylindrical end on Z. Let also L be the complex line bundle over Z
associated to the 2-cycle wy. Since b*(Z) = b'(Z) = 0, there is a unique ASD connection on L with
finite energy. This connection, denoted by B, is asymptotic to a flat connection x which maps the generator
of 1 (Y) to ¢ = e?™/3, Consider the ASD U(NN)-connection A := B* @ --- @ B*~, asymptotic to the
flat connection o := x*1 @ - - - @ x*N. The first Chern class of the underlying U(V)-connection is equal
to (k1 + -+ + kn)P.D.[wg]. The topological energy of A is given by the following formula:

WA) = o O (ki k)

1<i,j<N

Therefore, we can use (2.16) to compute the index of D 4. In particular, if |k; — k;| < 3 for all 7, j, then
(2.16) shows that [14]:
index(Dy) =1 - N? + Z |ks — kjl

1<i,j<N

The following table consists of various choices of U(3)-connections. For each connection A, the first
Chern class of the underlying bundle of A is equal to kP.D.[wg] where k is also given in the table:

A a k | index(D4) | dim(M(A)) T,
B’o1o1 Yol1e1 | 2 0 4 S(U(1) x U(2))
B®B®1 X®xD1 2 —4 0 S(U(2) x U(1))

B'@B*®B | ®x*®x | 2 8 S(U(2) x U(1))
B®B'oB!' | xox?ox? | -1 0 4 S(U(1) x U(2))
B l'o1o1 Yo1e1 | -1 —4 0 S(U(1) x U(2))
B?2®B®1 XOx®1 | -1 4 8 S(U(2) x U(1))

~

We will write M(A) (respectively, M(A)) for the moduli space (respectively, the framed moduli space)
of connections on Z corresponding to the path which is represented by A. From now on, we assume that
an anti-self-dual metric with positive scalar curvature is fixed on Z [63].°

Proposition 6.26. For each A in this table, A has the minimal topological energy among all ASD
connections with the same limiting flat connection as A and the same c;.

Proof. Let A’ be an ASD connection with a smaller topological energy and the same limiting flat

~ ~~

connection and ¢; as A. The difference dim(M(A)) — dim(M(A’)) is at least 12. On the other hand,

9We use such metrics to ensure regularity of moduli spaces of ASD connections with respect to these metrics. The construction
of [63] provides asymptotically cylindrical ASD metrics rather than cylindrical metrics. However, that is enough for our purposes
because we can pick a cylindrical approximation to the these metrics and then argue as in [13, Corollary 5.13].
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any such connection is regular because of the choice of the metric. Therefore, the dimension of M (A') is
at least dim(T",,) — dim(T"4/). This can be used to rule out the existence of A’. O

We study the moduli spaces M (A) for various choices of A. The same argument as in Proposition
6.26 shows that if A = B @® B @ 1, then the moduli space M (A) contains only the completely reducible
connection A. Next, we turn to the case that A = B? @ 1 @ 1. Analogous argument as in Proposition
6.26 shows that there are three types of connections in this space:

o finitely many irreducible connections;
e the complete reducible connection A = B:olol;

e reducible connections of the form R @ 1 where R is an irreducible U(2)-connection in the 1-
dimensional space M(B? ® 1).

Proposition 6.27. The unique component of M(B? ® 1) containing B> ® 1 is a half-line [0, ). All
the other components are either circles or copies of R consisting of only irreducible connections. The
corresponding components of M(B?> ®@1® 1) are C?, S3 x St and S* x R.

Proof. The proof of the first part is straightforward. For the second part, note that the orbit of the
connection R @ 1 in the framed moduli space, for an irreducible connection R, is ' /T rg1 = S(U(1) x
U(2))/S(U(1)g x U(1)) = S3, where U(1)3 x U(1) denotes 3 x 3 diagonal matrices where the first two
diagonal entires are equal to each other. O

Now we are ready to prove the first part of Proposition 2.21:

Proposition 6.28. Suppose X and o are as above and z € A({o)")®?. Suppose also w is a 2-cycle in X
such that w - 0 = 1 mod 3. Then there is a constant c such that:

3 3
D%(,w((_ia—(?)) - 50(22) - GQ)Z) = CDgf,w—J(z)'

Proof. For the simplicity of the exposition, we assume that z = 1. A similar proof works in the more
general case. Equip X with a Riemannian metric that has a neck of length 7" along the lens space Y,
and denote the resulting Riemannian manifold by X 7. We firstly study the 4-dimensional moduli spaces
of the form M, (X T w) for large values of T'. Let a; and v denote the flat connections X2 @11
and x ® x @ 1. We write G; for the stabilizer group I',,,. We also write R for /\7 (B2 @®1®1)and Ro
for M (B® B®1). Clearly R; is a G;-manifold. By Theorem 6.11 and the above description of the
low-dimensional moduli spaces on Z, the moduli space M, (X7, w) can be covered with two open sets
U and V of the following form:

U= M, (Xi,wn Xi;a1) g, R1 V= My, (X1,w n X1;02) xg, Ro

where framed moduli spaces Mpl (X1, w n Xq; 1) and Mvpz (X1, w n X1; ) are respectively of
dimensions 4 and 8. By choosing a generic metric on X; and a small holonomy perturbation of the ASD
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equation supported in X7, we can assume that the action of I',, on M, (X1,w n Xi; ;) is free. In
particular, there are G; equivariant maps:

fi: My, (X1, wn X130i) — EG; (6.29)

where EG; is the universal principal G;-bundle over the classifying space BG;. Every connected
component of /\/lp1 (X1, wn Xp; al) can be identified with G; and we can assume that the map f1 on

different connected components of /\/lp1 (X1, w n X1; 1) are equal to each other.

Gluing theory also gives a description of the intersection U ~ V for large values of 7. Let N be
the G; x Gy-manifold Mq(oq, ag) where the path ¢ is chosen such that the index of any element in
Mq(al, ag) is equal to 0. This space consists of ASD connections of the form R@ 1 on R x L(3,1)
which are asymptotic to x> @ 1 and x @ x on the two ends. After dividing by the action of translations,
there are finitely many choices for the connection R. Therefore, this manifold, as a (G x G3)-space, is
the union of finitely many spaces of the following form:

G1 X G2
XS0, < u) (©30
In particular, the action of G; on this space is free. The G1-space N x i, R2 can be identified with the
end of Rq. The G2-space Mpl (X1,wn X1;01) @, N can be identified with the end of Mm (X1, wn
X1; a2). Using these identifications, the overlap U NV is identified with the following space:

My, (X1,w n Xi501) xg, N Xy Ra 6.31)

In summary, M, (X7, w) is the pushout of the following below:

Mpl(Xl,’w ﬂXl;Ozl) XGlN X Gy Ry — Mpl(Xl,w ﬁXl;Ozl) X Gy R1

j r l (6.32)

My, (X1, w0 X1;00) X Ro Mo (XT w)

We can form a universal version of the above diagram as follows:

EGl XG1N X Gy Ro ‘h—2> EG1 XG4 R1
l’“ r l (6.33)

EGy xRy ——————— M

The free action of G on EG1 x ¢, N gives a Ga-equivariant map f : EGy xg, N — EG5. The vertical
map hy is induced by f. The horizontal map hs is induced by the inclusion of A/ x ¢, Ro into Rq. The
space M is then the pushout of h; and ho. The maps f; and f determine the maps:

fi : Mpi(Xl,w M Xl;ai) X Gy RZ' - EGZ X Gy Ri

and
qg: Mpl(Xlaw N Xl;al) ><G1 N XG2 RQ — EG1 XG’l N ><G2 RQ.
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The maps fl and fg can be chosen such that f1, fo and g give rise to a map from Diagram (6.32) to
Diagram (6.33). We will write F' for the induced map from M., (XT,w) to M.

There is a similar description of the universal bundle over the space M, (X7, w) x o. Suppose
q1 is the path over Z determined by the connection B?® 1@ 1. We can form an equivariant universal
bundle P over Bql (Z,w n Z;«a) x o similar to the the universal bundles in Subsection 2.1. There is an
action of G on P; which lifts the obvious action of this group on l’)’q1 (Z,wn Z; a) x ¢. This bundle
induces a PU(3)-bundle over R x o with an action of G; which we still denote by IP’l. Similarly, we can
construct a PU(3)-bundle }f"g over Ro x ¢ with an action of G5. Since R2 consists of only the class of
the connection B @ B @ 1, the bundle Iﬁ’g has the following form [14, Proposition 46]:

Py=FRL®P. (6.34)

where F and P are the standard U(2)- and U(1)-representations of G'2. To be more precise, (6.34) gives a
lift of Py to a U(3)-bundle with an action of G. The restriction of Py, as a PU(3)-bundle with an action
of G, to the subset N x g, R2 X o of Ry X o can be identified with N/ x ¢, P,. Therefore, P; and Py
gives rise to the following diagram of PU(3)-bundles:

Pg = EG1 XG1N X Go }TDQ L EG1 XG4 ﬁjl

Fl r l (6.35)

EG2 X Gq EDQ P

The PU(3)-bundle P over M x o is the pushout of the above diagram. Pullback of P with respect to the
map (F,id) : M, (X", w) x 0 — M x o is equal to the universal bundle.

Suppose ¢ € H*(M, Q) is defined to be:

Ses(®)fo — S(e2(B)/0)* - )

The description of }I~D2 in (6.34) can be employed to show that the restriction of ¢ to the subspace
EG32 x ¢, Ro vanishes. Thus we can use the vanishing of cohomology classes of EG1 xg, N X, Ra
in odd degrees and the Mayer-Vietoris exact sequence for the pushout diagram in (6.33) to conclude that
there is a unique choice of a relative cohomology class

Y e HYEG: xg, R1, EG1 xg, N X, Ra)

such that ¢ is equal to the image of ¢ in H*(M, Q). This discussion shows that the pairing of F*(y) and
the fundamental class of the 4-dimensional moduli space M, (X7, w) is equal to the pairing of f;(z))
and the relative fundamental class of Mpl (X1,w n X1;01) x@, Ri1. The description of the moduli
spaces and the map fl shows that there is a constant ¢ such that the latter pairing is equal to:

C- #Mpl (Xl, w N Xl; Oq)
Since M (B~1 @ 1@®1) consists of a single point, we have:

My, (X, wn Xy501) = /,\>l/p1(X1,w N Xi500) XTa, .//\>l/(B_1 ALD1) = M, (XT,w — o) (6.36)
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Here k1 is chosen such that the space M, (XT,w — o) is O-dimensional. We use Theorem 6.11 to
conclude the second identity for large enough values of 7T'. Identities (6.36) allow us to verify the desired
claim. O

The second part of Proposition 2.21 can be proved by applying the first part to the (—3)-sphere o
with the reverse orientation. Next, we turn to the proof of the last part of Proposition 2.21. As in the
previous case, we need to study some low dimensional moduli spaces over Z. The following table consists
of various choices of U(3)-connections on Z with vanishing ¢;. The proof of Proposition 6.26 shows
that each connection A in this table has the minimal energy among all ASD connections with the same
limiting flat connection and vanishing c;.

~

A « index(D4) | dim(M(A)) T,

19191 19191 -8 0 SU(3)
B®B '@l XOxX: D1 0 2 S(U(1) x U(1) x U(1))
B®B®B™? XDxXD Y 4 12 SU(3)

(3)

B '®B @B | V’®x’® ) 4 12 SU

For A = B@® B~! @ 1, the moduli space M (A) contains three types of connections:

o finitely many irreducible connections;
e the completely reducible connection A = B&® B 11

e reducible connections of the form R @ 1 where R is an irreducible SU(2)-connection in the
1-dimensional space M(B @ B~!).

Proposition 6.37. The connected components of M(B @® B~') which contains B ® B~! is a half-
line [0,00). All the other components are either circles or copies of R consisting of only irreducible

connections. The corresponding components of M (A) are C, S* x S' and S' x R, and the action of
I, = S'is standard.

Proposition 6.38. Suppose X and o are as above and z € A({o)*)®2. Suppose also w is a 2-cycle in
X1. Then the following formulas hold:

. Dﬁ(’w((aé) + 4a20(22) + 30(23))2) =0

i D%(w((o'?z)g(@ + 3a30(22) + CLQO’(Q)O'(g))z) =0

)

Proof. Similar to the proof of Proposition 6.28, we may assume that z = 1. We need to study the 8-
dimensional moduli space for the first identity and the 10-dimensional moduli space for the second identity.
Suppose kg is a constant number such that the expected dimension of the moduli space M., (X T, w)
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is 8 or 10. This moduli space is compact. Moreover, Theorem 6.11 and the above description of the
low-dimensional moduli spaces on Z show that M, (X", w) can be given as the pushout of the following
diagram:

~

My, (X1, w; 1) @y N Xy Ra —— My, (X1, w;a1) Xy Ra

j r l (6.39)

Mm(le’w?az) XGy Ry ———————— My (X7, w)

~ ~

where o = x® X’ D1, a2 = 191D 1L, G =T, R = MB@®@B'@®1),Ro = M1®1®1),
N = /\/lq(al, a2) and the path ¢ is chosen such that the index of any element in N isequal to 0. As in
the previous case, we can form the universal version of the above diagram as below:

EGl XG1N X Gy Ro ‘h—2> EG1 XG4 R1
l’“ r l (6.40)

EGy xRy ———————— M

withamap ' : M., (X", w) — M.

There are also PU(3)-bundles P; on R; with an action of G;. These bundles give rise to a pushout
diagram of bundles:

]Pg = EGl XGlN X Go ITDQ & EGl el IF’l

ﬁl r l (6.41)

EGQ X Gy ﬁ)g @

such that (F,id)*(P) is equal to the universal bundle on M, (X7 w) x 0. Let 1 € H3(M, Q) and
9 € H(M, Q) be defined as follows:

1= (2(P)/0)* + 4(ea(P)/x) - (e2(P)/0)* + 3(c3(P) /o),
g2 = (e2(P)/0) - (c3(P)/0) + 3(c3(P)/2) - (c2(P)/0)? + (ca(P) /) - (ca(P)/r) - (cs(P)/o).

The restriction of cohomology classes 1 and 2 to the open sets EG; X g, R; vanish. We show this
claim for the connected component FG; x g, C of EG1 X, R1. The restriction of the bundle P; to the
(G1-manifold C is given by [14, Proposition 46]:

PRLOQRL '@®RXC

where P, (), R are the G1-equivariant line bundles over C associated to the three standard 1-dimensional
representations of G;. Note that P ® ) ® R is the trivial bundle with the trivial action of (G1. Suppose
p,q € HE, (C) denote the equivariant first Chern classes of the bundles P and (). Then:

c2(EGy %, P1) /o =p—q c3(EGy xg, P1)/o = ¢* — p?
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e2(EGy %@, P1)jx = —p* — ¢* — pq c3(EG1 x ¢, Py)/z = —pa(p + q)

These identities can be used to show that the restriction of ¢ and 3 to EG; x g, C are equal to zero.
Using similar arguments, it is even easier to show that the restriction of these two cohomology classes
to EG2 X, Ro and the remaining connected components of EG; x g, R are equal to zero. Since the
cohomology groups of EG1 xg, N X, R2 in odd degrees vanish, the Mayer-Vietoris exact sequence
for Diagram (6.40) imply that ¢ and @9 are both equal to zero. In particular, this verifies the claim of
this proposition. O

6.3 Gluing Theory for Fukaya-Floer Homology

One of the primary goals of this subsection is to define the Fukaya-Floer homology for an N-admissible
pair (Y,~) and an (N — 1)-tuple L = (lg,...,Ix) of the elements of H;(Y'). As it is mentioned in
Subsection 3.3, we shall construct a chain complex (€27 (Y, ~, L), d N,;) over Ry ;, for each non-negative
integer number j. We also define a chain map:

FF ey, L) - ek vy L) j=k=0

such that Ff is a homomorphism of Ry j-modules and for a triple of integers j > k > [ > 0,
the map F,i o Ff is chain homotopy equivalent to F]l . Let IYY (Y,~, L) be the homology of the
chain complex (Qﬁiv’j(Y,y, L),dn,;) and fj’? : ]Iiv’j(Y,%L) — Hiv’k(Y,%L) be the map induced by
FJI“. Then the Fukaya-Floer homology group IY (Y,~, L) is the inverse limit of the inverse system

(L (Y, D)} { FFY o).

For the simplicity of exposition, we assume that l3 = - .- = [y = 0 and [ is an integral homology
class. Later we shall explain how the definition should be adapted to the arbitrary case. For each i € N, let
7; be an oriented closed curve that represents lo. Let also v/(7);) be a regular neighborhood of 7; such that
the inclusion of v(1);) into Y induces a surjective map at the level of fundamental groups. Furthermore,
we assume that the open sets v/(7);) are disjoint.

For a fixed integer j > 0, let CSy; be a perturbation of the Chern-Simons functional associated to
(Y, ) such that all critical points of CSy; are irreducible and non-degenerate, and all moduli spaces
M, (e, B), with dimension at most 2 + 1, consist of regular points. If 7 is a non-negative integer number
not greater than j and dim(My(a, 8)) < 2j + 1, then we may also assume that the restriction of any
element in M, (a, ) to the open subspace v(n;) x (0, 1) is irreducible.!® We define:

eNI(Y, 7y, L) := €7 (Y,7) ® Rn ;. (6.42)
Next, we need to define the differential dy ;.

For any path p between two critical points a and 3 of CS;; and S = {iy,..., i} < {1,...,7}, we
have the diagonal R-action {0 };cgon the following space:

Mp(a, B) x (i, x R) x -+ x (n;, x R) (6.43)

1%This is a consequence of unique continuation property of (non-perturbed) ASD connections and Uhlenbeck compactness
theorem. For more details see [57].
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Here the action of ¢ € R maps (x,r) € n; x R to (x,r — t). If p is not the constant path or S is not
the empty set, then this action is free and we will write Mp(a, B; S) for the quotient space. Otherwise,
Mp(a, B;S) is defined to be empty. In the case that S is empty, the quotient space is the space Mp(a, B).
If S” < S, then there is an obvious projection map from Mp(a, B;5) to Mp(a, B;S"), which is denoted
by s _.g.

We can form a partial compactification of Mp(a, B; S) by defining

k
M;(a,ﬁ;s) = U U H/\V/lpi(aifl,ai;si)

k {(pi,Si)}1<isk =1

where S; < S and p; : ;1 — «; is a path between two critical points of CSﬂj such that the sets
S; are disjoint, their union is equal to S, and the composition p; o --- o pg is equal to p. Note that
the set S; may be empty. A sequence u; € My(a, B;S) is chain convergent to uy, = (ul,,--uk) €

Hle /\;lpz. (avi—1, @i; S;), if there is a sequence of k-tuple of real numbers (¢}, ..., tF) such that:
th< - <tf llimt;““—t;”zoo Vi<m<k-—1
—00
and

0
loc

T O T, (W) —> Uz
We use this notion of convergence to define a topology on M;; (o, B5.9).

Remark 6.44. Due to the possibility of bubbling off instantons, the space ./\;l;r (c, 85 S) is not necessarily
compact.

Example 6.45. Suppose A € M, («, ) where p : & — (3 is a non-trivial path between two critical points

of the perturbed Chern-Simons functional. Suppose also x € 7, is fixed. Then u; = [A, (z,4)] defines a

sequence of elements of M,,(c, 5; S) where S = {1}. This sequence is convergent to (u,, u2):

uly == [A] € My(a, B) uby = [T(B), (2,0)] € Mqy(B, 5; 5)

Here ¢ is the constant path from (3 to 3, and 7*(3) is the pull back of the connection 5 to R x Y.

For S = {i1,...,ix}, define the map ®g as follows:
Dy : Mp(, 3;.8) — [ [ B*(v(ni) x (0,1)) x n; (6.46)
€S

(I)S([Av ($i1’ti1) R (xlkvtlk)]) = ((EZA|1/(17¢1)><(0,1)7 Iil)? SRR (TttkA‘l/(mk)x(O,l)vxik))‘

where 73, : R x Y — R x Y denotes the translation that maps (x,t) to (x,t + t;). This map extends
to M; (a, B; S) in the obvious way and the extension is continuous. As in Subsection 2.1, we can form
a universal PU(V)-bundle P; and an associated SU(N) vector bundle E; on B*(v(n;) x (0,1)) x n;.
We need to find a subspace of B*(v(n;) x (0, 1)) x n; which represents co(IP;) or equivalently ]VliNCQ (E;),
and use the inverse image of this representative to cut down the moduli space Mp(a, B;S). We can
proceed as in Subsection 2.1. The rank stratification of the vector bundle Hom(C™ N_l, E;) determines a
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codimension four representative V(7)) for the second Chern class of the universal bundle. For all choices
of o, 8, S and p, we may assume that ®¢ in (6.46) is transversal to:

Va(niy) x - x Va(ni,)

Let j\v/’p(a, B; S) be the inverse image of the above space by the map ®g. Then the closure of /\V/'p(a, B;S)
in M7 (a, B; S), denoted by N\ (a, B; S), is also a stratified space with smooth strata of the following

form:
k

H/\ufpi(ai_l, (7 Sz)

i=1
Lemma 6.47. If the dimension of /\v/,; (v, B3 S) is at most 1, then this space is compact.

Proof. This is a consequence of Theorem 6.6 and the standard dimension counting argument used for the
definition of the polynomial invariants for closed 4-manifolds. 0

Now we are in a position to define the differential dyy ;. Firstly consider the operator:
ds : € (Y,7) — €7 (Y, 7)
Z #./\7;—(0[, ﬁa S) : B
pia—p

where the sum is over all paths p from « to other critical points of CSy; such that the dimension of the

moduli space M,(c, 3) is equal to 2|S| + 1. The cut-down moduli space /\Ufp+ (a, B; S) is 0-dimensional
and hence it is compact by Lemma 6.53. Finally, the Fukaya-Floer differential dyy ; is defined as:

dvy = Y [lies t2i
N,] . NN‘S‘ S
ScN+

The term N V5| appears in the above expression due to the the relationship between ¢y (IP;) and ¢z (E;).

Proposition 6.48. The map dy ; defines a differential, i.e., d?V, ;=0

Proof. For critical points o and 3 of CS;; and S < N, let hg(a, 3) be a number that satisfies the

following identity:
2 _
dy o = ; NN|S| Ht“

Fix o, fand S < {1,...,k}, and suppose p : & — 3 is a path that dim(M,(«, 3)) is equal to 2|S| + 2.
Then the term mg(a, B) is equal to:

D1 DL #NS i ) - BN (7, B o)
b1:=>7 61,5
p2:y—0
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such that p; o po = p, S1 U So = 5, 51 and S5 are disjoint, and:
dim(M,, (@, 7)) = 2[S1| + 1 dim(Mp, (7, B)) = 2|Sa| + 1.

Therefore, mg(a, ) is equal to the signed count of the boundary points of the compact 1-manifold
N, (a, B;S). This implies that mg(c, 3) is equal to zero. O

The above discussion can be generalized to the case of arbitrary (N — 1)-tuple (lo,...,ly) in a
straightforward way. For each [, we choose a sequence of disjoint representatives {7y ;}icn and the
open neighborhoods v/(ny, ;). We keep assuming that 7y, ; is an oriented simple closed curve in Y, the
open sets v/(7y,;) are disjoint and the inclusion of v(7 ;) in Y induces a surjective map at the level of
fundamental groups. In a more general case that /; is a homology class with complex coefficients, we
need to consider the straightforward generalization that 7, ; is a linear combination of disjoint closed
curves. Then for each (N — 1)-tuple S = (S2,...,Sy) of subsets of {1,2,...,j}, we can form the
moduli space Mp(a, 3;S) and its partial compactification M; (o, B; S). As in the previous case, each
stratum of the partial compactification is a product of moduli spaces of the form Mp(a, f3; S). The next
step is to cut down M; (o, B; S) with divisors V(. ;) for i € Sk. As in the case of closed 4-manifolds,
we can use the auxiliary complex vector bundles of rank N associated to the universal PU (N )-bundle
and construct geometric representatives for Vj (), ;). The desired representatives are linear combinations
of codimension 2k stratified spaces with even dimensional strata. We will write A7p+(a, 3; S) for the
cut-down moduli space. A generic choice of these divisors allow us to obtain a cut-down moduli space.
This space is compact when its dimension is less than or equal to 1.

The 0-dimensional cut-down moduli spaces /\u/p+ (ax, B; S) can be used to define an operator dg acting
on €7 (Y,7):
dga = Y #N, (o, 8;5)- 8.
p:a—f

We combine these operators to form:

dNJ' = Z (H tkﬂ')dg

S=(Sg,,SN) €%
As in the previous case, the 1-dimensional moduli spaces can be used to show that d?\, ; =0.

Before giving the definition of the maps F¥, we study the functorial properties of the chain complex
(eN(Y,y, L), dn ;). Let (X, w) be a pair whose boundary is (Y, 7). Suppose I', - - - , '’V are properly
embedded surfaces in X such that [0T"] = I; € H1(Y). For z € A(X)¥ 1, we want to define the relative

invariant: ‘ , ‘
DY9,(ze= 1) e IV (Y, 7, L)

where L = (lg,--- ,ly). This is similar to the definition of the differential of the Fukaya-Floer chain
complex. For the simplicity of exposition, we assume that I'* = ... = 'V = 0, and z = 1. Asin
the case of the definition of the differential in Fukaya-Floer homology, the more general case is just
slightly different. In the manifold X+ with a cylindrical end, let {¥;};cn be a sequence of surfaces
which are given by perturbing the surface I'>. We assume that these surfaces intersect generically and
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their intersections with R=? x Y are equal to the disjoint product surfaces {7; x R>°};cn. We choose a
holonomy perturbation of the ASD equation on X *, compatible with the chosen perturbation CSx; of
the Chern-Simons functional of Y, such that all moduli spaces M (X, w; ) consists of regular points.
Given a subset S = {i1,...,ix} < {1,...,7} and a path p along (X, w) based at the critical point 3 of
CSwj , consider the space:

My (X, w; 8,8) i= Mp(X,w; B) x Xy x -+ x Xy, (6.49)

For S’ c S, the obvious projection map from M, (X, w; 3, S) to My,(X, w; 3, 5’) is denoted by 7g_, s/
There is also a partially defined translation map for M, (X, w; /3, S). Suppose ngl (X, w; B,S) denotes
the following subset of M, (X, w; 3, S):

M,(X,w; B) x (nj, x RZ%) x -+ x (n;, x R*Y)
Foru = ([A], (z1,t1), ..., (x, ts)) € MYHX, w; B, S) define o4 (u) to be the following element:

([Tt*(A‘YXR?O)]v (m17 i1 — t)? SR (ZEk, ty — t))
Note that the connection 7}*(A|y «r=0) is partially defined on the cylinder Y x R.
As in the cylinder case, we form a partial compactification of M, (X, w; 3, S) given by:

k
M;(X7w7575) = U U Mpl(X7w7alasl) X HMpi(ai—laai;Si)

k {(pi,S:i) h<i<k i=2

where a1, ..., oy are critical points of CSy;, ax = S, p1 is a path along (X, w), p; : a;—1 — «; is
a path along the cylinder, p = pj o --- o pg, the sets S; are disjoint and their union is equal to S. As
before, S; may be empty. In a little more detail, a sequence u; € M, (X, w; 3, .5) is chain convergent to
Uy = (uby, - -uk) e M, (X, w,a1,5) x Hf:Q Mpi (ovi—1, a3 S;), if there is a sequence of (k — 1)-
tuple of real numbers (¢, ..., tF) such that:

th=0<t]<---<th llimt;"“—tlm:oo Vism<k-—1
—00
and
Cle Cloe, i
T5os, (u) —25 ul 04i © M55, (uy)) —5>ul, @ =2.

Here part of the assumption is that 04i © M5, (uy) is well-defined for ¢ > 2. That is to say, mg_g, (u;) €
ngl(Xa w; 67 SZ)

We momentarily assume that S = {1}. Suppose v(31) is an open neighborhood of ¥; such that the
inclusion map of (X)) induces a surjective map. Suppose also B**(v(X1)) is the set of connections on
v(X1) whose restrictions to the sets of the from v/(n;) x (¢t — 1,¢) are irreducible. We can assume that the
perturbation 7; is small enough such that the restriction map 71 : M, (X, w; 3,5) — B**(v(£1)) x 1
is well-defined.!! We can form a universal PU(N)-bundle IP; and the associated SU(N*)-bundle E; on
B**(v(X%1)) x X1. Our goal is to define a geometric representative for co(IP1) or equivalently ﬁcQ (E,),

"This is again a consequence of unique continuation and Uhlenbeck compactness theorem [57].
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which is compatible with our choice of the geometric representative in the case of cylinders. Note that
M, (X, w; B, S) is the union of the following two sets:

Bi = My(X,w; B) x (m x [Loo) By = My(X,w; 8) x (E1\(m x (2,%)))
The map 71|, can be composed with the following map:
F B (1)) x (g x [1,%)) — B*(v(n) x (0, 1)) x
F(IA] (@,8)) = ([Alys)xa-1.0] 2)

Therefore, we can choose the geometric representative Va(X1) < B**(v(X1)) x X for co(E;) such that:
V(1) A (B (v(31)) x (i x [1,0))) = F~H(Va(m))-

Arguing as in [57], we can also assume that V5(X1) is transversal to the map 4 for all choices of the path
p. In this process, firstly we slightly modify V5(n) to make the map 71|, transversal. Then we extend
F~1(Va(m)) to B**(v(21)) x 1 such that 1|, is also transversal. We will write N, (X, w; 3, S) for
the cut-down moduli space 7! (Va(31)). A similar construction can be used to define N, (X, w; 3, S) in
the case that S has more than one element. The closure of NV},(X, w; 3,5) in M;; (X, w;B,S5), denoted
by NF (X, w; 3, S), is also a stratified space with smooth strata of the following form:

k
Ny, (X, w, a1, S1) % H./\v/'pi (i1, 43 S5).

=2

As in the cylinder case, the cut-down moduli space ./\/'pJr (X, w; B,8) is compact when its dimension is at
most one. The relative invariant D% w(eF@)) is defined using O-dimensional moduli spaces as below:

: 2 _oto, .
Dy @)= %#NJ(X, w; 3,9) - Be (Y4, L) (6.50)
Sc{l,....5}

Following the proof of Proposition 6.48, we can show that (6.50) determines a cycle in Q:fkv’j (Y,~,L). We
will denote the corresponding element in I3 (Y, ~, L) with the same notation.

Definition of the relative element in (6.50) can be extended to similar situations. For example, suppose
(Yo,70) and (Y,71) are two N-admissible pairs and L; = (I2,...,1Y) is an (N — 1)-tuple of the
elements in H; (Y;). Suppose also (W, w, z) is a morphism from (Yp,v0) to (Y1,71), and I is a properly
embedded surface in W such that [0;1'/] = I7. Then there is a chain map:

. 2 .4TN . .
Q:NJ (I/Va w, ZeF(2)+ +F(N)) : Q:EkVJ (Y()v 70, LO) - szkVJ (Yla 1, Ll)
which induces a map at the level of homology:
; d'N : .
LY (W, w, ze ") 1V (g, 90, Lo) — IV (Vi, m, L),

Alternatively, if (Y, ~, L) is as above, (X, w) is a 4-manifold whose boundary is equal to (Y,%), and I/
is an embedded surface such that [0I'V] = —1;, then we have an Ry ;-linear map:

2 4..4TN j
DAY (zet @ @0) TN (Y, y, L) — Ry
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Now we are ready to define the maps Ff for a triple (Y, v, L). For a pair of non-negative integers j
and k with j > k, we have chosen perturbations CSWj and CS;, of the Chern-Simons functional of the
pair (Y, ). Since j > k, the functional CS;; satisfies all the properties that we required for CS, . In
particular, the chain complex (¢Y7(Y,~, L) ® R Nk, dn,j) gives an alternative chain complex to define
g ’k(Y, 7, L). The functoriality mentioned in the previous paragraph implies that there is a chain map:

eNI([0,1] x ¥,[0,1] x 7, @00y L €7 (V,7) ® Ry — €T (Y, 7) ® Ry

where I is the surface [0, 1] x 7,1 The map Ff is the composition of the above map and the obvious map
from € (Y,7) ® Rn,; to € (Y,7) ® Ry k. A standard argument shows that F} o ij is chain homotopy
equivalent to F ]l for any triple j > k > [ > 0. Therefore, the maps f¥, induced by the maps F¥, has
the required properties for an inverse system. This completes the definition of Fukaya-Floer homology
IN(Y,~, L) for the triple. It is also standard to show that this Ry-module is independent of the choices

that were made. The homomorphism f]’-c maps Dg’i(zeZi Féi)) e I (Y,,L) to D%’Z(zeZi Féi)) €
F (Y,~, L). Thus we have an induced element of I¥ (Y,~, L) which we denote by D%w(zeZi Féi)).

. . . . F2 FN
Similarly, we can use the construction of the previous paragraph to define I (W, w, ze @t )) and
pXw Iy ++T 7]

N (ze )-

Now we are ready to give a proof of (3.29). For the convenience of the reader, we restate the claim as
the following proposition:

Proposition 6.51. Let (X1, w;) be a pair whose boundary is equal to an admissible pair (Y, ). Let
(X2, w2) be another pair whose boundary is equal to (Y,7). Let z; € A(X)®W=Y and z €
A(X2)®(N_1). Let T'J be a properly embedded surface in X1 with boundary lj. Let N be a prop-
erly embedded surface in Xo whose boundary is equal to l; with the reverse orientation. Then we can
form the closed 4-manifold X5 o X1 and the 2-cycle wo o wy. The embedded surfaces T and AJ can be
glued to each other along their boundary to form a closed surface T4\ . Then the following invariant
of the closed 4-manifold X5 o X;:

N T24A2 e (TN #AN
DX,0x, wpow; (21 22 I #A )@+ TTH#AD ) ) € C[ty, ..., tn] © Ry (6.52)
is equal to:
X2,w2 A2+ + AN N 2 44N
Dy (20-€°®@ (N))ODthl(zl.e 2 ).
Proof. We make simplifying assumptions as before; assume z; = 20 = Land I3, ---, TV A3, ...,

AN are empty. Choose two series of properly embedded surfaces {¥;},en © X; and {7 }ien < Xo
such that X; (respectively, T;) is given by perturbing I'? (respectively, A?). We also assume that 0¥;
(respectively, 07T;) is equal to 7; (respectively, 7; with the reverse orientation), the curves 7); are disjoint
and the embedded surfaces ¥; and T; intersect generically. We fix metrics on X; and X3 which are
product metrics in a neighborhood of their boundaries corresponding to a fixed metric on Y. For each
non-negative integer j, we prove that the image of the element in (6.52) in Ry ; is equal to:

2 . 2
Dﬁzjwz (eA(g)) o Dg,lj,wl (eF(Q) ) .

),
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To achieve this goal, we proceed as before to define open sets v(n;) = Y, v(%;) < X, v(T;) = X, and
the geometric representatives:

Va(ni) < B (v(n:) x (0,1)) x i Va(3) © B (v(34)) x % Va(Ty) = B (v(Th) x T

suitable for the definition of the differential dy ; of the Fukaya-Floer chain complex and the relative
A2

elements D%’lj w, (eF<22>) and D)]\%m (e"®).

Suppose X7 is the metric on X5 o X induced by the metrics on X and X5 with a neck of length T’
along Y. Suppose w = X7 is the 2-cycle induced by w; and ws, and R} = X7 is the embedded surface
induced by the surfaces >; and 7;. The 4-manifold X can be decomposed into three pieces:

T T
X1 X2 Y x [—575]

We assume that X; and X; are disjoint and they intersect Y x [-Z,Z]in Y x [-2,—Z + 2] and

Y x [% -2, %] respectively. The Riemann surface RiT can be decomposed into union of three sets:

T T T T
¥a Xy T < Xy nix[——+1,=-—-1cYx[-—+1,=-—1].

2 2 2 2
Suppose B:*( X', w) is the subset of B (X, w) which consists of connections whose restriction to any
set of the following form is irreducible:

v(n;) x (t—1,t) -T+1<t<T

Suppose £ is chosen such that the dimension of the moduli space M, (X7, w) is at most 2. Then unique
continuation and gluing theory show that for large enough values of 7', the moduli space M (X7, w)
is a subset of B**(XT,w). Similar to the case of 4-manifolds with cylindrical ends, Va(n;), Va(%;)
and V5(T;) can be used to define a geometric representative V (RY) = B#*(XT, w) x v(R}). Another
application of gluing theory shows that for large enough values of 7', these divisors determine a transversal
cut of Mo (X", w) x RT x --- x R forany set S = {i,... i} < {1,...,j}. In the case that the cut
down moduli space is zero dimensional, it can be identified with the following set for large values of 1"

U Npl(thlvaaSl) Xsz(X27w2aa>SQ)
P1,p2,51,52

where p; is a loop along (X;, w;) based at the connection « such that kK = k(p1) + x(p2). Moreover,
S1 and 59 are disjoint sets with S = S; U S,. This geometric results for different choices of S can be
translated to the following algebraic identity:

2
Dﬁ?jfuﬁ(e (2)) D w (eF(Q)) = Z HtQ'L XT w H(R )(2))

Sc{l,....j} €S €S
= 3 ([raD¥e, (2#A%)5) (6.53)
Sc{l,...,j} €S

In the second equality, we used the fact that R;[ represents the homology class of I'?#A2. The term in
(6.53) is equal to the image of DY, (™ #4)e)) in Ry ;. O
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7 Questions and Conjectures

In this section, we propose some questions and conjectures for future directions. This section is divided to
two parts: the first subsection is concerned with the polynomial invariants of 4-manifolds. In the second
part, we discuss some conjectures related to the algebra Vév a

7.1 Structure of Polynomial Invariants and 4-manifolds with Simple type

In Subsection 2.5, the simple type property of 4-manifolds is defined using U(3)-polynomial invariants.
As we pointed out earlier, the definition is motivated by Kronheimer and Mrowka’s simple type property,
defined by U(2)-polynomial invariants [55]. There is another version of simple type property defined by
Seiberg-Witten invariants. It is unknown if there is an example of a smooth 4-manifolds with b > 2
which do not have Kronheimer-Mrowka simple type or Seiberg-Witten simple type. It is also shown in [25]
that many 4-manifolds with Seiberg-Witten simple type has Kronheimer-Mrowka simple type. Therefore,
it is natural to ask whether there is any relationship among U(3)-simple type, Kronheimer-Mrowka simple
type and Seiberg-Witten simple type. A more challenging question would be to investigate whether there
is a 4-manifold with b > 2 which does not have U(3)-simple type. A more approachable question is the
following:

Question 7.1. What is the analogue of the simple type condition with respect to U(N)-polynomial
invariants?

As in the U(2) and the U(3) case, the simple condition has to be formulated in terms of point classes. In
the light of Proposition 3.23, it is plausible that one of the required conditions is:

D)]\(f,w(aévz) = NND%,?U(Z)‘

For N = 2,3, the blowup formula for U(/V) simple type manifolds have simpler form [28, 14]. One
might hope that the same holds for higher values of NV, and follows this direction to gain more insights
into the correct definition for the simple type condition. The physics literature [66, 24] suggests that the
blowup formula for an arbitrary N is related to function theory on a hyper-elliptic curve with coefficients
in Q[ag. ...,an]. Evaluation of (asg,...,ay) determines hyper-elliptic curve on complex numbers, and
the simple type condition is related to the evaluations that produce a fully degenerate curve.

The relationship between U(2)-polynomial invariants and Seiberg-Witten invariants goes beyond
the simple type conditions. In [55], Kronheimer and Mrowka prove that U(2)-polynomial invariants
are completely determined by a finite set of cohomology classes (known as Kronheimer-Mrowka basic
classes) and a set of rational numbers, one for each basic class. In [85], Witten argues that basic classes
and corresponding rational numbers can be determined in terms of Seiberg-Witten invariants. To be more
detailed, recall that for each spin® structure s on a 4-manifold X (satisfying appropriate conditions such as
b (X) = 2) there is a Seiberg-Witten invariant SWx (s). Then Witten’s conjecture states that any basic
class of X is equal to ¢1(S;") where s is a spin® structure with non-zero SWx (s) and S;" is the half-spin
bundle associated to 5. Witten’s conjecture is generalized to higher values of IV in [66]. The calculations
of U(3)-polynomial invariants in this paper agree with the Moore-Marifio Conjecture in [66] and can be
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exploited to fix the undetermined constants in this conjecture. In particular, a modified version of the
Moore-Mariiio Conjecture states that:

Conjecture 7.2. Let X be a four-manifold which has U(3)-simple type. Let { K;} be the set of Kronheimer-
Mrowka basic classes. Then the U(3)-series of X has the following form:

~ K;—K; .
Dy w(eF(z)-H\(s)) — e%—Q(A) Z Cijf_w'( 5 )eé(Kz‘-FKj)'F-F@l(Ki—Kj)'A
Z?]

W]’lele Ci’j is given as.!
3 1 K:02+47 11
2X+*20'+*2K11' i3 +74X+740’SWX (‘sl)SWX (‘5])

Here s; is chosen such that the associated basic class is equal to K.

7.2 The Algebra V],

In Subsection 5.1, a list of simultaneous eigenvectors for the operators €, Rg, N3, p(2) and p3), acting on
V; 4» 18 constructed. We also showed that there are at least two non-degenerate simultaneous eigenvectors,
which form the essential ingredient to prove the excision theorem in Subsection 5.2. However, we do not
know whether our approach produces all simultaneous eigenvectors:

Conjecture 7.3. Suppose Vg]\g c Vé\] 4 IS the set of vectors which are invariant with respect to the action
of €. Then for N = 3, any simultaneous eigenvector of the operators acting on Vg]}&, that are induced by
N, N3, p(9) and p(3), have the form 3¢%48, 0, ¢%B+/3a and *P+/3iB with (a, B) € Cy.

For N = 2, there are three operators €, R and p(g). In this case, Mufioz obtains a complete understanding
of the action of €, Ny and p(9) in [74]. In particular, his results show that the simultaneous eigenvectors of
Ry and p(9), acting on V., have the following form:

((=1)"2, £2ri" ) 0<r<g-1

All of these eigenvalues can be produced using the method of Proposition 5.7. Therefore, the analogue of
Conjecture 7.3 holds for N = 2. Mufioz’s method of understanding the action of €, Ry and p o) is based
on the characterization of the ring structure of the cohomology ring N- 2.d(2g) in [87, 49, 79, 5], which is
not available for higher values of N.

If Conjecture 7.3 holds, then we can use the method of [59] and show that SHI,. (M, «) is non-zero for
a taut balanced sutured manifold [48, 59]. This non-vanishing result can be used to show that Conjecture
5.37 holds. We can aslo use this to show that KHI,(K) detects the genus of K. Thus the answer
to Question 1.1 for a non-trivial knot and N = 3 is positive. In fact, in order to make this series of
conclusions, we need the following weaker version of Conjecture 7.3:

Conjecture 7.4. If (z,y) is a pair of simultaneous eigenvalues for (p(2), p(3)) in Vg q, then || + |y| <

V3(29 - 2).
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There is also a symplectic analogue of the algebra VN The manifold Ny 4(3,) is Kéhler and the
associated Gromov-Witten invariants can be used to deﬁne the Quantum Cohomology ring QH* (N 4)
[76, 67]. The underlying vector space of QH*(Nn 4) is H*(Ny q) and the ring structure is also a
deformation of the cup product. Therefore, it has similar structure to Vg% = ker(e — 1), and it is natural
to make the following conjecture:

Conjecture 7.5. The ring V', 4. IS isomorphic to QH*(Nn.q).

This conjecture for N = 2 is proved by Mufioz [73] using the characterization of the cohomology ring
H*(Ny4)in[87,49,79,5]. The N = 2 special case of this conjecture was also proved using an adiabatic
limit argument in [78].

A Invariants of Flat Connections on (2, 3,23)

There are 44 irreducible flat SU(3)-connections on ¥(2, 3,23) [6]. These flat connections are determined
by their holonomies along the loop 3 in the standard presentation of the fundamental group of (2, 3, 23)
(see (3.36)). For each flat connection, the conjugacy class of this holonomy is determined by its eigenvalues
which have the form e27i#/23 | ¢271/23 and ¢27im/23 The possible values of {k, 1, m} are given in Table 2.
The complex conjugation diffeomorphism of ¥(2, 3, 23) maps a flat connection with the associated triple
{k,1,m} to the flat connection with the associated triple {23 — k,23 — [,23 — m}. If this pair gives
the same flat connections, we denote this connection with «; for an appropriate choice of the integer j.
Otherwise, the resulting connections are denoted by ocjl and oz?

ar | {0,4,19} | as | {0,5,18} | a3 | {0,6,17} | a4 | {0,7,16}

as | {0,8,15} | ag | {0,9,14} | a7 | {0,10,13} | ag | {0,11,12}
as | {1,418} | of | {5,19,22} | afy | {1,5,17} | oy | {6,18,22}
ab | {1,6,16} | o3 | {7,17,22} | ody | {1,7,15} | o2y | {8,16,22}
aly | {1,8,14} | o253 | {9,15,22} | o, | {1,9,13} | o2, | {10,14,22}
als | {1,10,12} | o2 | {11,13,22} | ol | {2,4,17} | o34 | {6,19,21}
at. | {2,5,16} | af, | {7,18,21} | aig | {2,6,15} | adg | {8,17,21}
alg | {2,7,14} | oy | {9,16,21} | ady | {2,8,13} | a3, | {10,15,21}
ady | {2,912} | a3, | {11,14,21} | oy | {3,4,16} | a2, | {7,19,20}
als | {3,5,15} | o35 | {8,18,20} | ady | {3,6,14} | a3, | {9,17,20}
ads | {3,7,13} | o35 | {10,16,20} | adq | {3,8,12} | o34 | {11,15,20}

Table 2: Holonomies of irreducible flat SU(3)-connections on (2, 3, 23) along x3

The gauge theoretical invariants of these flat connections are given in the following tables:
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e} Qi Qg Qag Qy Qs a6 ag Qasg Qg Oflio 0431 0‘32 0‘33

CS(a) 1 49 31 85 3 133 127 55 43 127 T 97 121
138 138 138 138 138 138 138 138 138 138 138 138 138
364 | 540 | 520 | 488 | 444 | 572 | 504 | _ 424 | 472 | 412 | 524 | 532 | _ 528
Pada 23 23 23 23 23 23 23 23 23 23 23 23 23
deg 4 0 10 2 0 8 6 10 10 4 8 4 6

Table 3: Gauge theoretical invariants of irreducible flat SU(3)-connections on (2, 3, 23) (first part)

« Qg Q15 Q16 Q7 ai1g Q19 Qa9 Qg1 Q9 Qa3 Qay Qa5 Qo6
CS(a) 9 109 19 1 55 43 103 97 67 85 37 61 19
138 138 138 138 138 138 138 138 138 138 138 138 138
_ 420 | _ 484 | _ 476 | _ 456 | _ 516 | _ 472 | _ 508 | _ 440 | _ 468 | _ 488 | _ 404 | _ 492 | _ 476
Pada 23 23 23 23 23 23 23 23 23 23 23 23 23
deg 0 4 8 6 0 10 4 2 0 2 8 0 8

Table 4: Gauge theoretical invariants of irreducible flat SU(3)-connections on (2, 3, 23) (second part)

There are 8 non-trivial flat SU(2)-connections on ¥(2,3,23). As in the irreducible case, these
connections are determined by the conjugacy class of their holonomies along x3. Foreach 2 < k < 9,
there is a unique flat SU(2)-connection on (2, 3, 23) where the eigenvalues of holonomy along x5 are
equal to by e2™#/23 and e~271#/23 We will write S}, for this connection. The gauge theoretical invariants
of these connections are given in Table 5. In this table, & denotes the reducible SU(3)-connection
associated to an SU(2)-connection .
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o' B2 B3 Ba Bs Be B7 B8 Bo
1 169 3 265 193 409 361 49
CS(a) | 35 552 552 552 552 552 552 552
343 | _ 550 | _475 | _643 | _511 | _631 | _451 | _ 523
Pada 69 69 69 69 69 69 69 69
206 | _406 | _410 | _402 | _382 | _534 | _490 | _ 434
Padg 23 23 23 23 23 23 23 23
deg(a) 1 5 3 7 5 1 7 3
deg(&) 1 9 7 11 9 5 3 7

Table 5: Gauge theoretical invariants of reducible flat SU(3)-connections on (2, 3, 23)
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