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EMSpice: Physics-Based Electromigration Check
Using Coupled Electronic and Stress Simulation

Zeyu Sun

Abstract—TIn this article, a novel full-chip EM simulation tool,
called EMSpice simulator is proposed. The new method starts
from first principles and simultaneously considers two major
interplaying physics effects in EM failure process: the hydrostatic
stress and electronic current/voltage in a power grid network. The
new tool starts by reading the power grid layout information from
Synopsys IC Compiler. It then removes immortal interconnect
wires by considering both nucleation phase immortality and
incubation phase immortality for multi-segment interconnects.
Thereafter, a finite difference time domain (FDTD) solver is
employed for stress analysis for every mortal interconnect tree
for both nucleation and post-voiding phases. At the whole power
grid circuit level, the EM analysis is coupled with IR drop
analysis of a whole power grid network at each time step so
that we can consider the interaction among stress, void growth,
resistance change and IR drop in a single simulation frame-
work. Accuracy of EMSpice is validated by comparing with a
published EM simulator, XSim, for nucleation phase, and finite
element method based COMSOL for post-voiding phase. The
comparison results show that EMSpice agrees well with both
methods with. Experimental results on two practical processor
chip designs show that the proposed coupled EM-IR drop analy-
sis method can further reduce the overly conservative EM-aware
power grid design as the number of the failed trees found by
EMSpice simulator is up to 76.7% less than the Black’s method
and 66.7% less than a recently proposed full-chip EM analysis
method respectively. Furthermore EMSpice simulator is the least
conservative one for lifetime estimation of individual tree wires
among the three methods.

Index Terms—Reliability, electromigration, power grid, finite
difference method.

I. INTRODUCTION

HE ELECTROMIGRATION (EM) effect remains a key

failure mechanism for copper-based interconnects in sub-
10nm technologies. Power-ground networks are the most
vulnerable part among all the interconnect wires since the cur-
rent flow on this part is the largest on the chip. A 2015 ITRS
report predicts that the EM lifetime of interconnects of VLSI
chips will be reduced by half for each generation of technology
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nodes [1] due to the increasing current density and shrinking
wire line cross-sections, which determines the critical sizes for
EM effects. As a result, the accurate and scalable full-chip EM
assessment and sign-off is critical for VLSI circuits design in
sub-10nm regime.

Accurately predicting the EM-induced time-to-failure for a
full-chip power grid still remains a challenging task. Existing
mean-time-to-failure (MTTF) EM models based on Black’s
equation [2] and Blech limit [3] only check EM effects based
on current density in each individual segment. They are very
simple and fast. However, such single-segment based EM
assessment methods were shown to be less accurate in general
for advanced VLSI nodes and the predicted time to failure can
either be over-conservative or over-optimistic [4]-[7].

To mitigate this issue, a number of physics-based EM
models and assessment techniques have been proposed
recently [4]-[18]. At the core of those methods is the use of
more accurate physics-based model, the Korhonen’s equation,
to describe stress behavior modeling in the confined multi-
segment interconnect tree. Note that interconnects of chips
are generally in the form of trees rather than single wires.
However, this requires the more general, yet expensive numer-
ical solutions of the partial differential equation of hydrostatic
stress (Korhonen’s equation) in confined metals subject to
time-varying stressing current and temperature. Many research
efforts tried to build the compact models by finding the ana-
Iytic solutions to the Korhonen’s equations with proper bound-
ary conditions in both phases [8], [10], [11], [13], [19]. But
many of those compact models can only work for restricted
wire structures and topologies.

Recently, more general numerical solutions such as finite
difference time domain methods [5], [17], [20] and finite ele-
ment method [18] have been proposed. But those existing
methods still mainly focus on solving the Korhonen’s equa-
tion itself with less consideration of the inherent interaction
between the stress, void growth, wire resistance and current
densities change over time. No integration with commercial
EDA flow has been demonstrated and compared on more
practical VLSI layouts.

To address the aforementioned problems, in this article,
we propose a new full-chip EM failure analysis tool, called
EMSpice, for physics-based coupled EM and electronic anal-
ysis. EMSpice takes power grid netlists from Synopsys ICC
flow, and outputs the failed EM wires and their resistance
changes and resulting IR drops of the power grids over the
given aging time. It can be used as a EM sign-off tool or
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used in the EM optimization engine for commercial EDA
physical synthesis flow. Specifically, our new contributions are
summarized below:

o EMSpice simulator simultaneously considers the hydro-
static stress and electronic current/voltage in a power
grid network. The new method starts from first princi-
ples and can solve the resulting coupled time-varying
partial differential equations in time domain to accurately
stress evolution in multi-segment interconnect trees for
EM failure analysis.

o EMSpice simulator employs a finite difference time
domain (FDTD) solver for stress analysis for every
interconnect tree for both nucleation and post-voiding
phases.

« At the whole power grid circuit level, EMSpice simulator
also couples the EM analysis with IR drop analysis at
time domain. Thus the solver can consider the interplay
among stress, void growth, resistance change and IR drop
in a single simulation framework. Furthermore, EMSpice
simulator considers both recently proposed nucleation
phase immortality and incubation phase immortality for
the first time to remove immortal interconnect trees from
EM analysis. From the experiment it can be seen that
up to 94.52% immortal trees are filtered out and EM
simulation is accelerated by about 20 times.

o The accuracy of EMSpice simulator is validated by com-
paring it against a published EM numerical simulator
XSim [21] for nucleation phase and finite element analy-
sis (FEA) tool, COMSOL [22] for the post-voiding phase.
The comparison results show that EMSpice agrees with
both simulators very well with error less than 0.59% for
XSim and 1.99% for COMSOL.

o EMSpice simulator can work seamlessly with Synopsys
IC (ICC) compiler physical synthesis flow. EMSpice sim-
ulator reads the power grid layout from Synopsys ICC
and it can output the power grid layout with current den-
sity, hydrostatic stress, IR drop, and void distributions
for any given specific time on the power grid layout
in a graphic way for better EM failure analysis and
optimization.

Experimental results on two practical processors (Cortex
and ChipTop) design show that EMSpice simulator can fur-
ther reduce the overly conservative in EM-aware power grid
design. The number of the failed trees found by EMSpice sim-
ulator is up to 76.7% less than the Black’s method and 66.7%
less than Huang’s method [4].

This paper is organized as following: Section III reviews the
EM model employed in this work. Section IV introduces the
proposed EM failure check flow. Section V shows the numeri-
cal results obtained from our proposed method and comparison
against existing works. Section VI concludes the article.

II. RELATED WORKS

A few full-chip EM analysis for power grid networks have
been proposed recently [4], [5], [15], [20]. Their methods can
predict the EM lifetime of the power grid and obtain failed
trees. Specifically, Huang et al. proposed first physics-EM

model based full-chip EM analysis method [4], [8]. The EM
model in this method only considers nucleation and growth
phase. An approximate closed form obtained from analytic
solution of the nucleation phase of Korhonen’s equation is
employed to estimate nucleation time (#,.). Initial current
densities are used for t,,.. Resistance starts to increase imme-
diately when the void is nucleated, i.e., t > f,;c. If the time
exceed the t,,., a simple linear model is used for resistance
change calculation. This method indeed considers interaction
between the EM and IR drops of power grids but the compact
EM models are less accurate.

To get better accuracy, Chatterjee et al. and Sukharev and
Najm proposed finite difference method (FDM) based full-
chip EM analysis tool [5], [20]. In order to accelerate the
simulation, a fitting-based immortal wire filter was applied in
this work. Trees most likely to form a void were picked out
and the FDM based method were only applied to solve these
trees. The filter uses a conservative approximation model [23]
to quickly estimate the nucleation time, #,,.. If this estimated
time is less than a time threshold, the trees were picked out
for further EM simulation. Time threshold in this work [5] is
estimated by the Monte Carlo process, specifically, being the
mean of samples’ TTF which has a limited normal distribution.
Here the samples are from an IBM power grid.

FDM was applied to solve these mortal wires and a model
order reduction technique based on matrix exponential form
was applied to reduce simulation costs. However, this method
also mainly considers the EM stress without considering
impacts from wire resistance changes of power grid networks.

Cook et al. proposed a FDM accelerated by Krylov subspace
based reduction technique [17]. This method can be applied
to general multi-segment interconnect wires with time-varying
currents and temperature. To further speed up FDM, the Krylov
based subspace reduction techniques in frequency domain were
applied, which leads to order of magnitude speedup over plain
FDM. But this method still considers the EM stress and ignores
the EM and IR drop interaction in power grid networks.

III. REVIEW OF EM PHYSICS AND STRESS MODELING

EM is a physical phenomenon of the migration of metal
atoms along the direction of the applied electrical field.
Atoms (either lattice atoms or defects/impurities) migrate
along the trajectory of conducting electrons. Due to momen-
tum exchange between lattice atoms, hydrostatic stress is
generated inside the embedded metal wire during migration
process. Before the hydrostatic stress reaches the critical level,
the atomic flux flowing caused by electron flow from cath-
ode to anode can still balance with the atomic flux caused by
inhomogeneous distribution of hydrostatic stress. When the
stress reaches the critical level, a void and a hillock formation
caused by conducting electrons will be formed at the cathode
end and the anode end. Indeed, when metal wire is passi-
vated into a rigid confinement, which is the case for copper
dual damascene structures, the wire volume changes (induced
by the atom depletion and accumulation due to migration),
and creates tension at the cathode end and compression
at the anode end of the line. However, if the hydrostatic
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stress cannot reach critical level, the void will not be formed
due to the balance between atomic flux flowing caused by
electron flow and inhomogeneous distribution of hydrostatic
stress.

Some traditional EM models are developed based on empir-
ical data. Black’s equation [2] and Blech limit [3] are still
employed in the industry. However, these kind of models use
empirical data to estimate MTTF conservatively so that the
lifetime cannot be predicted accurately.

In order to avoid the inaccuracy and conservative issue
caused by traditional EM models, many physics-based EM
models have been subsequently developed. Some of them
focus on steady state immortality check and others focus
on transient hydrostatic stress. A physics based three phase
model is proposed in [6], [7]. EM failure process in this work
is described by nucleation phase(#,,.), incubation phase(#;,.)
and growth phase(gowm). In nucleation phase, stress starts
to accumulate and a void may form if the stress reaches the
critical stress level at the cathode nodes. Once the void is
formed, the process enters into the incubation phase in which
the void starts to grow and no resistance change is observed.
When the void depletes the cross section of the via, cur-
rent will start to flow through the higher resistive barrier,
which will lead to wire resistance change. Now the process
enters into the growth phase, which can lead to either early
failure or late failure depending on the electronic flux direc-
tion. In early faliure phase, open circuit can be observed. In
late failure case, resistance starts to increase over time until
it reaches to some pre-defined threshold like 10% change.
TTF can be described as the summation of three phases
as following:

TTF = life = thuc + tine + Lerowth (D

The EM model used in this work is mainly based on
Korhonen’s equation, which is well accepted and experimen-
tally validated. However, other effects such as multi mass
transportation in microstructure [24], and effect of grain
boundaries [25] are also very important for EM failure process.
Impacts of metal microstructure and details of grain bound-
aries of the metal can affect the activation energy E,, void
nucleation sites, metal migration paths etc., which will affect
the after-mentioned three EM phases.

For instance, scaling of the line width or feature size can
change the micro-structure of the wires from polycrystalline
to near bamboo structures as shown in [24], this can lead to
the elimination of high diffusivity grain boundaries, but it may
increase the mass transport at the surfaces between metal and
capping and barrier layers due to the increased interface areas
relative to volume.

On the other hand, for copper interconnect, especially in
the deep micro region, the dominant transport paths for migra-
tion is between the capping layers and copper metal [26]. As
a result, the impact of grain boundaries on EM failure pro-
cess is less significant for copper wires than aluminum wires.
As a mitigation, for instance, we can modify the activation
energy E, to take the effect of pass transportation varia-
tions in the changed microstructure and grain boundaries into
consider.
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Fig. 1. EM-stress evolution of a two segments wire in the (a) nucleation
phase (b) incubation and growth phase.

A. Nucleation Phase Modeling

Stress evolution is described by the stress-based model
Korhonen’s model [27]. Transient hydrostatic stress o (¢) can
be described by Korhonen’s partial differential equation (PDE)
with the following zero-flux boundary conditions (BC) and
initial stress condition (IC) as shown in the following:

00D _ g (PaB avoc.ny—ezop). i @
— 2 =V. o(x,t) —e , in p,
ot kgT < L
Z i
Vo(x,f) = %, on 3 NTy.i=1,....k,  (3)

o(x,0) = [01(x,0),00(x,0),...,01(x,0)], att =0 (4)

where D, = Do exp(Ea/kpT) is the effective atomic diffu-
sivity. E, is the activation energy of the failure process, T is
defined as absolute temperature, e is the electron charge, eZ is
the effective charge of the migrating atoms, p is the wire elec-
trical resistivity, and j is the current density. 2 is the atomic
lattice volume. B is the effective bulk elasticity modulus. kp is
the Boltzmann’s constant. €2 is the domain of simulated cop-
per interconnect and 9€2; denotes its boundary. I'y, is the ith
flux termination boundary, where normal current density jy,
are prescribed, among kth termination boundaries. In equa-
tion (2), a uniform Dy, synthesized from different body and
boundary diffusion coefficients, is used. Note that Korhonen’s
hydrostatic diffusion equations can be applied to 3D multi-
segments interconnect wires with multiple flux-termination
boundary nodes, allowing any number of evolving voids to
be simulated. Fig. 1(a) shows the stress evolution on a wire
in the nucleation phase. As shown in the figure, stress at the
cathode increase as time goes on. While, stress at the anode
will decrease with time.

B. Incubation Phase Modeling

When stress reaches a critical level at t,,,., a void is formed.
However, the resistance of the interconnect remains almost the
same since cross section of the via, which is recognized as
critical volume, is not consumed by void. Once a void has
nucleated when stress reaches a critical level at ¢,,., which is
typically at or near a terminal node, the normal component of
stress at the void boundary is typically zero. We then introduce
the effective thickness of the copper-void boundary §, which
is infinitely small. Then we introduce the following stress gra-
dient between the zero stress void surface and the surrounding
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metal [27], [28]:

Vo (x, 1) = 220 on 9@, N Dy,

®)

where ['y4ig denotes the void boundary, which can be a union
of several discrete voids. The Vo (x, f) essentially serves as a
force to move the void boundary toward the atomic flux direc-
tion. The void volume is determined by the stress distribution
on the remaining section of the wire. Specifically, the void vol-
ume V,(#) in a multi-segment wire will satisfy the following
atom conservation equation [29], [30].

o (1)
V(@) = — —=dV
(0 /QL B

where € is the volume of the remaining interconnect wire
and V is the volume of the wire and defined as V = W x hx [,
where W is width of the wire and & is the thickness of the
wire and / is the length of the wire. Notice that Eq. (6) is also
true for the void growth phase, which we will discussed later.
The incubation time can be defined as follows:

(6)

Tnue < t < t; where V(1) < Vepir (7N
where V. is the critical volume, which mainly depends on
the cross section of the wire. In 1D case, we actually use
width of wire W as the critical length instead of using critical
volume to indicate the end of the incubation phase when the
resistance starts to change. The reason is that W > h and
void will deplete the whole cross section of the wire when
the void’s cross-section boundary grows to W wide. Fig. 1(b)
shows the stress evolution on a wire in the incubation phase.
Stress at the cathode decrease to O very fast. Stress at anode
keep decreasing until reach the steady state. This will lead
to growth of the void since the integration of negative stress
increase in Eq. (6). Void volume will saturate when the stress
reach steady state.

Also, in the incubation phase, the void volume is not large
enough to block the cross section of the via and smaller than
critical volume. At the end of incubation phase a void will fill
the cross section of the via. The void can cause either early
failure or late failure of the wire [31]. Early failure typically
happens in via above lines as shown in Fig. 2(a). The via
will be blocked by the void and thus the connection to the
upper layer will also be blocked (capping layer is fabricated
with dielectrics such as Si3N4 which does not conduct current
flow). In this case, the wire will fail in the end of incubation
phase. Late failure typically happens in via-below structures
as shown in Fig. 2(b). When the void forms in a via-below
line and reaches critical size, current can still go through the
barrier layer and the resistance will increase in the growth
phase.

C. Growth Phase Modeling

In the void growth phase, the void continues to grow. The
major difference between growth phase and the incubation
phase is that wire resistance starts to change (at least meaning-
fully). The reason is that current has to flow over the highly
resistive barrier which is made with T,/T,N for instance,

__cappinglayer

barrier layer

(a)

()

Fig. 2. Side-view of void formation: (a) void in a via-above line (early failure
mode); (b) void in a via-below line (later failure mode).

whose resistivity is much higher than C,. Specifically, the wire
resistance change can be approximately described as:
Vv(t) - Vcrit

AR() = == [

PTa
hr,QH + W)

_ PCu
HW

], at tipe <t
(3

where pt1y and pcy are the resistivity of the barrier material
(T,/T;N) and copper, W is the wire width, H is the copper
thickness, and ht, is the barrier layer thickness.

We remark the if the liner/barrier becomes too thin (less than
3nm), then it will not be able to 100% block the metal mass
migration as shown in [32] and [33]. In this case, basically
metal mass flux will start to migrate over those barrieres and
voids will not nucleate in the traditional cathode node so that
the short length effects from Blech limit or from our advanced
filtering methods will not work any more. This new phenom-
ena will dramatically change the EM modeling and will be a
good topic for further investigation once more experimental
data is available from industry.

IV. THE PROPOSED NEW COUPLED EMSPICE
SIMULATION FOR EM FAILURE CHECK

A. The New Power Grid EM Check Flow

Before presenting the coupled EM-IR drop analysis for full-
chip EM check and analysis, we first present the proposed new
EM sign-off and check flow as shown in Fig. 3.

The whole EM check flow mainly consists of four major
steps: the power grid generation step from the EDA tool
(Synopsys ICC), EM immortality filtering step, the FDTD EM
solver and linear network IR drop solver, and the EM check
framework GUI. In the power grid generation step, the power
grid information is constructed from Synopsys IC Compiler
(ICC) during the physical synthesis process for a specific
design. Power grid information is dumped during power grid
synthesis step in ICC flow and the P/G layout geometrical
and layer, via information as well as branch currents are also
dumped at the same time. After this, the power gird and corre-
sponding branch current are first passed to the EM immortality
filter step (to be discussed in Section IV-C). Immortal trees are
filtered out since they will never fail and resistance of these
trees will never change. After this step, all the mortal trees
are passed to the coupled solver step. The coupled solver con-
sists of the FDTD for EM stress solver and linear network
IR drop solver (which will be discussed in Section IV-B). In
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Fig. 3. Simulation Framework for EMSpice Simulator.

this step, hydrostatic stress on these mortal tree wires will
be simulated and void position and volume size will be calcu-
lated. All this information will then be passed to the EM check
framework graphical user interface (GUI) for interactive user
analysis. The EM check framework GUI can show the current
density, hydrostatic stress, IR drop, and void distributions for
a given specific time. In the following section, we will present
computing steps in detail.

B. Physics-Based Coupled Multi-Physics Power Grid
Simulation

In order to improve the accuracy of the EM stress estimation
in the full-chip power grid level, we have to consider multiple
physics effects and their interaction: the stress evolution mod-
eled by (2), atom conservation equation for void volume, and
electrical potential change over time. It was shown, when void
is formed, that the void volume (shapes) and the stress distri-
butions of the remaining wire are correlated by the following
atom conservation equation [29]

Vs(t) = l/ o(V,ndv, Vvt 9
B Jg,

where Vg is void volume. As a result, we can estimate void
volume or sizes once we know the stress distributions.

For electrical potential, since EM analysis is done on a
time scale of at least days, we treat the electrical potential
distribution u as quasi static so it can be described by the
strong form Laplace equation

1
V. Vu) =0, inLyp, (10)
(p(¢) )
u=gy,, ondQrNrly,, (11
- 1
n-——Vu=g;, ondQrNT; (12)
) ! !

where p(¢) is the copper resistivity that is implied by the
phase field, I', denotes boundaries where Dirichlet (volt-
age) conditions are applied and g, represent voltage/potential
source, I'; denotes the boundaries where Neumann (normal
current flux) conditions are applied and g; represents cur-
rent density source. For our full-chip EM analysis, however,

branch currents current
A
Fast EM
Filtering out Linear solver
all immortal Al e e network IR
) tree wires
tree wires drop solver
A _
ime-dependent

resistance

it will be very expensive to solve (10) using the numerical
approaches. Instead, we assume that homogeneous current
density distribution along the wires and simple resistance
network is extracted from the power grid network layout. The
modified nodal analysis (MNA) is applied, which will lead to

M()u(t) = PI(f) (13)

where M(#) is the admittance matrix for the power grid
network, which is time-varying due to the fact that wire resis-
tance will change with EM failure effects over time. P is the
b x p input matrix, where p is the number of inputs or the
size of driving current density sources I(f). u(f) represent the
nodal voltages in the network and /(#) are the current sources
from the function blocks of the chips. From this equation, we
can also compute the branch current and nodal voltages of all
the branches, which are required for both immortality check
and Korhonen’s equation.

For Korhonen’s equation, the FDTD method is carried out
for each multi-segment interconnect tree for detailed stress
analysis over time. We follow the similar work [17] without
the model order reduction feature. After the finite difference
discretization process, the partial differential equation in (2)
with boundary conditions will be converted to the following
linear time invariant (LTI) system:

Co(t) = Ao (t) + PI®),
0(0) = [01(0), 02(0), ..., 0,(0)]

C, A are n x n matrices. P is the b x p input matrix, which is
also used in (13). Note that o (0) is the initial stress at time 0.
For each new simulation step, the stress from previous simu-
lation will be used as the initial condition. Now we are ready
to present the final coupled EM-IR drop partial differential
equations which can be written as follows:

(14)

Co () = Ao (t) + PI(v),
V(1) = / ﬂdV
v QL B k]
M(?) x u(t) = PI(1),

0(0) =[01(0), 02(0), ..., 0,(0)], att=0 (15)
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Fig. 4. Block diagram of coupled FDTD and IR drop power grid simulator.

The three equations are coupled and solved together as
shown in Fig. 4. Linear network IR drop solver passes
time-dependent current density information and P/G layout
information to the FDTD EM solver. Once the voids are
formed and IR drops in the power grid will change, the current
at each time step will be different. The FDTD EM solver will
provide the IR drop solver with new resistance information
for wires with voids. As we can see, these two simulations
are coupled together, and wire current and resistance depend
on each other for each mortal wires. Note that C, A matrices,
which depend on wire structures, are time-independent in the
coupled equation.

We note that wire length also change with void growth,
which is considered in the coupled simulation. The length
of segment with void is updated each iteration and become
shorter with void growth. This change is very small, and do
not have very significant effect on the stress distribution on
the tree since the void size generally is less than 1% of the
total size of a tree.

We remark that the voids of all mortal wires will reach to
saturation volume after a number of simulation steps/cycles.
Typically we select one month as one simulation step. So the
number of steps for void to reach saturation depends on the
specific wire and its current density distributions.

Impact of resistance change of power grid networks may
loosen the EM constraint significantly since current densi-
ties of the interconnects reduce. However, this effect is not
thoroughly studied in aforementioned methods in Section II.
Huang’s method [4], [8] considers this impact in the growth
phase with linear model. But the accuracy of compact linear
model is not high enough for resistance estimation. Besides,
Chatterjee’s method [5], [20] and Cook’s method [17] focus on
EM stress analysis and ignore the impact of resistance change
caused by EM and IR drop interaction in power grid networks.

We remark that the proposed work can be easily extended to
consider statistical aspects of EM failure process using Monte
Carlo or other stochastic analysis methods as as shown in some
existing works [5], [34].

C. EM Immortality Filtering

FDTD based EM simulation is still computationally inten-
sive for full chip EM analysis. With the sheer number of
interconnect trees in a chip, FDTD is not efficient. However, in
most designs, the tensile stress of many trees will not exceed
the critical level and no void will be formed on these trees.
Besides, trees that do nucleate a void do not mean they will fail
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{

ucleation phase
immortal?

Yesm( Immortal )

A
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l

ncubation phase
immortal?

No

Y

Fig. 5. Block diagram of EM immortality filter.

since the void may not be large enough to exceed the critical
void volume. If a tree is either nucleation phase immortal or
incubation phase immortal, the resistance does not change. In
other words, these trees will not have any impact on the IR
drop and FDTD EM simulation is not necessary on these trees.
We first present the immortality filter flow.

1) The Immortality Filtering Flow: The immortality check
flow is shown in Fig. 5, which consists of two filtering algo-
rithms. First, a tree in the power grid is checked by nucleation
phase filtering to see if voids can be nucleated. If no void can
be nucleated, the wire is immortal. If voids will be nucleated,
the tree is then passed to incubation phase immortality fil-
ter. If voids volume cannot exceed critical void volume, the
tree is still treated as immortal. Only the mortal trees whose
resistance will change are simulated with coupled EM-IR
simulation.

We remark that the Blech’s product was widely used to
find the immortal wire before. However, it only works for
single-segment [3]. For multi-segment wires, a conserva-
tive approximation method has been proposed [5], [20]. The
proposed EM filtering method is based on physics-based mod-
els for the immortality and thus is more predictable for over
a wide range of stress conditions and technology nodes. Also
we consider both nucleation and incubation immortal cases
for the first time. In the section, we briefly discuss the two
filtering algorithms.

2) Nucleation Phase Immortality Filtering: If the stress
on the cathode of a tree, at steady state (Ogeqdy), is lower
than the critical stress (o), then the tree is considered to
be EM nucleation phase immortal. Based on the well-known
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steady state analysis method Blech product [3], if the current
density and the wire length are not large enough, ogeqqy cannot
exceed o, However, this method is only suitable for a sin-
gle wire with only one branch. Recently, a voltage-based EM
nucleation phase immortality analysis method for multi-branch
interconnect trees has been proposed [12], [15].

In this method, an EM voltage (V) which is proportional
to stress at the cathode node (o.) is calculated as

Vi = % Z a;V;
i#c

where V; is the normal nodal voltage (with respect to cathode
node ¢) at node i, a; is the total area of branches connected
to node i and A is the total area of the wire. This equation
was derived based on atomic conservation principle [12]. With
the voltage of the ith node(V;), steady state stress at that node
(oi) can be calculated as o; = B(Vg — V;), where B = %,
e is elementary charge. A critical EM voltage Vit Em 18
defined by

(16)

7)

Verit,em = 7 (Ocrit — Oinir)
B
where oj,j; is the initial stress.

EM failure will not happen if cathode node can pass the
immortality check since it has the lowest voltage among all
the nodes on a tree. Following equation is the condition of
immortality of the tree:

Vcrit,EM > Vg — Vear (18)

where V. is the voltage at the cathode.

3) Incubation Phase Immortality Filtering: Voids are
formed on trees that do not pass the nucleation phase immor-
tality. After a void is formed, it will keep growing until
saturated. Void saturation happens when two kinds of flux
balance with each other. One is the flux of atoms previously
located in metal which is consumed by the growing void and
the other is the back flux of atoms generated by a gradient
of growing stress. If the void volume is smaller than the vol-
ume of the intersection, which is recognized as critical volume
Verit, current can still flow through the copper wire as the wire
cross-section is not blocked by the void. Once the void size is
large enough and occupies the wire cross-section, current has
to go through the liner whose resistivity is much higher than
copper and the resistance of the wire will increase. As can be
seen, if the saturation volume is smaller than critical volume,
the wire is still immortal although a void is formed. This case
is called EM incubation phase immortal.

In order to determine if a wire is immortal, a model
predicting the saturation volume Vi, was proposed in [35]
shown as following

sat Z Vsatl - h X ZASatl
lipeZ Liw;
_th[( 20.;+ ]“_Q )x%}
VieZ Liw;
_th[( 2o+ ?> < ﬁ}

19)

where A is thickness of the wire and Vi i, Asaris Oc.is Vi, Jis i
and w; represent the contribution to void volume, contribution
to void area, stress at the cathode, current density, voltage
and length and width of the ith segment respectively. For the
segment in which a void has nucleated, o, ; is O on the cathode
where the void is nucleated. Except for the segment with the
void, steady-state stress on the cathode of other segments are
the same as the anode of the segment connected to them.

As shown in the Eq. (19), voltage and width on each branch
i can contribute to the void volume. So saturation void volume
can be adjusted in order to reach incubation immortality by
modifying the voltage and width of the branches.

In order to know if the wire is EM incubation phase immor-
tal, saturation volume is compared with the critical volume,
specifically, it should satisfy the following equation

(20)

Verie > Vsar

We remark that our incubation phase filtering is based on the
assumption that void is nucleated in the cathode node, which
has the largest tensile stress. However, for cases that void
nucleated outside the cathode nodes, the immortality study
needs to be future investigated.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we present the numerical simulation and
comparison results of the proposed EMSpice simulator. In our
implementation, EM immortality filtering and Linear network
IR drop solver are implemented in C++, FDTD EM anal-
ysis engine/solver was implemented in MATLAB and EM
check framework GUI is implemented in Python 3.6.0 with
Matplotlib. The experiments were carried out on a Linux server
with dual 3.3-GHz Xeon processors and 316GB memory.

In order to validate our work, we use two test cases. The
first test case is the power grid of the Cortex-MO DesignStart
processor, named (Cortex). This is a 32-bit processor that
implements the ARMv6-M architecture [36]. This processor
is synthesized using Synopsys Design Compiler, and is placed
and routed with Synopsys 32/28nm Generic Library [37]. The
power grid of Cortex has two layers, and there are 68 trees in
total.

The second case is also microprocessor design called
ChipTop. ChipTop was provided by Synopsys Electronic
Design University Program [38]. It is a low power design
processor architecture, which contains cache blocks, I/O stan-
dard cells and digital standard cells. It is also synthesized
using Synopsys Design Compiler, and is placed and routed
with Synopsys 32/28nm Generic Library [37]. ChipTop has a
4 layers power grid with 912 trees.

Fig. 6 shows the power grid layout of Cortex from Synopsys
ICC and the same power grid in the EM check framework GUI
(graphic user interface) system. In the Fig. 6(a), green boxes
are standard cells and the mesh structure is the power grid. The
zoomed area of this power grid is also shown in Fig. 6(a).
Fig. 6(b) is the power grid from the EM check framework
GUI. EM check framework GUI can also display the layout
in an interactive way like Synopsys ICC. Zoomed power grid
is also displayed in Fig. 6(b).
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Fig. 6. (a) Part of power grid of Cortex in Synopsys ICC. (b) Part of power
grid of Cortex in proposed EM GUL
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Stress comparison between the EMSpice and Xsim on a wire from

Power grid information obtained from Synopsys ICC is
then fed into the proposed EMSpice simulator. For power grid
network for Cortex, the EMSpice simulation takes about 67.14
second to finish. It takes 381.2 seconds for the simulation of
power grid of ChipTop. In the following, we present more
analysis and comparison results for these two cases.

A. Accuracy Comparison Against Existing EM Analysis
Methods

We first compare the proposed EMSpice method with exist-
ing EM analysis methods in terms of accuracy. We verify
the accuracy of the FDTD EM analysis engine used in the
EMSpice for both nucleation and post-voiding phases on a
few wire trees from the Cortex design.

We first compare the EMSpice with a published EM simula-
tor XSim [21] for stress analysis of multi-segment wires in the
nucleation phase. XSim is widely used to calculate the hydro-
static stress evolution in an interconnect which is assumed to
be confined within diffusion barriers and it has been validated
by the measured results. We take a tree from Cortex for stress
comparison in nucleation phase. Fig. 7 shows the stress com-
parison between EMSpice and XSim at different time. Average
error between these two method is only 0.53%, which is very
small and can be ignored.

For EM post-voiding phase comparison, we compare
EMSpice with the simulation result of a finite element analysis
(FEA) tool, COMSOL [22] based on the same partial differ-
ent equation and post-voiding boundary conditions in [28].
The void volume is also computed by using atom conser-
vation equation (Eq. (6)). A 2D structure wire was used in
the COMSOL simulation. This is a multi-segment straight
wire with length 1170um and width 0.2 um. And there are

M)
=
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6: 14+
5 19}
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a == COMSOL,
o 8t
2
> 6
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0 : ; : .
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Fig. 8. Void size comparison between EMSpice and COMSOL on a wire
from Cortex design.

TABLE I
VoID S1ZE COMPARISON BETWEEN EMSpice (FDTD)
AND COMSOL ON A WIRE FROM Cortex

Time after void formed 1 year | 3 year | 7 year
Void size from EMSpice (um3) | 3.63 7.38 12.04
Void size from COMSOL(um?) 3.69 7.53 12.16

Error 1.65% | 1.99% | 0.98%

34 vias on this wire. Fig. 8 shows comparison on void size
over time between EMSpice and COMSOL, which shows that
their results match very well.

Table I shows detailed void size comparison between the
two methods on different time for the aforementioned wire
in Fig. 8. As can be seen, the error is less then 1.99% and
accurate enough for the void volume estimation.

We want to remark that the Korhonen’s equation for EM
failure modeling is well accepted in the research commu-
nities as it has been validated against the silicon data and
explained well the EM failure processes observed in exper-
imental data in many published works [7], [23], [26]-[28],
[39], [40]. XSim [21] is also tested against the measured
results from the properly designed wire test structure. As a
result, comparison against FEM analysis based on Korhonen’s
equation and XSim will provide good accuracy validation for
EMSpice.

B. Filtering and Coupled Simulation Results of Cortex

Firstly, efficiency of EM immortality filter is employed to
reduce time of EM simulation of Cortex. This power grid has
68 trees in total. Among all of these trees, 42 trees are filtered
out by nucleation immortality filter and 15 mortal trees among
them are filtered out by incubation phase immortality filtering
algorithm. So the proposed EM immortality can filter out 78%
trees, which translating to accelerating the whole simulation
by almost 5 times. Fig. 9 shows the mortal trees (highlighted
with current density distribution in the whole chip layout). As
we can see, most of the mortal wires are located around the
peripheral of the chip.

After the filtering of the immortal wires, we start to analyze
the lifetime of mortal wires in the coupled EMSpice simula-
tor. As time passes, the stress starts increasing and voids are
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Fig. 9. Current densities of the mortal trees. (X and Y in um and current
densities in MA/cmz).

TABLE 11
PARAMETER FOR THE EM SIMULATION

Name Symbol Value
Atomic lattice Volume Q 1.19 x 10—29m3 [43]
Critical stress Terit 500M pa [44]
Critical EM voltage Verit. EM 3.69 x 1073V [15]
Critical volume Verit depends on via size
Effective bulk elasticity modulus B 1 x 10 Pq [45, 46]
Effective charge number 4 10 [47]
Temperature T 373K

formed. Fig. 10 shows the stress evolution and void formation
in the power grid.

As can be seen from the Fig. 10 in the 8th year, all the
wires are still in the nucleation phase. Stress at some hotspots
has increased to a high level. In the 12th year, some voids
are formed and stress near to the void starts decreasing. These
wires get into incubation phase and void sizes at that time are
very small and not enough to block vias cross sections. In the
20th year, more voids are nucleated and most of them are in
the growth phase. Some voids have grown to the saturation
volume. As aforementioned in Section III-B, stress accumu-
lated on the cathode before void nucleation and decrease to
zero very fast after the void formed. A set of zoomed figures
of void growth process is shown in Fig. 11.

Fig. 12 shows the voltage drop on the full-chip power grid.
As we can see, there are significant voltage drop in two areas
where the void forms. It also shows that the void formation
causes the resistance change and leads to large voltage drop.

Fig. 13 shows resistance change over time of one of the
mortal trees experiences the late failure effect. As shown in
the figure, the void is formed at the end of nucleation phase.
However, the resistance does not change at that time. At the
end of incubation phase, the void occupies the cross section
of the via, and resistance starts to change since this is a late
failure case. The resistance change pattern shown in Fig. 13
based on the three-phase EM model mentioned in Section III,
is consistent with the experimental observation [46]. When the
increment of resistance reaches 10% (note that this failure cri-
terion is used for illustration purpose), this tree is marked as
failed. Finally, the void saturates and resistance change stops.
Node voltages keep changing with time after void volume
exceeds a critical level. As shown in Fig. 14, voltage changes
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Fig. 10. (a) Stress distribution and void formation at 8th year; (b) 12th year;
(c) 20th year for Cortex design. (X and Y in um and stress in Mpa).

with void growth and a sudden voltage drop happens once a
new void exceeds the critical level. Compared with Fig. 14
and Fig. 15, it can be observed that the time when sudden
voltages drop matches well with the time when voids exceed
critical volume.

Fig. 15 shows the resistance of some failed tree wires. We
can see that trees failed at different times. Both early failure
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Fig. 11.  (a) Zoomed stress distribution and void formation at 8th year,
(b) 12th year, (c) 20th year of Cortex design.
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Fig. 14. Voltage drop change over time for different nodes on power grid
of Cortex.

and late failure can happen in this power grid. Early failure
cause open circuit and resistance goes to infinite. Resistance
of late failure trees increase gradually and finally stop when
voids reach saturation volume.
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Fig. 15. Resistance change over time of failed interconnect tree wires on
power grid of Cortex.
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Fig. 16. Current densities of the mortal trees on power grid of ChipTop.
(X and Y in um and current densities in MA /cmz).

C. Filtering and Coupled Simulation Results of ChipTop

EM immortality filter is also applied for power grid of
ChipTop which has 912 trees in total. As shown in Fig. 16,
there are only 50 failure trees on the power grid. Among all of
these trees, 695 trees are filtered out by nucleation immortal-
ity filter and 177 immortal trees are filtered out by incubation
phase immortality filtering algorithm. After filtering, there are
only 5.48% mortal trees which need further EM analysis. The
immortality filtering dramatically reduce the simulation by
about 20 times. Fig. 16 shows the mortal trees (highlighted
with current density distribution in the whole chip layout) of
ChipTop design. We observe that many mortal tree wires are
thin wires. The reason is that these thin wires has small criti-
cal volume, although their saturation volume is not that large,
they are still mortal. On the other hand, some large wires have
larger critical volume. Even though their saturation volume is
larger than thin wires, they are still incubation phase immortal.

Fig. 17 shows void formation process of ChipTop. Voids
are not nucleated at 8th year. This time all trees are in the
nucleation phase. As can be seen in the figure, stress are accu-
mulated at cathodes. At 10th year, voids start to be formed and
many wires enter incubation phase. We can see the stress near
voids decreasing to zero in this figure. At 17th year, most voids
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Fig. 17. (a) Stress distribution and void formation on power grid of ChipTop

at 8th year; (b) 10th year; (c) 17th year. (X and Y in um and stress in Mpa).

are formed and some of them already reaching saturation vol-
ume. Zoomed figures of voids are shown in Fig. 18. As can be
seen in the figure, the voids are gathered in the edges of the
power grid. Similar with the Cortex, the lines on the edge have
larger current densities and they are more vulnerable. Based
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Fig. 18. Void distribution on the ChipTop at 17th year on (a), left up corner
(b) right up corner, (c) left down corner, (d) right down corner.
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Fig. 19. Voltage drop on the power grid of ChipTop.
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Fig. 20. Resistance change of mortal wires on the power grid of ChipTop.

on the result of these cases, in the design, wires on edges of
the power grid need to be optimized to avoid EM failure.

Fig. 19 shows the voltage change on the power grid of
ChipTop. The voltage change significantly on the location
where voids are formed. As can be seen, hill of voltages
changes are in the four corners of power grid. Both early fail-
ure and late failure contribute to the voltage change in these
locations.

Fig. 20 shows resistance change of some typical wires. In
the figure, two wires are early failure and the other two wires
are late failure. Here two early failure wires are with smaller
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Fig. 21. Cathode voltage drop of mortal wires on the power grid of ChipTop.

TABLE IIT
COMPARISON OF FAILED TREE NUMBER OF THREE

LIFETIME COMPARISON OF THE THREE FULL-CHIP EM ANALYSIS

TABLE IV

METHODS ON THE POWER GRID OF Cortex

387

Trees name Time to Failure (years)
Black’s method | Huang’s method | EMSpice simulator
Tree 1 8.33 immortal immortal
Tree 2 4.45 9.17 immortal
Tree 3 3.08 6.16 16.67
Tree 4 2.17 4.50 14.58
Tree 5 1.67 3.67 10.41
TABLE V

COMPARISON OF FAILED TREE NUMBER OF THREE

METHODS ON THE POWER GRID OF ChipTop

METHODS ON THE POWER GRID OF Cortex

Simulation time 8 years | 10 years | 17 years
Black’s method Failed tree number 227 227 227
Failed tree percentage 30.4% 30.4% 30.4%
Huang’s method Eailed tree number 98 144 165
Failed tree percentage 10.7% 15.8 % 18.9%
EMSpice simulator Failed tree number 0 17 40
Failed tree percentage 0% 1.9 % 4.4%

Simulation time 8 years | 12 years | 20 years
Black’s method Failed tree number 24 24 24
Failed tree percentage 35.3% 353 % 35.3%
Huang’s method Eailed tree number 11 13 16
Failed tree percentage 16.2% 19.1 % 23.5%
EMSpice simulator Failed tree number 0 2 9
Failed tree percentage 0% 29 % 13.2%

current. They fail faster since the cross section of the vias on
these wires are also smaller. The other two late failure wires
have larger current. They are wider wires with large cross
section of the vias and long incubation phases. So their resis-
tance change happens later. As can be seen in the Fig. 21, wires
with less current have less contribution to voltage change even
though they have early failure and have significant resistance
change. Voltage change caused by these wires are only about
1% of the voltage change caused by wires with large current
density. However, for wires with large current, there is very
obvious voltage change when their resistance starts increasing.

D. Comparison Against Existing Full-Chip EM Analysis
Methods

In this section, we compare the proposed EMSpice simulator
against one existing full-chip EM analysis method. We com-
pare the EMSpice against two methods: the traditional Black’s
method in which the time to failure is calculated for each seg-
ment based on Black’s equation [2] with the same parameters
used; we also employ Huang’s method [4] as another baseline.

The comparison result of power grid of Cortex is shown
in Table IIT and result of power grid of ChipTop is shown in
Table V.

In the Black’s method, tree failure only depends on the
current densities on that tree. It cannot consider time-varying
current change in the power grid. Compared with other meth-
ods, Black’s method leads to most conservative results. Around
35% of the trees in the power grid of Cortex and 30.4% of the
trees in the power grid of ChipTop are estimated to be failed
by this method. Huang’s method considers both nucleation
phase and growth phase. But this method still is less accurate
as compact models are used for both nucleation and growth
phases. It marks 23.5% trees in the power grid of Cortex and
18.9% trees in the power grid of ChipTop as the failed trees
in the 20th year.

The proposed EMSpice simulator shows only 13.2% failed
tree wires in the power grid of Cortex and 4.4% failed trees in

TABLE VI

LIFETIME COMPARISON OF THE THREE FULL-CHIP EM
ANALYSIS METHODS ON POWER GRID OF ChipTop

Time to Failure (years)

Trees name Black’s method | Huang’s method | EMSpice simulator
Tree 1 12.14 immortal immortal
Tree 2 6.39 12.77 immortal
Tree 3 4.35 9.58 12.1

the power grid of ChipTop in the 20th year. As we can see, at
the 20th years, the number of the failed trees by EMSpice sim-
ulator is 63.5% less than the Black’s method and 43.8% less
than Huang’s method in the Cortex case. There are 76.7% less
than the Black’s method and 66.7% less than Huang’s method
in the ChipTop case. As we can see, EMSpice method can
significantly reduce the over-conservations from the existing
two methods, which can lead to more aggressive design with
less guard bands, which leads to better performances under
the same design costs.

Furthermore, we also look at the lifetime of some immortal
and failed trees. Their lifetime given by the three methods are
shown in Table IV. As we can see, the proposed EMSpice still
gives the long lifetime estimation among the three methods
for the five tree wires. The difference can be quite significant
(up to 6.71X longer). Further, we observe that the immortal
tree wire marked in the EMSpice method can be considered
as mortal tree wires in both the Black’s method and Huang’s
method. The reason is that the EMSpice method considers the
unique incubation phase immortality case and it can identify
the nucleated wires as immortal as long as their void sizes are
small enough.

We want to remark that longer lifetime estimation for
EM analysis does not alway mean better accuracy as recent
work shows that Black’s model can be also optimistic as
well [5]. But in general, Korhonen’s based EM models, more
physics-based EM immortality filtering, and more accurate
post-voiding analysis tend to lead to more accurate results,
which typically are less conservative than existing Black-Blech
based EM models and other compact models as shown in many
recent works [4]-[6], [11], [16], [20].
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VI. CONCLUSION

In this paper, we have proposed a novel full-chip electro-
migration verification for power grid network of nanometer
VLSI chips. The new method simultaneously considers two
physics effects in interaction: the hydrostatic stress and elec-
tronic current/voltage in a power grid network. It can solve
the resulting coupled time-varying (partial) differential equa-
tions in time domain to accurately predict time-to-failure for
a power grid in the entire chip. The new tool reads the power
grid layout from Synopsys ICC. Then an immortality filter
considering both nucleation phase immortality and incubation
phase immortality is applied to remove immortal interconnect
trees from EM analysis. A finite difference time domain solver
is employed for stress analysis for every interconnect tree.
Metal atom conservation equation is used to estimate the void
volume change and resistance increments over time. The EM
analysis is coupled with IR drop analysis of a whole power
grid networks at each time step so that we can consider
the interplay among stress, void growth, resistance change,
and IR drop in a single simulation framework. Accuracy of
EMSpice has been validated by comparing with a published
EM simulator, XSim, for nucleation phase, and finite element
method based COMSOL for post-voiding phase. The compar-
ison results show that EMSpice agrees well with both methods
very well. The experimental results on commercial processor
chips design have shown that the proposed EMSpice simu-
lator can further reduce the over-conservation in EM-aware
power grid design as the number of the failed trees found
by EMSpice simulator is 76.7% less than the Black’s method
and 66.7% less than recently proposed full-chip EM analysis
method respectively.

VII. FUTURE WORK

EM failure process on mainstream copper interconnect is
a complicated physics phenomenon with a statistical nature.
The proposed work can be extended to different aspects. First
we would like to consider the Joule heating effects, which
can be significant depending on the applications. Second we
would like to consider the statistical aspects of the EM fail-
ure process using Monto Carlo or other stochastic methods as
EM is statistical in nature. Third, we would like to consider
many other effects such as microstructure changes with fea-
ture size scaling, voids on non-cathode nodes, grain boundary
effects as well as the barrier thickness/integrity impacts on
void nucleation, incubation and growth phases.
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