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Abstract

Recently developed quantum algorithms address computational challenges in numerical anal-
ysis by performing linear algebra in Hilbert space. Such algorithms can produce a quantum state
proportional to the solution of a d-dimensional system of linear equations or linear differential
equations with complexity poly(logd). While several of these algorithms approximate the so-
lution to within e with complexity poly(log(1/¢€)), no such algorithm was previously known for
differential equations with time-dependent coefficients. Here we develop a quantum algorithm
for linear ordinary differential equations based on so-called spectral methods, an alternative to
finite difference methods that approximates the solution globally. Using this approach, we give
a quantum algorithm for time-dependent initial and boundary value problems with complexity

poly(log d,log(1/€)).

1 Introduction

Differential equations have extensive applications throughout mathematics, science, and engineer-
ing. Numerical methods for differential equations have been widely studied (see for example [20]),
giving fast algorithms for solving them using classical computers.

Recent work has developed quantum algorithms with the potential to extract information about
solutions of systems of differential equations even faster than is possible classically. This body of

work grew from the quantum linear systems algorithm (QLSA) [21], which produces a quantum
state proportional to the solution of a sparse system of d linear equations in time poly(log d).
Subsequent work improved the performance of that algorithm [I, 15] and applied it to develop

similar quantum algorithms for differential equations.

To achieve this improvement, quantum algorithms must operate under different assumptions
than those made for algorithms in classical numerical analysis. To represent the output using
poly(log d) qubits, the output is produced as a quantum state, not as an explicit description of a
vector. Furthermore, to facilitate applying Hamiltonian simulation, these quantum algorithms use
implicit access to the system of equations (say, through a matrix specified by a sparse Hamiltonian
oracle and the ability to prepare quantum states encoding certain vectors). While these assumptions
restrict the types of equations that can be addressed and the types of information that can be
extracted from the final state, they nevertheless appear capable of producing useful information
that cannot be efficiently computed classically.

In this paper, we focus on systems of first-order linear ordinary differential equations (ODEs).
Such equations can be written in the form

dz(t)
dt

= A{)x(t) + f(t) (1.1)



where t € [0,T] for some T > 0, the solution z(t) € C? is a d-dimensional vector, and the
system is determined by a time-dependent matrix A(t) € C%*? and a time-dependent inhomogeneity
f(t) € C% Provided A(t) and f(t) are continuous functions of ¢, the initial value problem (i.e., the
problem of determining x(¢) for a given initial condition z(0)) has a unique solution [2].

The Hamiltonian simulation problem is simply the special case of the quantum ODE problem
where A is antihermitian and f is zero. A substantial body of work has developed fast quantum

algorithms for that special case [6—9, 11, 13, 28-31]. Hamiltonian simulation underlies the QLSA
[15, 21] which in turn gives algorithms for more general differential equations.
Berry presented the first efficient quantum algorithm for general linear ODEs [5]. His algorithm

represents the system of differential equations as a system of linear equations using a linear multistep
method and solves that system using the QLSA. This approach achieves complexity logarithmic in
the dimension d and, by using a high-order integrator, close to quadratic in the evolution time 7.
While this method could in principle be applied to handle time-dependent equations, the analysis
of [5] only explicitly considers the time-independent case for simplicity.

Since it uses a finite difference approximation, the complexity of Berry’s algorithm as a function
of the solution error € is poly(1/€) [5]. Reference [10] improved this to poly(log(1/€)) by using a
high-precision QLSA based on linear combinations of unitaries [15] to solve a linear system that
encodes a truncated Taylor series. However, this approach assumes that A(t) and f(t) are time-
independent so that the solution of the ODE can be written as an explicit series, and it is unclear
how to generalize the algorithm to time-dependent ODEs.

While we focus here on extending the above line of work, several other approaches have been
proposed for addressing differential equations with quantum computers. Reference [27] used a
quantum version of the Euler method to handle nonlinear ODEs with polynomial nonlinearities.
This algorithm has complexity logarithmic in the dimension but exponential in the evolution time
(as is inevitable for general nonlinear ODEs). Other work has developed quantum algorithms for
partial differential equations (PDEs). Reference [16] described a quantum algorithm that applies
the QLSA to implement a finite element method for Maxwell’s equations. Reference [17] applied
Hamiltonian simulation to a finite difference approximation of the wave equation. Most recently,
reference [3] presented a continuous-variable quantum algorithm for initial value problems with
non-homogeneous linear PDEs.

Most of the aforementioned algorithms use a local approximation: they discretize the differential
equations into small time intervals to obtain a system of linear equations or linear differential
equations that can be solved by the QLSA or Hamiltonian simulation. For example, the central
difference scheme approximates the time derivative at the point z(t) as

dz(t) _ x(t+h)—xz(t—h)

i 57 + O(h?). (1.2)

High-order finite difference or finite element methods can reduce the error to O(h¥), where k — 1
is the order of the approximation. However, when solving an equation over the interval [0, 7], the
number of iterations is T'/h = ©(e~'/¥) for fixed k, giving a total complexity that is poly(1/e) even
using high-precision methods for the QLSA or Hamiltonian simulation.

For ODEs with special structure, some prior results already show how to avoid a local approxi-
mation and thereby achieve complexity poly(log(1/€)). When A(¢) is anti-Hermitian and f(t) =0,
we can directly apply Hamiltonian simulation [9]; if A and f are time-independent, then [10] uses
a Taylor series to achieve complexity poly(log(1/¢)). However, the case of general time-dependent
linear ODEs had remained elusive.

In this paper, we use a nonlocal representation of the solution of a system of differential equations
to give a new quantum algorithm with complexity poly(log(1/€)) even for time-dependent equations.



While this is an exponential improvement in the dependence on € over previous work, it does not
necessarily give an exponential runtime improvement in the context of an algorithm with classical
output. In general, statistical error will introduce an overhead of poly(1/€) when attempting to
measure an observable with precision e. However, achieving complexity poly(log(1/€)) can result in
a polynomial improvement in the overall running time. In particular, if an algorithm is used as a
subroutine k times, we should ensure error O(1/k) for each subroutine to give an overall algorithm
with bounded error. A subroutine with complexity poly(log(1/¢)) can potentially give significant
polynomial savings in such a case.

Time-dependent linear differential equations describe a wide variety of systems in science and
engineering. Examples include the wave equation and the Stokes equation (i.e., creeping flow) in
fluid dynamics [25], the heat equation and the Boltzmann equation in thermodynamics [20, 34], the
Poisson equation and Maxwell’s equations in electromagnetism [23, 35], and of course Schrodinger’s
equation in quantum mechanics. Moreover, some nonlinear differential equations can be studied by
linearizing them to produce time-dependent linear equations (e.g., the linearized advection equation
in fluid dynamics [12]).

We focus our discussion on first-order linear ODEs. Higher-order ODEs can be transformed
into first-order ODEs by standard methods. Also, by discretizing space, PDEs with both time and
space dependence can be regarded as sparse linear systems of time-dependent ODEs. Thus we
focus on an equation of the form (1.1) with initial condition

z(0) =~ (1.3)

for some specified v € C?. We assume that A(t) is s-sparse (i.e., has at most s nonzero entries in
any row or column) for any ¢ € [0,T]. Furthermore, we assume that A(t), f(¢), and v are provided
by black-box subroutines (which serve as abstractions of efficient computations). In particular,
following essentially the same model as in [10] (see also Section 1.1 of [15]), suppose we have an
oracle O4(t) that, for any ¢ € [0,7] and any given row or column specified as input, computes the
locations and values of the nonzero entries of A(t) in that row or column. We also assume oracles
O, and Oy(t) that, for any t € [0, T, prepare normalized states |y) and | f(t)) proportional to v and
f(t), and that also compute ||| and || f(¢)||, respectively. Given such a description of the instance,
the goal is to produce a quantum state e-close to |z(T")) (a normalized quantum state proportional
to z(T)).

As mentioned above, our main contribution is to implement a method that uses a global approx-
imation of the solution. We do this by developing a quantum version of so-called spectral methods, a
technique from classical numerical analysis that (approximately) represents the components of the
solution z(t); & }_; c;jp;(t) as linear combinations of basis functions ¢;(t) expressing the time de-
pendence. Specifically, we implement a Chebyshev pseudospectral method [4, 22] using the QLSA.
This approach approximates the solution by a truncated Chebyshev series with undetermined co-
efficients and solves for those coefficients using a linear system that interpolates the differential
equations. According to the convergence theory of spectral methods, the solution error decreases
exponentially provided the solution is sufficiently smooth [19, 32]. We use the LCU-based QLSA
to solve this linear system with high precision [15]. To analyze the algorithm, we upper bound
the solution error and condition number of the linear system and lower bound the success prob-
ability of the final measurement. Overall, we show that the total complexity of this approach is
poly(log(1/e¢)) for general time-dependent ODEs. Informally, we show the following:

Theorem 1 (Informal). Consider a linear ODE (1.1) with given initial conditions. Assume A(t)
is s-sparse and diagonalizable, and Re(X\;(t)) < 0 for all eigenvalues of A(t). Then there exists a



quantum algorithm that produces a state e-close in lo norm to the exact solution, succeeding with
probability Q(1), with query and gate complezity O(s||A||T poly(log(s||A[|T/€))).

In addition to initial value problems (IVPs), our approach can also address boundary value
problems (BVPs). Given an oracle for preparing a state «|x(0)) + B|x(T)) expressing a general
boundary condition, the goal of the quantum BVP is to produce a quantum state e-close to |x(t)) (a
normalized state proportional to x(t)) for any desired ¢ € [0, T]. We also give a quantum algorithm
for this problem with complexity poly(log(1/¢)), as follows:

Theorem 2 (Informal). Consider a linear ODE (1.1) with given boundary conditions. Assume
A(t) is s-sparse and diagonalizable, and Re(Xi(t)) < 0 for all eigenvalues of A(t). Then there exists
a quantum algorithm that produces a state e-close in ly norm to the exact solution, succeeding with
probability Q(1), with query and gate complezity O (s||A||*T* poly(log(s||A||T/e))).

We give formal statements of Theorem 1 and Theorem 2 in Section 8 and Section 9, respectively.
Note that the dependence of the complexity on || A|| and T is worse for BVPs than for IVPs. This is
because a rescaling approach that we apply for IVPs (introduced in Section 3) cannot be extended
to BVPs.

The remainder of this paper is organized as follows. Section 2 introduces the spectral method
and Section 3 shows how to encode it into a quantum linear system. Then Section 4 analyzes the
exponential decrease of the solution error, Section 5 bounds the condition number of the linear
system, Section 6 lower bounds the success probability of the final measurement, and Section 7
describes how to prepare the initial quantum state. We combine these bounds in Section 8 to
establish the main result. We then extend the analysis for initial value problems to boundary value
problems in Section 9. Finally, we conclude in Section 10 with a discussion of the results and some
open problems.

2 Spectral method

Spectral methods provide a way of solving differential equations using global approximations [19,

]. The main idea of the approach is as follows. First, express an approximate solution as a linear
combination of certain basis functions with undetermined coefficients. Second, construct a system
of linear equations that such an approximate solution should satisfy. Finally, solve the linear system
to determine the coefficients of the linear combination.

Spectral methods offer a flexible approach that can be adapted to different settings by careful
choice of the basis functions and the linear system. A Fourier series provides an appropriate
basis for periodic problems, whereas Chebyshev polynomials can be applied more generally. The
linear system can be specified using Gaussian quadrature (giving a spectral element method or Tau
method), or one can simply interpolate the differential equations using quadrature nodes (giving
a pseudo-spectral method) [32]. Since general linear ODEs are non-periodic, and interpolation
facilitates constructing a straightforward linear system, we develop a quantum algorithm based on
the Chebyshev pseudo-spectral method [4, 22].

In this approach, we consider a truncated Chebyshev approximation x(t) of the exact solution
Z(t), namely

vi(t) = cirgTi(t), i€ [do:=1{0,1,...,d—1} (2.1)
k=0

for any n € ZT. (See Appendix A for the definition of Ty(¢) and a discussion of its properties.)
The coefficients ¢; , € C for all ¢ € [d]p and k € [n + 1] are determined by demanding that x(t)
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satisfies the ODE and initial conditions at a set of interpolation nodes {t;};_, (with 1 =ty9 > t; >

-+ >t, = —1), where x(tyg) and x(t,) are the initial and final states, respectively. In other words,
we require
dz(t;)
) _ At + 0), VIe 1, te-11] (2.2
and
xi(to) =i, @ € [d]o. (2.3)

We choose the domain [—1, 1] in (2.2) because this is the natural domain for Chebyshev polynomials.
Correspondingly, in the following section, we rescale the domain of initial value problems to be
[—1,1]. We would like to be able to increase the accuracy of the approximation by increasing n, so
that

|z(t) — z(t)|| =0 as n — oco. (2.4)

There are many possible choices for the interpolation nodes. Here we use the Chebyshev-
Gauss-Lobatto quadrature nodes, t; = cos %T for [ € [n + 1]p, since these nodes achieve the highest
convergence rate among all schemes with the same number of nodes [24, 26]. These nodes also have
the convenient property that T (¢;) = cos kfl—’r, making it easy to compute the values x;(t;).

To evaluate the condition (2.2), it is convenient to define coefficients ¢, for i € [d]o and
k € [n + 1]o such that

n

dff) = > i Ti(t). (2.5)

k=0

We can use the differential property of Chebyshev polynomials,

T @) _ Ty 4 (t)

2T (t) = 2.6
to determine the transformation between c; ;, and C;k As detailed in Appendix A, we have
n
¢r = [Dulgjcij, i€ ldo, k€ [n+1]o, (2.7)
=0
where D, is the (n + 1) X (n + 1) upper triangular matrix with nonzero entries
27 . .
[Dykj = g k+jodd, j >k, (2.8)
k
where
2 k=0
1 ken]:={1,2,...,n}
Using this expression in (2.2), (2.7), and (2.8), we obtain the following linear equations
n d—1 n
ZTk(tl)Cg,k = Aij(tl) ZTk(tl)cj,k + f(tl)i, 1€ [d]o, le [n + 1]0. (2.10)
k=0 =0 k=0

We also demand that the Chebyshev series satisfies the initial condition x;(1) = ; for all ¢ € [d]o.
This system of linear equations gives a global approximation of the underlying system of differential
equations. Instead of locally approximating the ODE at discretized times, these linear equations



use the behavior of the differential equations at the n 4 1 times {;};_, to capture their behavior
over the entire interval [—1, 1].

Our algorithm solves this linear system using the high-precision QLSA [15]. Given an encoding
of the Chebyshev coefficients ¢;x, we can obtain the approximate solution x(t) as a suitable linear
combination of the ¢;;, a computation that can also be captured within a linear system. The
resulting approximate solution z(t) is close to the exact solution Z(t):

Lemma 1 (Lemma 19 of [19]). Let #(t) € C"TY(—1,1) be the solution of the differential equa-
tions (1.1) and let x(t) satisfy (2.2) and (2.3) for {t; = cos Z}*_ . Then there is a constant C,
independent of n, such that

~(n+1)
max [#(t) —x(t)] < ¢ max 12 _OL

2.11
te[—1,1] te[-1,1] nr2 (2.10)

This shows that the convergence behavior of the spectral method is related to the smoothness
of the solution. For a solution in C™*!, the spectral method approximates the solution with n =
poly(1/e). Furthermore, if the solution is smoother, we have an even tighter bound:

Lemma 2 (Eq. (1.8.28) of [32]). Let &(t) € C*°(—1,1) be the solution of the differential equations
(1.1) and let z(t) satisfy (2.2) and (2.3) for {t; = cos Z}"_ . Then

max _||2(t) — z(t)]| < \/Z max_||2+) (@) (%)” (2.12)

te[-1,1] te[—1,1]

For simplicity, we replace the value \/2/m by the upper bound of 1 in the following analysis.

This result implies that if the solution is in C'°°, the spectral method approximates the solution
to within e using only n = poly(log(1/€)) terms in the Chebyshev series. Consequently, this
approach gives a quantum algorithm with complexity poly(log(1/e€)).

3 Linear system

In this section we construct a linear system that encodes the solution of a system of differential
equations via the Chebyshev pseudospectral method introduced in Section 2. We consider a system
of linear, first-order, time-dependent ordinary differential equations, and focus on the following
initial value problem:

Problem 1. In the quantum ODE problem, we are given a system of equations

dz(t)
dt

= A(t)x(t) + f(t) (3.1)

where x(t) € C?, A(t) € C¥*? is s-sparse, and f(t) € C? for all t € [0,T]. We assume that
Aij, fi € C=(0,T) for all i,j € [d]. We are also given an initial condition x(0) = v € CL. Given
oracles that compute the locations and values of nonzero entries of A(t) for any t, and that prepare
normalized states |y) proportional to v and |f(t)) proportional to f(t) for any t € [0,T], the goal is
to output a quantum state |x(T)) that is proportional to x(T).

Without loss of generality, we rescale the interval [0,7] onto [—1,1] by the linear map t

1—2t/T. Under this rescaling, we have % — —%%, so A — —%A, which can increase the spectral

norm. To reduce the dependence on T—specifically, to give an algorithm with complexity close



to linear in T—we divide the interval [0,7] into subintervals [0,I'1],[I'1,I2], ..., [[m=1,7] with
Iy :=0,T), := T. Each subinterval [I';,, '] for b € [m]o is then rescaled onto [—1,1] with the
linear map Kj: [Ty, Tpi1] — [—1,1] defined by

2(t —Th)
Kpites1— 2R 3.2
" Ppp1 —Tp (3:2)
which satisfies Kj(I'y,) = 1 and Kp,(I'h+1) = —1. To solve the overall initial value problem, we

simply solve the differential equations for each successive interval (as encoded into a single system
of linear equations).
Now let 73 := [T'h41 — I's| and define

Ap(t) =~ AKA(D)) (3.3)
zp(t) == x(Kn(1)) (3.4)
Jult) = =3 FE (D). (3.5)
Then, for each h € [m]y, we have the rescaled differential equations
S~ Au(en®) + ) (3.

for t € [—1, 1] with the initial conditions

By taking
2
Th < (3.8)
maxe(r, . 1A@)]
where ||-|| denotes the spectral norm, we can ensure that ||Ax(¢)]] < 1 for all t € [—1,1]. In

particular, it suffices to take

2
T = max Th < . 3.9
he{O0,1mm—1} "~ maxyepo ) || A®)]] 39

Having rescaled the equations to use the domain [—1,1], we now apply the Chebyshev pseu-
dospectral method. Following Section 2, we substitute the truncated Chebyshev series of x(t) into
the differential equations with interpolating nodes {t; = cos %r : 1 € [n]}, giving the linear system

dx(t;)
dt

= Ap(t)z(t) + fu(t), h€[mo,l € [n+1] (3.10)

with initial condition
z(tg) = . (3.11)

Note that in the following, terms with [ = 0 refer to this initial condition.

We now describe a linear system
L|X) = |B) (3.12)

that encodes the Chebyshev pseudospectral approximation and uses it to produce an approximation
of the solution at time T'.



The vector | X) € C™*P @ C? ® C™*! represents the solution in the form

m—1d—1 n m+pd—1 n
= D en@pa)lhily + >0 0 | hil) (3.13)
h=0 i=0 =0 h=m 1=0 [=0
where ¢;;(I'y41) are the Chebyshev series coefficients of x(I'p41) and x; := x(I'y,); is the ith

component of the final state z(I',,).
The right-hand-side vector |B) represents the input terms in the form

m—1
= |n)IB(fn)) (3.14)
h=0
where
d—1 n
Z%|ZO +Zth cos T)|il), hem—1]. (3.15)
=0 [=1
Here v is the initial condition and fh(cosl—”)i is ith component of f;, at the interpolation point
t; = cos l”

We decompose the matrix L in the form

m—1 m m+p m+p
L= |h)(h&(L1+La(Ap)+ ) |h)(h—1|@Ls+ > |h)(h|@Ls+ > |h)(h—1|®Ls. (3.16)
h=0 h=1 h=m h=m+1

We now describe each of the matrices L; for i € [5] in turn.

The matrix L; is a discrete representation of flf, satisfying

d—1 n
[B)(h @ La|X) = D > Ti(to)cix|hi0) +Z Z Te(t)[Dulirciplhil) — (3.17)
1=0 k=0 1=0 [=1,k,r=0

(recall from (2.5) and (2.7) that D, encodes the action of the time derivative on a Chebyshev
expansion). Thus L; has the form

d—1 n
> " Ti(to)]i0) zk|+z Z cos— e |0) (i (3.18)
=0 k=0 1=0 [=1,k,r=0
= 1@ (|0)(0] P + > D)1 PuDn) (3.19)

=1
where the interpolation matrix is a discrete cosine transform matrix:

n

klm

P, = — .
= cos —10) (k. (3.20)
1,k=0
The matrix Lo(Ap) discretizes Ay (t), i.e.,
d—1 n
[h)(h] @ La(An)|X) = — An(t1)ij Ti(t1) cjop| hal). (3.21)
i,j=01=1,k=0



Thus

d— n
Z n(t)ij cos —|zl><]kz| (3.22)
4,j=01=1,k=
Z (t1) @ 1) (1| Py. (3.23)
=1
Note that if Ay is time-independent, then
LQ(Ah) =—-A;, ®P,. (3.24)

The matrix L3 combines the Chebyshev series coefficients ¢;; to produce x; for each i € [d]o.
To express the final state x(—1), L3 represents the linear combination x;(—1) = Y} ¢; s Tk(—1) =
> h_o(=1)%¢; 5. Thus we take
d—1 n

D (= 1)*[i0) (ik|. (3.25)

1=0 k=0

Notice that L3 has zero rows for [ € [n].

When h = m, L4 is used to construct x; from the output of Lg for [ = 0, and to repeat x; n
times for [ € [n]. When m +1 < h < m + p, both Ly and L5 are used to repeat x; (n + 1)p times
for [ € [n]. This repetition serves to increase the success probability of the final measurement. In
particular, we take

d—1 n d—1 n
=SSN iy — 1+ 30 | (3.26)
1=0 I=1 i=0 1=0

and .
= [i0)(in]. (3.27)
i=0

In summary, the linear system is as follows. For each h € [m]o, (L1 + L2(Ap))|X) = |Br) solves
the differential equations over [I'y,T',11], and the coefficients ¢;;(I'y41) are combined by L3 into
the (h + 1)st block as initial conditions. When h = m, the final coefficients ¢;;(I';,) are combined
by Ls and Ly into the final state with coefficients z;, and this solution is repeated (p + 1)(n + 1)
times by L4 and Ls.

To explicitly illustrate the structure of this system, we present a simple example in Appendix B.

4 Solution error

In this section, we bound how well the solution of the linear system defined above approximates
the actual solution of the system of differential equations.

Lemma 3. For the linear system L|X) = |B) defined in (3.12), let x be the approrimate ODE
solution specified by the linear system and let T be the exact ODE solution. Then for n sufficiently
large, the error in the solution at time T satisfies

|#(7) = &(T)|| < m max (|2 (1))

max i (4.1)



Proof. First we carefully choose n satisfying

e log(w)
> | =\ 4.2
"2 5 | gty 42)
where (4 1)
[ (@)l
w:=max ———(m+1 4.3
&5 Y 43)
to ensure that (nt1)
(2@ e\ 1
- 77— < 4.4
o |1yll <2n> =l (44)

According to the quantum spectral method defined in Section 3, we solve

dx

5 = A®x() + (), b€ [mlp. (4.5)

We denote the exact solution by Z(I',11), and we let 2(T'p41) = Z?:o Yoieo(=1)"¢; i (Tpy1), where
¢i1(Th1) is defined in (3.13). Define

A i= () = 2(Chs)| (4:6)
For h = 0, Lemma 2 implies
- - < D))" .
Ay = [[#(03) — ()] < e [0 @) (5,) (47)

For h € [m], the error in the approximate solution of 4 = Ay, (¢)z(t) + f4(t) has two contribu-
tions: the error from the linear system and the error in the initial condition. We let Z(T';1) denote
the solution of the linear system (L; + La(Ap))|Z(Tp41)) = |B(fr)) under the initial condition
Z(I'p). Then

Aptr < [|2(Tpt1) = Z(Cpg) | + 2T pg1) = 2(Tpga) |- (4.8)
The first term can be bounded using Lemma 2, giving
Thit) — #(Chin)| < e @) ()" 1,
J#(Chs1) = FCnen)| < e (20005 (19)

The second term comes from the initial error Ay, which is transported through the linear system.
Let
Eni1 = Epy1 + 6pta (4.10)

where FEj 1 is the solution of the linear system with input Aj and Eh+1 is the exact solution of
42 = Ap1(t)z(t) + fri1(t) with initial condition z(I',) = Ap. Then by Lemma 2,

Ay,
b) =||E E (1) (¢ 4.11
il = 1Bir = Brall < 2 mae 1200011 (5,,)" (4.11)

SO A
I7(Ts1) = oCas)l < A+ o mae (200 @)1(50)" (4.12)

Thus, we have an inequality recurrence for bounding Ah:
[ D @) e\ e\

A < (1 ] A (n+1) — ) . 4.13
h+1_(+tga[3>T<} o ()" )an+ a2 ®l(5) (4.13)

10



Now we iterate h from 1 to m. Equation (4.4) implies

XWU@H<€)H< <o (4.14)
wefor] |l om) “m+1-"m’
SO -
[ D@ e \mymet o
1 bl \2n ={1+.) =e A1
( +tg%0a’¥] liedl (Qn) ) —( +m) S € (4.15)
Therefore
12D (@)]| f e \mym—1
A, < (1 ne Wl e A
< (i me o (Gr) ) &
m—1
2D @)|| ey ht i) o \n
1 Al \on R
e (e S () ) e 01,
1\m—1 1 \m—1 o
m - - 2D () (— 4.16
()" (i D)7 e 120N ()T @19
(n+1) en 1 ) (n1) el
< »T t . (n e
< masc 127720l gy + (m = 1) mase & Ol 5050
e+l
= mase 2D 0]
t€[0,T] (2n)n

which shows that the solution error decreases exponentially with n. In other words, the linear
system approximates the solution with error e using n = poly(log(1/¢)). O

Note that for time-independent differential equations, we can directly estimate ||V (t)|| using
FHD () = AT () 4+ AR f. (4.17)

Writing Ay, = VhAth_1 where Ay, = diag(\, ..., A\g—1), we have er = VheA’LVh_l. Thus the exact
solution of time-independent equation with initial condition z(1) = v is

a(t) = MU0y 4 (M0 — DA f (4.18)
= VMV by 4+ V(27D DAL '

Since Re()\;) < 0 for all eigenvalues \; of Ay, for i € [d]o, we have ||’ || < 1. Therefore
[N < wv(llvll + 2[1fal)- (4.19)
Furthermore, since maxy,; [|Ap(t)|| < 1, we have

max (20D (0] < max ([2(6)] + [l fa(t)])

t€[0,7] t€[0,T]
< s (Il + 301l (4.20)
< wv (vl + 27 F1)-

Thus the solution error satisfies
n+1

|&(T) = 2(T)|| < msv (7] + 271 £1) 7

O (4.21)

Note that, although we represent the solution differently, this bound is similar to the corresponding
bound in [10, Theorem 6].
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5 Condition number

We now analyze the condition number of the linear system.

Lemma 4. Consider an instance of the quantum ODE problem as defined in Problem 1. For
all t € [0,T], assume A(t) can be diagonalized as A(t) = V(t)A()V~L(t) for some A(t) =
diag(Ao(t), - .-, Aa(t)), with Re(\i(t)) < 0 for all i € [d]o. Let ky = max,eoq rv(t) be an up-
per bound on the condition mnumber of V(t). Then for m,p € Z* and n sufficiently large, the
condition number of L in the linear system (3.12) satisfies

Kz < (mm+p+2)(n+ 1) 2Ky + el|y). (5.1)

Proof. We begin by bounding the norms of some operators that appear in the definition of L. First
we consider the [, norm of D,, since this is straightforward to calculate:

n(n+2) n even,
I Dalloc = max Z |[Dnlis| = n+1) e (5.2)
Thus we have the upper bound
I1Dall < Vi 11Dyl < PEDT )

Next we upper bound the spectral norm of the discrete cosine transform matrix P,:

n

klm
|P,)|?> < max Y cos’ — < max{n+1} =n+ 1. (5.4)
0<I<n n ~ 0<i<n

Therefore

1) < va+ 1. (5.5)

Thus we can upper bound the norm of L; as

n+1)3
ILall < WD) < 2L (5.0
Next we consider the spectral norm of Ly(Ap) for any h € [m]p. We have
Lo(Ap) = ZAh t1) @ [1) (1| Py (5.7)

=1

Since the eigenvalues of each A (t;) for [ € [n + 1]y are all eigenvalues of

D An(t) @ )1, (5.8)
=0

we have . .
An(t) @ [ < An () @ DUl < max ||A,0)]|| <1 5.9
> it @ il < |3 At @101 < s 14001 (5:9)
by (3.8). Therefore
ILa(AW] < Pl € VT T (5.10)

12



By direct calculation, we have

L] = vn +1, (5.11)
IL4]l <2, (5.12)
L5 = 1. (5.13)
Thus, for n > 5, we find
+1)°
HL|yg(n2)+\/n+1+\/n+1+2+1§(n+1)3. (5.14)

!

Next we upper bound |[|[L~"||. By definition,

IL7H = sup [[L7HB)]. (5.15)
l1B)lI<1
We express |B) as
m+p n d-1 m+p n
= D0 Bualhily = > > [bw) (5.16)
h=0 1=0 i=0 h=0 =0

where [by) := 3207 Bualhil) satisfies [||bu)]|> = Y=g |Bral* < 1. For any fixed h € [m+p+ 1]o
and [ € [n + 1]p, we first upper bound ||L~!|by;)|| and use this to upper bound the norm of L1
applied to linear combinations of such vectors.

Recall that the linear system comes from (2.10), which is equivalent to

d—1

ZTk Jeiw(@Tn) = Ay HJZTk )eik(Tn) + fulty)i, i€ [dlo, €41  (5.17)

j=0

For fixed h € [m + p + 1]p and r € [n + 1]y, define vectors xp,, x},. € C? with
$hr i = ZTk Cz k Fh l‘hr i = ZTI‘? Cz k Fh (5.18)

for i € [d]o. We claim that x5, =}, = 0 for any r # [. Combining only the equations from (5.17)
with r # [ gives the system

xh, = Ap(ty)Thy (5.19)
Consider a corresponding system of differential equations
dzp,(t
aﬁ;() = Ap(t,)@(t) +b (5.20)

where iy, (t) € C? for all t € [~1,1]. The solution of this system with b = 0 and initial condition
ZTpr(1) = 0 is clearly Zp,-(t) = 0 for all ¢ € [—1,1]. Then the nth-order truncated Chebyshev
approximation of (5.20), which should satisfy the linear system (5.19) by (2.1) and (2.2), is exactly
. Using Lemma 3 and observing that "+ (t) = 0, we have

Thr = -%hr(t) =0. (5.21)

When ¢ = t;, we let |B) = |by;) denote the first nonzero vector. Combining only the equations
from (5.17) with r = [ gives the system

xp = An(t)zn- (5.22)

13



Consider a corresponding system of differential equations

dép, (t)
dt

= Ap(t,)i(t) + b, (5.23)

with v = bpg,b =0 for [ = 0; or v = 0,b = by, for | € [n].
Using the diagonalization Ay, (t;) = V() An(t)V =1 (t;), we have e = V (t;)e WV =1(¢;). Thus
the exact solution of the differential equations (5.20) with » = [ and initial condition &p,(1) = = is

Zpr(t) = eAh(tz)(l—t)7 + (eAh(tl)(l—t) _ I)Ah(tl)_lb
)

= V(t)eM DY =L (t))y 4 V(MO — A, (1) 7TV (524
According to equation (4.4) in the proof of Lemma 3, we have
T = p(—1) + O (5.25)
where
ol < o 1347+ 0l G < AL (5.26)

Now for h € [m + 1]o, we take x; to be the initial condition 7 for the next subinterval to obtain
T(p41)- Using (5.24) and (5.25), starting from v = byg,b = 0 for [ = 0, we find

m—h+1

xmsz(tl)< H €2Ah(tl)>v_l(flﬂ Z (t) <H 2 tl) H(t)d (-t (5.27)

J=1

Since ||Ax ()| < [|A]] < 1 and Ap(t;) = diag(No, ..., Ag—1) with Re();) < 0 for i € [d]p, we have
|e2An(t)|| < 1. Therefore

Nzl < |emll < wv @bl + (m — h 4+ ey () |0nll < sv(t) +ellv]] < kv +ellyl|. (5.28)

On the other hand, with v = 0,b = by; for [ € [n], we have

m—h
2ot = V(1) < H 62Ah(tz)> ((eQAh(tz) _ I)Ah(tl)fl)vfl(tl)b
j=1

- N (5.29)
+ > V() <H €2Ah(tl)> V) S m—rt;
k=0 j=1
SO
[znll < 26y () [[bnll + (m — h 4+ D)ry @)[|6nll < 26v () + ellv[| < 26y +elly]. (5.30)
For h € {m,m +1,...,m + p}, according to the definition of Ly and Lj, we similarly have
[znll = llzmll < 26v + e[y (5.31)
According to (5.24), Zp;(t) is a monotonic function of ¢ € [—1, 1], which implies
12 ()]? < max{ |z (=DI% |2 (D)} < @6y + ellyl])*. (5.32)
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Using the identity

/1 dt
= 7'(7
_1V1—¢2

we have

Lo dt Lq
/ len(o)? < 2nv + ey])? / 1 — x(2nv + ey ])?.

V1—1t2

Consider the Chebyshev expansion of Z;(t) as in (2.1):

1—¢2

d—1

o
En(t) =Y > cun) Tt

=0 l=

0
By the orthogonality of Chebyshev polynomials (as specified in (A.7)), we have

L dt il o= dt
i (0)]1? —/ < 1 (The) T (2 )
R >3 )T )

=0 [=0
d—1 oo d—1 d— d—1

= chilThin) +23 cho(Thin) 2 ZZ (i) +2 3 o).

i=0 I=1 =0 i=0 I=1 i=0
Using (5.34), this gives

d—1

n 1
dt
c;(Thyr) < /ﬁth < m(2ky + €|y 2,
'0; 1,0 + 1 hl()m ( || ”)

(2

(5.33)

(5.34)

(5.35)

(5.36)

(5.37)

Now we compute |||X)||, summing the contributions from all ¢; ,(I'y) and ., and notice that

¢y = 0 and z,,, = 0 for all r # [, giving

m—1d—1

X1 =" > i(Thea) + (0 + D (wm)?

h=0 =0
<mm(2ky +elv])? + (p+ 1)(kv + eflv[])?
< (mm+p+ 1) 26y +e||y[])*

Finally, considering all h € [m +p + 1]p and [ € [n + 1]o, from (5.16) we have

m+p n
IBYI* = > lbw)l* < 1,
h=0 [=0
SO
m+p n
IL7H* = sup [IL7YB)|* = Sup DO I o)l
I1B)lI<1 I1B)I<1 =9 1=o

(rm+p+1)(m+p+1)(n+1)(2ky + eHvH)

<
< (rm+p+ 1) (n+ 1) 26y +e|])?,

and therefore
IL7Y| < (mm+p + 1) (n + 1)%° 26y + e|l7]).

Finally, combining (5.14) and (5.41) gives
k= [|ILIIL7H < (mm+p + 1)(n + 1)%° 26y + e||y]])

as claimed.
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6 Success probability

We now evaluate the success probability of our approach to the quantum ODE problem.

Lemma 5. Consider an instance of the quantum ODE problem as defined in Problem 1 with the
exact solution Z(t) for t € [0,T], and its corresponding linear system (3.12) with m,p € Z* and
n sufficiently large. When applying the QLSA to this system, the probability of measuring a state
proportional to |x(T)) = Z;‘i;ol x;|i) is

(p+1)(n+1)

Pmeasure - ) 6.1

Fmd? + o+ Do+ 1) o0
where x; is defined in (5.13), T is defined in (5.9), and
r(t

¢ ‘= max 120l . (6.2)

tefo,1] [|z(T)||

Proof. After solving the linear system (3.12) using the QLSA, we measure the first and third
registers of |X) (as defined in (3.13)). We decompose this state as

1X) = [Xbad) + [ Xgood), (6.3)
where

m—1d—1 n
[ Xbad) = Y D> cia(Taga)|hil), (6.4)

h=0 i=0 (=0

m+pd—1 n
good Z Z Z xz‘th (65)

h=m =0 [=0
When the first register is observed in some h € {m,m+1,...,m+p} (no matter what outcome

is seen for the third register), we output the second register, which is then in a normalized state
proportional to the final state:

_ =
[meamre) = Tz o0
with
d—1 d—1 n
2(T)) =Y ali) = i Ti(t)]7). (6.7)
=0 =0 k=0

Notice that

llz=(T)I* = Zw (6.8)

and
d—1
1 Xgooa) 1> = (p+ D)(n+ 1)) a7 = (p+ 1)(n+ D)[|a(T))|*. (6.9)
i=0

Considering the definition of ¢, the contribution from time interval h under the rescaling (3.2),
and the identity (5.33), we have

()]

¢*l|l=(T)|* = max [2(t) max [|2(t)[|* >

te[0,7T] / V1 2 t€[0,7T] / v1-— 72 tE[Fh7Fh+1]

_ 1t odr 5 1 1 , df
ma x > — x —_—,
/1¢ ﬁﬂh>u_ﬂﬁyh>u S

(6.10)
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where &p,(t) is the solution of (4.5) with the rescaling in (3.4). By the orthogonality of Chebyshev
polynomials (as specified in (A.7)),

1 1 di 1 d-1 oo di
2 2 NI
allz(T)|* > / 2N —F—= chzk L) Ti(1) ——=
T/ V1i-¢ =1 =0 k=0 V1-t (6.11)
1 d—1 oo d—1 1 d—1 n ’
= ;( Zczz,k(Fh+1) + 22 ;o(The1)) > p ;e (Ths)-
=0 k=1 i—0 i—0 k=0

1 1
mg?||a(T)|* > p i (Thin) = ;H\XbadH!z? (6.12)

and therefore

(p+ 1)(n+ 1)

11 Xgooa) I* = (p + 1) (n+ D) J(T)|* > 1 Xbaa) 1. (6.13)

Thus we see that the success probability of the measurement satisfies

(p+1)(n+1)
mmg® + (p+1)(n+ 1)

Pmeasure -

(6.14)

as claimed. n

7 State preparation

We now describe a procedure for preparing the vector |B) in the linear system (3.12) (defined in
(3.14) and (3.15)) using the given ability to prepare the initial state of the system of differential
equations. We also evaluate the complexity of this procedure.

Lemma 6. Consider state preparation oracles acting on a state space with basis vectors |h)|i)|l)
for h € [m]o,i € [d]o,l € [n]o, where m,d,n € N, encoding an initial condition v € C* and function
fn(cos ™) € €4 as in (5.15). Specifically, for any h € [m]o and | € [n], let O, be a unitary oracle
that maps |0)]0)|0) to a state proportional to [0)|7)|0) and |h)|$)|l) to |h)|p)|l) for any |¢p) OTthOgonal
to [0); let Of(h,1) be a unitary that maps |h)|0)|l) to a state proportional to |h)|fx(cos Z))|1) and
maps |0)|@)|0) to |0)|p)|0) for any |p) orthogonal to |0). Suppose ||7y|| and || fr(cos —)|| are known.
Then the normalized quantum state

m—1 n

|B) o< [0)[7)[0) + > > [B)| fulcos Z))|1) (7.1)

h=0 =1

can be prepared with gate and query complexity O(mn).

Proof. We normalize the components of the state using the coefficients

. vl
00 —
VI + iy [ fueos T2
| i (cos )]
VINIE + i [ fn(cos &)]2

(7.2)

bnr = h € [m]o,l € [n]
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so that .
S by =1 (7.3)
h=0 1=0

First we perform a unitary transformation mapping
0)[0)]0) = b00|0)[0}]0) + bo1[0)|0)[1) + - - + b(p—1)n|m — 1)|0)|n). (7.4)

This can be done in time complexity O(mn) by standard techniques [33]. Then we perform O, and
O¢(h,1) for all h € [m]o,l € [n], giving

m—1

0)[1)[0) + D> > )] falcos E)D) (7.5)

h=0 [=1

using O(mn) queries. O

8 Main result

Having analyzed the solution error, condition number, success probability, and state preparation
procedure for our approach, we are now ready to establish the main result.

Theorem 1. Consider an instance of the quantum ODE problem as defined in Problem 1. As-
sume A(t) can be diagonalized as A(t) = V(t)A(t)V~1(t) where A(t) = diag(A1(t), ..., \g(t)) with
Re(\i(t)) <0 for each i € [d]p and t € [0,T)]. Then there exists a quantum algorithm that produces
a state z(T)/||z(T)|| e-close to 2(T)/||Z(T)|| in I*> norm, succeeding with probability Q(1), with a
flag indicating success, using

O(kvs||A|Tq poly(log(ry s||Allg'T/eg))) (8.1)

queries to oracles Oa(h,l) (a sparse matriz oracle for Ap(t;) as defined in (3.3)) and Oy and
Oy (h,1) (as defined in Lemma 6). Here ||A|| := max,co ) [|A(E)|; kv = max, ky (), where Ky (t)
is the condition number of V(t); and

A i ()]
= ||&(T 'i= (4D (¢ = '
g:= (D)l g = max max e, T & =D

(8.2)
The gate complezity is larger than the query complexity by a factor of poly(log(kyds||A|lg'T/e)).

Proof. We first present the algorithm and then analyze its complexity.

Statement of the algorithm. First, we choose m to guarantee

Alr

<1. 8.3

5 (8.3)
Then, as in Section 3, we divide the interval [0, T'] into small subintervals [0, T'1], [['1, T2, ..., [[m—1, T

with I'g = 0,1, = T, and define
(i Ther = Tal = (5.4
7:= max {7 Th 1= — Tl = —. .
0<hsm—1' " h LT
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Each subinterval [I'y,I'y41] for A € [m — 1] is mapped onto [—1,1] with a linear mapping K,
satisfying K (T'y) =1, Kp(Tha1) = —1:

2(t —T)

Kh:t»—>f:1—rh+1_Fh. (8.5)
We choose
n="< max{ { log($1) J { log(w) J } (8.6)
2 log(log(€2)) | | log(log(w))
where
_gem  gem(l+e)
Q= S5 = T (8.7)
and .
-9
wi= m 1), (8.8)

Since max;eo 7] |2 (t)|| < ¢/, by Lemma 3, this choice guarantees

en—i—l

H(T) — z(T)|| < p(n+1) < .
() ()] < m max 50D G <0 (59
and (nh1)
[T @) e \n 1
ler NN« = 8.10
e ] <2n> =+l (8.10)

Now ||Z(T) — z(T)|| < § implies

#T)  «(T) H< 5 _ 0
12D Nz~ min{[[2(D)], =TI} — g—9

=: ¢, (8.11)

so we can choose such n to ensure that the normalized output state is e-close to (7T /||z(T)]|.

Following Section 3, we build the linear system L|X) = |B) (see (3.12)) that encodes the
quantum spectral method. By Lemma 4, the condition number of this linear system is at most
(7m + p + 1)(n + 1)352ky + €||7]loo). Then we use the QLSA from reference [15] to obtain a
normalized state | X) and measure the first and third register of |X) in the standard basis. If the
measurement outcome for the first register belongs to

S={m,m+1,...,m+ p}, (8.12)
we output the state of the second register, which is a normalized state |z(T))/|||z(T))| satisfying
(8.11). By Lemma 5, the probability of this event happening is at least ﬂméé’j(lgf&ﬁz )L To ensure
m +p = O(||A||T), we can choose

p=0(m) = O(||A[|T), (8.13)

so we can achieve success probability (1) with O(q/\/n) repetitions of the above procedure.

Analysis of the complexity. The matrix L is an (m+p+1)d(n+1) x (m+p+1)d(n+ 1) matrix
with O(ns) nonzero entries in any row or column. By Lemma 4 and our choice of parameters,
the condition number of L is O(mv(m + p)n3'5). Consequently, by Theorem 5 of [15], the QLSA
produces the state |2(T")) with

O (kv (m + p)n*s poly(log(rymns/8))) = O (kys| AT poly(log(rysl|Alg'T/eg)))  (8.14)
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queries to the oracles O4(h,l), Oy, and Oy(h,l), and its gate complexity is larger by a factor of
poly(log(kymnds/d)). Using O(q/+/n) steps of amplitude amplification to achieve success proba-
bility (1), the overall query complexity of our algorithm is

O(kv(m + p)n'sq poly(log(rymns/3))) = O(kvs|Al|Tq poly(log(rvs||Allg'T/eg))),  (8.15)
and the gate complexity is larger by a factor of

poly(log(rvds||Allg'T/eg)) (8.16)

as claimed. O

In general, ¢’ could be unbounded above as n — oco. However, we could obtain a useful bound
in such a case by solving the implicit equations (8.9) and (8.10).

Note that for time-independent differential equations, we can replace ¢’ by ||v||+27] f|| as shown
in (4.20). In place of (8.7) and (8.8), we choose

U+ 27l Demsy _ (vl + 27l fDemsy (1 + €)

0= 5 = p (8.17)
and
w = Iyl = 2771 —\i|_72||THfH (m+ 1)ky. (8.18)
By Lemma 3, this choice guarantees
entl
12(T) — =(T)|| < Lnax 12(t) — z(@)|| < mev (v +27[ 1) G = 6 (8.19)
. 2@ e\ _ mv (vl +27)IF1) (e \m 1
oo W(%) = T (3,) = mil (8:20)

Thus we have the following:

Corollary 1. For time-independent differential equations, under the same assumptions of Theo-
rem 1, there exists a quantum algorithm using

O(kvs||Al|lTq poly(log(ky syl Allllf1T/eg))) (8.21)

queries to O4(h,1), Oy, and O¢(h,1). The gate complexity of this algorithm is larger than its query
complexity by a factor of poly(log(kydsy||A|||lf|IT/¢€)).

The complexity of our algorithm depends on the parameter ¢ in defined in (8.2), which charac-
terizes the decay of the final state relative to the initial state. As discussed in Section 8 of [10], it is
unlikely that the dependence on ¢ can be significantly improved, since renormalization of the state
effectively implements postselection and an efficient procedure for performing this would have the
unlikely consequence BQP = PP.

We also require the real parts of the eigenvalues of A(t) to be non-positive for all ¢t € [0,7]
so that the solution cannot grow exponentially. This requirement is essentially the same as in the
time-independent case considered in [10] and improves upon the analogous condition in [5] (which
requires an additional stability condition). Also as in [10], our algorithm can produce approximate
solutions for non-diagonalizable A(t), although the dependence on e degrades to poly(1/e). For
further discussion of these considerations, see Sections 1 and 8 of [10].

20



9 Boundary value problems

So far we have focused on initial value problems (IVPs). Boundary value problems (BVPs) are
another widely studied class of differential equations that appear in many applications, but that
can be harder to solve than IVPs.

Consider a sparse, linear, time-dependent system of differential equations as in Problem 1 but
with a constraint on some linear combination of the initial and final states:

Problem 2. In the quantum BVP, we are given a system of equations

dz(t)
dt

where z(t) € C2, A(t) € C¥*4 js s-sparse, and f(t) € C? for allt € [0,T], and a boundary condition
ax(0) + pz(T) = v with o, 8,7 € CL. Suppose there exists a unique solution & € C*(0,T) of this
boundary value problem. Given oracles that compute the locations and values of nonzero entries of
A(t) for any t, and that prepare quantum states o|z(0)) + Blz(T)) = |y) and |f(t)) for any t, the
goal is to output a quantum state |x(t*)) that is proportional to x(t*) for some specified t* € [0,T].

— A(®)2() + f(2), (9.1)

As before, we can rescale [0,7] onto [—1,1] by a linear mapping. However, since we have
boundary conditions at ¢ = 0 and ¢t = T', we cannot divide [0,7] into small subintervals. Instead,
we directly map [0, 7] onto [—1,1] with a linear map K satisfying K(0) =1 and K(T) = —1:

2t

Kit—t=1-—. 2
= ! 92)
Now the new differential equations are
dx T
-_— = — A . .
= = S (AW + 1) 93)

If we define A (%) :== —2 A(t) and fx(f) = —% f(t), we have

T = Ak @0 + (D) (0.4

for t € [-1,1]. Now the boundary condition takes the form
azx(l) 4+ fz(—1) =~. (9.5)

Since we only have one solution interval, we need to choose a larger order n of the Chebyshev
series to reduce the solution error. In particular, we take

n=glairmed | BT | et (56)

where €2 and w are the same as Theorem 1.
As in Section 3, we approximate z(t) by a finite Chebyshev series with interpolating nodes
{t; = cos %T :1 € [n]} and thereby obtain a linear system
da(t;)
dt

= A (t)z(t) + f(t), € [n] (9.7)

with the boundary condition
ax(ty) + Bx(ty) = . (9.8)
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Observe that the linear equations have the same form as in (3.10). Instead of (3.11), the term
with { = 0 encodes the condition (9.8) expanded in a Chebyshev series, namely

n n

o Z cikTk(to) + i Z ik Ti(tn) = vi (9.9)

k=0 k=0

for each i € [d]o. Since Ty (to) = 1 and Ty (t,) = (—1)¥, this can be simplified as

n
Z(Oéi + (—1)k5i)ci7k = ;. (9.10)
k=0
If a; + (—1)*B; = 0, the element of |il)(ik| of La(Af) is zero; if a; + (—=1)¥B; # 0, without loss
of generality, the two sides of this equality can be divided by «; + (—1)*3; to guarantee that the
terms with [ = 0 can be encoded as in (3.11).

Now this system can be written in the form of equation (3.12) with m = 1. Here L, |X), and
|B) are the same as in (3.16), (3.13), and (3.14), respectively, with m = 1, except for adjustments
to L3 that we now describe.

The matrix L3 represents the linear combination z;(t*) = >} ¢; xTr(t*). Thus we take

d—1 n
> Th(t*)]i0) (ik]. (9.11)
1=0 k=0
Since |Tk(t*)| < 1, we have
L]l <m+1, (9.12)

and it follows that Lemma 3 also holds for boundary value problems. Similarly, Lemma 4 still holds
with m = 1.

We are now ready to analyze the complexity of the quantum BVP algorithm. The matrix L
defined above is a (p+2)d(n + 1) x (p+ 2)d(n + 1) matrix with O(ns) nonzero entries in any row
or column, with condition number O(kypn®9). By Lemma 5 with p = O(1), O(q/+/n) repetitions
suffice to ensure success probability ©(1). By (9.6), n is linear in ||A||T and poly-logarithmic in
and w. Therefore, we have the following;:

Theorem 2. Consider an instance of the quantum BVP as defined in Problem 2. Assume A(t) can
be diagonalized as A(t) = V(t)A(t)V~1(t) where A(t) = diag(A1(2), ..., a(t)) with Re(\;(t)) <
for each i € [d]op and t € [0,T]. Then there exists a quantum algorithm that produces a state
z(t*)/||lz(t*)|| e-close to (t*)/||&(t*)|| in I1* norm, succeeding with probability (1), with a flag
indicating success, using

O (kv 5| A[I*T"q poly(log(rv || Al g'T/eg))) (9-13)
queries to Oa(h,l), Oy, and Of(h,l). Here ||A|l, kv, g, ¢’ and q are defined as in Theorem 1. The
gate complezity is larger than the query complexity by a factor of poly(log(kyds||A|lg'T/€)).

As for initial value problems, we can simplify this result in the time-independent case.

Corollary 2. For a time-independent boundary value problem, under the same assumptions of
Theorem 2, there exists a quantum algorithm using

O(rvs| A *T"q poly(log(kysv||All| fIIT/eg))) (9.14)

queries to O4(h,1), Oy, and O¢(h,1). The gate complexity of this algorithm is larger than its query
complexity by a factor of poly(log(kydsy| Al f||T/€)).
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10 Discussion

In this paper, we presented a quantum algorithm to solve linear, time-dependent ordinary dif-
ferential equations. Specifically, we showed how to employ a global approximation based on the
spectral method as an alternative to the more straightforward finite difference method. Our al-
gorithm handles time-independent differential equations with almost the same complexity as [10],
but unlike that approach, can also handle time-dependent differential equations. Compared to [5],
our algorithm improves the complexity of solving time-dependent linear differential equations from
poly(1/€) to poly(log(L/e)).

This work raises several natural open problems. First, our algorithm must assume that the
solution is smooth. If the solution is in C", the solution error is O(ﬁ) by Lemma 1. Can we
improve the complexity to poly(log(1/€)) under such weaker smoothness assumptions?

Second, the complexity of our algorithm is logarithmic in the parameter ¢’ defined in (8.2),
which characterizes the amount of fluctuation in the solution. However, the query complexity
of Hamiltonian simulation is independent of that parameter [7, 31]. Can we develop quantum
algorithms for general differential equations with query complexity independent of ¢'?

Third, our algorithm has nearly optimal dependence on T, scaling as O(T poly(logT)). Ac-
cording to the no-fast-forwarding theorem [(], the complexity must be at least linear in 7', and
indeed linear complexity is achievable for the case of Hamiltonian simulation [141]. Can we handle
general differential equations with complexity linear in 77 Furthermore, can we achieve an optimal
tradeoff between T' and € as shown for Hamiltonian simulation in [29]?

Finally, can the techniques developed here be applied to give improved quantum algorithms for
linear partial differential equations, or even for nonlinear ODEs or PDEs?

Acknowledgements

We thank Stephen Jordan and Aaron Ostrander for valuable discussions of quantum algorithms for
time-dependent linear differential equations.

This work was supported in part by the Army Research Office (MURI award W911NF-16-1-
0349), the Canadian Institute for Advanced Research, the National Science Foundation (grants
1526380 and 1813814), and the U.S. Department of Energy, Office of Science, Office of Advanced
Scientific Computing Research, Quantum Algorithms Teams and Quantum Testbed Pathfinder
programs.

References

[1] Andris Ambainis, Variable time amplitude amplification and quantum algorithms for linear al-
gebra problems, Proceedings of the 29th Symposium on Theoretical Aspects of Computer
Science (2012), 636-647, arXiv:1010.4458.

[2] Tom M. Apostol, Calculus, Volume II, Wiley (1969).

[3] Juan Miguel Arrazola, Timjan Kalajdzievski, Christian Weedbrook, and Seth Lloyd, Quantum
algorithm for non-homogeneous linear partial differential equations, arXiv:1809.02622.

[4] Esmail Babolian and Mohammad Mahdi Hosseini, A modified spectral method for numerical
solution of ordinary differential equations with non-analytic solution, Applied Mathematics
and Computation (2002), 132(2), 341-351.

23



[5]

[6]

Dominic W. Berry, High-order quantum algorithm for solving linear differential equations,
Journal of Physics A (2014), 47, no. 10, 105301, arXiv:1010.2745.

Dominic W. Berry, Graeme Ahokas, Richard Cleve, and Barry C. Sanders, Efficient quan-
tum algorithms for simulating sparse Hamiltonians, Communications in Mathematical Physics
(2007), 270, no. 2, 359-371, arXiv:quant-ph/0508139.

Dominic W. Berry, Andrew M. Childs, Richard Cleve, Robin Kothari, and Rolando D. Somma,
Ezxponential improvement in precision for simulating sparse Hamiltonians, Proceedings of the
46th Annual ACM Symposium on Theory of Computing (2014), pp. 283-292, arXiv:1312.1414.

Dominic W. Berry, Andrew M. Childs, Richard Cleve, Robin Kothari, and Rolando D. Somma,
Sitmulating Hamiltonian dynamics with a truncated Taylor series, Physical Review Letters
(2015), 114, no. 9, 090502, arXiv:1412.4687.

Dominic W. Berry, Andrew M. Childs, and Robin Kothari, Hamiltonian simulation with nearly
optimal dependence on all parameters, Proceedings of the 56th Annual IEEE Symposium on
Foundations of Computer Science (2015), pp. 792-809, arXiv:1501.01715.

Dominic W. Berry, Andrew M. Childs, Aaron Ostrander, Guoming Wang, Quantum algo-
rithm for linear differential equations with exponentially improved dependence on precision,
Communications in Mathematical Physics (2017), 356, no. 3, 1057-1081, arXiv:1701.03684.

Dominic W. Berry and Leonardo Novo, Corrected quantum walk for optimal Hamiltonian simu-
lation, Quantum Information and Computation (2016), 16, no. 15-16, 1295, arXiv:1606.03443.

R. Byron Bird, Transport phenomena, Applied Mechanics Reviews (2002), 55, no. 1, R1-R4.

Gilles Brassard, Peter Hoyer, Michele Mosca, and Alain Tapp, Quantum amplitude amplifica-
tion and estimation, Contemporary Mathematics (2002), 305, 53-74, arXiv:quant-ph/0005055.

Andrew M. Childs, On the relationship between continuous- and discrete-time quantum walk,
Communications in Mathematical Physics (2010), 294, no. 2, 581-603, arXiv:0810.0312.

Andrew M. Childs, Robin Kothari, and Rolando D. Somma, Quantum linear systems algorithm
with exponentially improved dependence on precision, STAM Journal on Computing (2017), 46,
1920-1950, arXiv:1511.02306.

B. David Clader, Bryan C. Jacobs, and Chad R. Sprouse, Preconditioned quantum linear
system algorithm, Physical Review Letters (2013), 110.25, 250504, arXiv:1301.2340.

Pedro Costa, Stephen Jordan, and Aaron Ostrander, Quantum algorithm for simulating the
wave equation, arXiv:1711.05394.

Lawrence C. Evans, Partial differential equations (2nd ed.), American Mathematical Society
(2010).

Calin-loan Gheorghiu, Spectral methods for differential problems, Casa Cartii de Stiinta Pub-
lishing House (2007).

Stewart Harris, An introduction to the theory of the Boltzmann equation, Dover (2004).

Aram W. Harrow, Avinatan Hassidim, and Seth Lloyd, Quantum algorithm for linear systems
of equations, Physical Review Letters (2009), 103, no. 15, 150502, arXiv:0811.3171.

24



22]

[23]
[24]

[25]

[31]

[32]

33]

[34]

[35]
[36]

A

Mohammad Mahdi Hosseini, A modified pseudospectral method for numerical solution of or-
dinary differential equations systems, Applied Mathematics and Computation (2006), 176 (2),
470-475.

John David Jackson, Classical electrodynamics, John Wiley & Sons (2012).

David Kahaner, Cleve Moler, and Stephen Nash, Numerical methods and software, Prentice
Hall (1989).

Sangtae Kim and Seppo J. Karrila, Microhydrodynamics: principles and selected applications,
Courier Corporation (2013).

Raimer Kress, Numerical analysis, Springer (1998).

Sarah K. Leyton and Tobias J. Osborne, A quantum algorithm to solve nonlinear differential
equations, arXiv:0812.4423.

Guang Hao Low and Isaac L. Chuang, Hamiltonian simulation by qubitization,
arXiv:1610.06546.

Guang Hao Low and Isaac L. Chuang, Optimal Hamiltonian simulation by quantum signal
processing, Physical Review Letters (2017), 118, no. 9, 010501, arXiv:1606.02685.

Leonardo Novo and Dominic W. Berry, Improved Hamiltonian simulation via a truncated
Taylor series and corrections, Quantum Information and Computation (2017), 17, 0623,
arXiv:1611.10033.

David Poulin, Angie Qarry, Rolando D. Somma, and Frank Verstraete, Quantum simulation
of time-dependent Hamiltonians and the convenient illusion of Hilbert space, Physical Review
Letters (2011), 106, 170501, arXiv:1102.1360.

Jie Shen, Tao Tang, and Li-Lian Wang, Spectral methods: algorithms, analysis and applica-
tions, Springer Science & Business Media (2011).

Vivek V. Shende, Stephen S. Bullock, and Igor L. Markov, Synthesis of quantum-logic circuits,
IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems (2006),
25(6) 1000-1010, arXiv:quant-ph/0406176.

R. K. Michael Thambynayagam, The diffusion handbook: Applied solutions for engineers,
McGraw-Hill Professional (2011).

Bo Thidé, Electromagnetic field theory, Upsilon Books (2004).

Vladimir Antonovich Zorich, Mathematical analysis II, Springer (2004).

Chebyshev polynomials

This appendix defines the Chebyshev polynomials and presents some of their properties that are
useful for our analysis.

For any k£ € N, the Chebyshev polynomial of the first kind can be defined as the function

Tk (x) = cos(k arccosx), =€ [—1,1]. (A.1)

25



It can be shown that this is a polynomial of degree k in x. For example, we have
To(z) =1, Ti(z) ==z, To(x)=2x>—1, Tz(z)=42> -3z, Ty(z)=8z" -8z +1. (A.2)

Using the trigonometric addition formula cos(k + 1)6 4 cos(k — 1)6 = 2 cos 6 cos k6, we have the
recurrence

Tip+1(x) = 22T (z) — Th—1 () (A.3)

(which also provides an alternative definition of the Chebyshev polynomials, starting from the
initial conditions Tph(z) = 1 and T3 (x) = x). We also have the bounds

|Ti(z)| < 1 for |z <1, Tp(£l) = (£1)*. (A.4)

Chebyshev polynomials are orthogonal polynomials on [—1, 1] with the weight function w(z) :=
(1 — 22)~Y/2. More concretely, defining an inner product on L2 (—1,1) by

(f, 9)u :—/ f@)ao) s _x2, (A5)
we have
(T, Tn)w = /O7r cos mb cosnf df (A.6)
- ga S (A7)
where

oy e {2 n=0 (A.8)

1 n>1.

It is well known from the approximation theorem of Weierstrass that {Tj(x) : k € N} is complete
on the space L2 (—1,1). In other words, we have the following:

Lemma 7. Any function u € L2(—1,1) can be expanded by a unique Chebyshev series as

i ek Ty (z (A.9)
k=0

where the coefficients are

. 2
Ck = ;(u,Tk)w. (A.10)

For any N € N, we introduce the orthogonal projection Py: L2(—1,1) — Py (where Py
denotes the set of polynomials of degree at most N) by

N
Pyu(z Z ek T (x (A.11)
k=0

By the completeness of the Chebyshev polynomials, we have

(Pyu(z),v(x))y = (u(x),v(z))w YvePy (A.12)
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and
|IPyu(z) — u(z)||w — 0, N — co. (A.13)

Finally, we compute the Chebyshev series of u/(z) in terms of the Chebyshev series of u(z).
Since T (z) = cos k6 where 6 = arccos z, we have

ksin k0
T = . A.14
o) = S (A.14)
Since in(k +1)0 in(k —1)0
2coskl = sin - +1) — sin( - ) (A.15)
sin 0 sin 0
we obtain T (2) T ()
_ A\ ) L\ >
2T (z) = 1 1 k> 2 (A.16)
and T
Ti(z) = 2;”“’). (A.17)

Since Pyu(zx) € Py, the derivative of this projection should be in Py_;. Indeed, we have

N-1
u(x) =Y Ti(x)
k=0
N-1 / N—-1 /
1 g (@) 1 g Tia(x)
=3 2 G g 2 G ()
k=1 k=2
N2 Ti(z) 1 1, Ty (x) 1, T (A1
N " xr “ N N—1 €T N X N
= ;2(02—1 Cet1) k% 5 511 (x) 20/1sz N_1 "3 N-1 7}\7 + & To(x)
N
= &Ti(z)
k=1
Comparing the coefficients of both sides, we find
04l = Chpo +2(k +1)épy1, k€ [No
=0 (A.19)
éIN+1 =0
where oy, is defined in (A.8).
Since é;c = 0 for k > N, we can calculate 63\,_1 from ¢y and then successively calculate
&N_9v- -+, ¢, €. This recurrence gives
5 N
& = —~ > jé, ke [N (A.20)
Jj=k+1
j+k odd

Since ¢, only depends on ¢; for j > k, the transformation matrix Dy between the values ¢, and ¢
for k € [N + 1] is an upper triangular matrix with all zero diagonal elements, namely

2 j>k, j+kodd
[Dnle; =4 o 7 J (A.21)
0 otherwise.
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B An example of the quantum spectral method

Section 3 defines a linear system that implements the quantum spectral method for solving a system
of d time-dependent differential equations. Here we present a simple example of this system for the

case d = 1, namely
S0 AWl + £(1) (B.1)

where z(t), A(t), f(t) € C, t € [0,T], and we have the initial condition
z(0) =~ € C. (B.2)

In particular, we choose m = 3, n = 2, and p = 1 in the specification of the linear system.
We divide [0, 7] into m = 3 intervals [0,T'1], [I'1, T'e], [['2, 7] with 'y = 0,1, = T, and map each
one onto [—1, 1] with the linear mapping K}, satisfying K, (I'y) = 1 and K;(I'p41) = —1. Then we
take the finite Chebyshev series of z(t) with n = 2 into the differential equation with interpolating
nodes {t; = cos € 2]} = {0, —1} to obtain a linear system. Finally, we repeat the final state
p =1 time to 1ncrease the success probability.

With these choices, the linear system has the form

Ly + La(Ayp)
L3 Ly + Ly(Ay)
L= Ls L, + LQ(AQ) (B.3)
L3 Ly
Ly Ly
with
n 11 1
Ly = [0)(0|P, + > [){U|PaDp= |0 1 0 (B.4)
=1 01 —4
0 0 0
Lo(Ap) = ZAh t) @I Py = — | An(0) 0 —Ap(0) (B.5)
=1 Ah(—l) —Ah(—l) Ah(—l)
1 -1 1
Ld_zz *li0Y ikl = [0 0 0 (B.6)
i=0 k=0 0O 0 O
d n d n 1 0 0
=D N =1+ > Y il = -1 1 0 (B.7)
i=0 I=1 i=0 1=0 0o -1 1
d 00 —1
Ls == _|i0)(in|={0 0 0 |. (B.8)
i=0 0 0 O
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The vector |X) has the form

Il
o
i

[ X) (B.9)

N
— O e N N N N N

where ¢;(I',11) are the Chebyshev series coefficients of z(I';,41) and z is the final state z(T'),) =

z(—1).

Finally, the vector |B) has the form

[B) = | /f2(0) (B.10)

oo oo oo

Ir
n

where v comes from the initial condition and fp,(cos 2*) is the value of f;, at the interpolation point

t;=cos ™ € {0,-1}.
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