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Abstract 

For the prototypical two-dimensional hybrid organic-inorganic perovskites (2D HOIPs) (AE4T)PbX4 

(X = Cl, Br, I) we demonstrate that the Frenkel-Holstein Hamiltonian (FHH) can be applied to describe 

the absorption spectrum arising from the organic component. We first model the spectra using only the 

four nearest-neighbor couplings between translationally inequivalent molecules in the organic 

herringbone lattice as fitting parameters in the FHH. We next use linear-response time-dependent 

density functional theory (LR-TDDFT) to calculate molecular transition densities, from which all of 

the extended excitonic couplings are evaluated based on the atomic positions within the 2D HOIPs. We 

find that both approaches reproduce the experimentally observed spectra, including changes in their 

shape and peak positions. The spectral changes are correlated to a decrease in excitonic coupling from 

X = Cl to X = I. Importantly, the LR-TDDFT-based approach with extended excitonic couplings not 

only gives better agreement with the experimental absorption line shape than the approach using a 

restricted set of fitted parameters, but also allows us to relate the changes in excitonic coupling to the 

underlying geometry. We accordingly find that the decrease in excitonic coupling from X = Cl to Br to 

I is due to an increase in molecular separation, which in turn can be related to the increasing Pb-X bond 

length from Cl to I. Our research opens up a potential pathway to predicting optoelectronic properties 
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of new 2D HOIPs from ab initio calculations and to gain insight into structural relations from 2D HOIP 

absorption spectra. 
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Introduction  

Hybrid organic-inorganic perovskites (HOIPs) are experiencing a meteoric rise as new, low-

temperature depositable semiconductors, initially due to the remarkable properties of a group of HOIPs 

as potential solar cell materials1–9, but currently more broadly as optoelectronic materials for light 

emitting diodes (LEDs)10–19, chirality-controlled and/or spin-optoelectronic devices20–22 and other 

application areas. For 3D perovskites, only a limited compositional space is accessible, but when the 

size of the organic cation is increased, the resulting lower-dimensional hybrid perovskites offer superior 

chemical stability and a vast set of choices of chemically tunable organic cations23–25. An organic cation 

molecule with a low band gap can participate directly in the functionality of the perovskite by partially 

contributing26–29 to or entirely forming the frontier levels11,30,31 of the overall compound, or by accepting 

excitons from the inorganic framework into emissive organic triplet states32–37.  

Spectroscopically, this leads to strong organic contributions that can overlap with inorganic 

contributions31,38. For the investigation as well as prediction of new 2D HOIPs for, e.g., LED or solar 

cell application, it is hence necessary to understand the contribution of the organic component to the 

absorption and emission properties of the perovskite and how the structural properties of the perovskite 

influence the materials’ spectra. Excitonic properties are in principle accessible from the Bethe-Salpeter 

equation (BSE) or linear-response time-dependent density functional theory (LR-TDDFT)39 using 

range-separated hybrid functionals39–41. However, in practice, 2D HOIPs with optically active organic 

cations tend to have large supercells with hundreds of atoms per unit cell due to steric requirements 

(e.g., need to accommodate rotation of inorganic octahedra versus one another) and/or disorder in the 

organic and inorganic framework24,27,28,30. Without further approximations, this mostly puts them out of 

reach for current BSE and LR-TDDFT implementations due to their almost prohibitive scaling with 

number of atoms39. Accordingly, to the best of our knowledge, only a handful of studies have employed 

BSE or LR-TDDFT to investigate excitonic and photophysical properties of 2D HOIPs42–49. Even fewer 

treat organic cations that can contribute to the absorption spectrum in a similar spectral region as the 

inorganic50,51. To exacerbate matters, Frenkel excitons in organic molecules couple strongly to optical 

phonons derived from intramolecular vibrations.52,53 While electronic excitations and their interaction 
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with the underlying nuclear framework are in principle available from LR-TDDFT48, for rigorous 

description of excitonic properties at room temperature54, BSE calculations including treatment of 

atomic motions would be necessary, which are still in their beginning stages of development55,56.  

Next to ab initio methods, photophysical properties can be investigated using phenomenological based 

model Hamiltonians. One of the earliest models to relate structural trends to optical properties in organic 

materials was developed by Kasha57–59 around 1960. It allowed one to classify J- and H-aggregates 

based on intermolecular Coulomb coupling. For H-aggregates, the intermolecular Coulomb coupling is 

positive, which is related to a side-by-side orientation of the molecular transition dipole moments and 

characterized by a blue shift of the broad main absorption band (H band)52. Conversely, in J-aggregates, 

the coupling is negative, corresponding to a head-to-tail orientation and hence a red-shifted, narrow 

main absorption band. The inclusion of local vibronic couplings, which are prominent in many 

conjugated organic molecules, can be accomplished using the Frenkel-Holstein Hamiltonian52,60–63 

(FHH), which is similar to the conventional Holstein Hamiltonian64 and can be further extended to 

include contributions from intermolecular charge transfer states52.  

The Frenkel-Holstein Hamiltonian has been successfully applied to a wide array of organic crystals  and 

aggregates to describe the influence of vibronic and excitonic couplings, disorder and thermal 

expansion on spectral line shapes in linear, curved, helical and herringbone aggregates52,65. In the latter 

class, especially acene molecules66–68 and oligothiophenes69–76 have been investigated. Interestingly, 

derivatives of these molecules have also been used as organic components in 2D HOIPs27,28,30,38,77. 

Figure 1a and b show the molecular packing within the organic layer in (AE4T)PbBr4, which is similar 

to that found in the weakly interacting layers of organic molecules in the crystal phase of acenes78 and 

oligothiophenes79,80. In these (100)-oriented 2D HOIPs, a mono- or double layer of herringbone-ordered 

organic molecules is isolated from the next layer by the inorganic component24,38. A prototypical 

example of such a cation in 2D HOIPs is the quaterthiophene (OT4) derivative 5,5’’’-bis(aminoethyl)-

2,2’:5’,2’’:5’’,2’’’-quaterthiophene (AE4T) 24. It was one of the early organic cations employed in 2D 

HOIPs and has since been used in a number of studies that investigate different structural and 

photophysical properties of 2D HOIPs11,24,30,31,38,81–83.  
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The Frenkel exciton on the organic component and Wannier-Mott exciton on the inorganic component 

in hybrid materials can couple to each other. In the strong coupling limit53 when an organic and 

inorganic state are in resonance, a splitting of a resulting mixed state would be observed that is larger 

than the dissipative width of both the organic and the inorganic resonant state. In the weak coupling 

limit, interaction between the organic and inorganic component results in nonradiative energy transfer 

between the organic and inorganic component53. In agreement with this picture and a type-I level 

alignment30,31, emission from (AE4T)PbCl4 has been observed from the organic component after 

excitation of the inorganic component11,31,38,83. For (AE4T)PbBr4 and (AE4T)PbI4, a type II level 

alignment has been suggested, where excited charge carriers can be transferred as separated electrons 

or holes between organic and inorganic components30,31.  

Overall, the (AE4T)PbX4 based HOIPs and their absorption spectra appear to present an ideal model 

system for taking the first steps in adapting the Frenkel-Holstein Hamiltonian to 2D HOIPs to model 

their photophysical properties. In this paper, we demonstrate that experimental trends in the organic 

absorption spectra of the 2D (AE4T)PbX4 (X= Cl, Br, I) HOIPs can be well reproduced within the 

framework of the FHH. We first demonstrate the principle by fitting the FHH to experimental 

absorption spectra using only excitonic nearest neighbor couplings between translationally inequivalent 

molecules in the herringbone lattice. In a second step, we calculate extended excitonic couplings from 

LR-TDDFT instead of fitting them, using the atomic positions of the organic molecules in the 

(AE4T)PbX4 HOIPs as input and showing that this procedure gives an excellent description of the 

absorption spectra. We demonstrate that trends observed for the experimental absorption spectra of the 

organic component are a result of decreasing excitonic coupling from X = Cl to X = I and caused by 

the confining influence of the inorganic framework. Our research opens up a new pathway to investigate 

optoelectronic properties of 2D HOIPs and to gain insight into structural relations from 2D HOIP 

absorption spectra. 
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Methods 

 

Figure 1: a) Structure of (AE4T)PbBr4 based on Ref.s30,38. Inorganic sheets are formed by Pb-Br 

octahedra and separated by AE4T molecules. The molecular tilt angle 𝜃 (purple) is the angle between 

the AE4T molecular plane with the normal vector to the b, c plane of the inorganic sheets. Each 

molecular plane contains four molecules per unit cell. b) Within a layer and viewed along the molecular 

tilt angle 𝜃, the organic molecules assume a herringbone pattern. c) For simulations with the Frenkel-

Holstein Hamiltonian, we assume a simplified lattice where each chromophore is equivalent to its 

neighboring chromophores and identified by its center-of-mass (blue circles). d) Additionally, we use 

a simplified lattice with two molecules per unit cell (blue box), half the size of the original unit cell in 

a). To distinguish from the original unit cell in a) we denote the simplified unit cell vectors as 𝒃#and 𝒄# 

with 𝒄# = c and 𝒃# = %
&
𝒃. For AE4T, the two nearest neighbor couplings are	𝐽)%,+ =  𝐽%,+ (red) and the 

four 2nd nearest neighbor coupling are  𝐽% &⁄ ,% &⁄ = 	 𝐽)% &⁄ ,% &⁄ = 𝐽% &⁄ ,)% &⁄ = 𝐽)% &⁄ ,)% &⁄  (dashed blue). 

Couplings up to the 6th nearest neighbor are also shown. 
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Figure 2: Room temperature UV-vis absorption spectra a) of (AE4T)PbX4 with X = Cl (yellow), Br 

(purple) and I (blue) normalized to the peaks of the organic absorption spectra (H band) and with shifted 

baselines for visual clarity. The excitonic peaks on the inorganic components are indicated by grey 

arrows. The dashed perpendicular lines indicate the position of the first peak (A1) and H band (A4 peak) 

of (AE4T)PbCl4. Exemplary for (AE4T)PbI4, the peaks are labeled according to their expected 

vibrational transition, starting with the transition A1 from the vibrational ground state in the electronic 

ground state S0 to the vibrational ground state in the first electron excited state (S1), to A4 for the 

transition from the vibrational ground state to the third vibrationally excited state of the first 

electronically excited state. The broad features in the absorption spectra due to absorption from the 

organic component red-shift from Cl to I. b) Absorption spectra of thin film (AE4T)·2HX with X= Cl 

(yellow), Br (purple) and I (blue). The thin film absorption spectra for X = Cl and Br are almost 

identical, but slightly blue-shifted for X = I. Spectra adapted with permission from Ref.38. Copyright 

1999 American Chemical Society (marked as [a]), and adapted from Ref.31 with permission from the 

Royal Society of Chemistry (marked as [b]). 

 

A. Absorption spectra 

The room temperature UV-vis absorption spectra of thin film (AE4T)PbX4 and (AE4T)·2HX were 

measured in the group of David B. Mitzi in 199938 and 201931. We obtained the experimental absorption 



8 
 

spectra by extracting absorption intensity in steps of 1 nm from the absorption spectra plotted in Ref.38 

with the Engauge Digitizer84 software. The (AE4T)PbCl4, (AE4T)PbI4 and (AE4T)·2HI films have 

recently been remeasured in Ref.31 and we retrieved the dataset of the respective measurements from 

their entries in the HybriD3 database85 (materials No. 2 and No. 22) or from the authors (for the 

(AE4T)·2HI film). Figure 2a and b show the absorption spectra of the (AE4T)PbX4 perovskites and 

(AE4T)·2HX films. In general, the 199938 and 201931 absorption spectra from both references are in 

good agreement with respect to the positions of peaks and shoulders. The intensities of the spectral 

peaks and shoulders between the two studies agree well for (AE4T)PbCl4 and relatively well for 

(AE4T)·2HI, but not for (AE4T)PbI4. For (AE4T)PbI4, the absorption spectrum from 1999 peaks at the 

fourth peak (385 nm, A4, see Figure 2) of the vibronic progression, whereas the absorption spectrum 

measured in 2019 peaks at the third peak (408 nm, A3) of the vibronic progression. The disagreement, 

however, is minor in so far as the overall positions of the shoulders in the vibronic progression between 

the two measurements are roughly the same, and in so far as the A3 (408 nm) and A4 (384 nm) peaks 

have similar intensities for the spectrum measured in 2019. For adjusting the chosen nearest neighbor 

coupling in the Frenkel-Holstein Hamiltonian and determining the dielectric constant 𝜀r, we relied on 

the remeasured absorption spectra from Ref.31 where possible to avoid residual errors due to 

interpolating the absorption spectra from printed plots and because the shoulders of the vibronic 

progression are more clearly identifiable for (AE4T)PbI4 in Ref.31. Positions of A1 peaks and the 

maxima of the organic absorption spectra were extracted by determining maxima in the absorption 

intensity and are listed in Table S1 of the supplementary material. 

B. Atomic Structure 

Experimentally, the crystal structure of (AE4T)PbBr4 was obtained by Mitzi and co-workers using x-

ray crystallography38 while only the unit cell parameters were determined for (AE4T)PbI430,38. To 

calculate the excitonic couplings up to the 6th neighbors of the organic layer, we rely on the theoretical 

structures obtained by Liu et al.30, available on the HybriD3 database85, materials No. 21 ((AE4T)PbCl4), 

No. 3 ((AE4T)PbBr4) and No. 22 ((AE4T)PbI4). Based on the (AE4T)PbBr4 crystal structure, Liu et 

al.30 resolved the disorder in the experimental structure and performed density functional theory 
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structure geometry relaxations using the Perdew-Burke-Ernzerhof functional86 with Tkatchenko-

Scheffler pairwise dispersion correction87 (DFT-PBE+TS) within the all-electron electronic structure 

code FHI-aims88. Validation of their prediction quality for the geometry was performed against the 

experimentally well-known 3D Methylammonium lead iodide orthorhombic phase. Liu et al. obtained 

structures for (AE4T)PbI4 and (AE4T)PbCl4 by replacing Br in (AE4T)PbBr4 with I and Cl, 

respectively, followed by DFT-PBE+TS geometry relaxation. For the Br- and I-based compounds, they 

achieved very good agreement with the experimental measurements30. For the Cl-based compound, the 

a-lattice parameter is known and underestimated by the theoretical structure31.  

Figure 1a shows the atomic structure of (AE4T)PbBr430,38, analogous to the structure used below for the 

Cl- and I-based compounds. Inorganic sheets of Pb-X-octahedra are separated by a layer of organic 

AE4T molecules. Within the organic layer (Figure 1b), the AE4T molecules assume a herringbone 

packing arrangement. To describe the interaction of a specific target chromophore T (Figure 1c) with 

the neighboring chromophores within the Frenkel-Holstein Hamiltonian, we assume a simplified lattice 

with structurally equivalent chromophores that are identified by their center-of-mass. We describe the 

interactions of each chromophore with its neighbors (Figure 1d), ranging from the two nearest neighbor 

interactions (𝐽±%,+, red) to the four 6th nearest neighbor interactions (𝐽±%,±%, dashed green). Couplings 

with fractional indices refer to chromophores with different orientation than the target chromophore in 

the herringbone structure. 

We consider only interaction within the organic herringbone layers and not between the organic layers, 

in line with previous treatment of oligothiophene crystals70. Exemplary computation of the nearest 

neighbor interaction between two chromophores in neighboring herringbone planes (see Figure S1 in 

the supplementary material) showed that the magnitude of the between-layer interaction is by about a 

factor of 10 smaller than nearest neighbor interaction within the herringbone planes when the same 

dielectric screening of 𝜀 = 2.8 is applied to both of them. Additionally, the coupling between organic 

layers would be even further reduced due to the screening from the inorganic layer where the dielectric 

constant 𝜀 is expected to be higher than that for the organic24.  
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For the (AE4T)·2HX films, no structural information is available. We assume that the molecules also 

form a herringbone pattern similar to that inside the (AE4T)PbX4 perovskites as has been observed for 

quaterthiophene79,80. 

C. The Frenkel-Holstein Hamiltonian 

In order to model the absorption spectrum of the organic layers in the (AE4T)PbX4 perovskites and the 

(AE4T)·2HX films, we need to express the Frenkel-Holstein Hamiltonian 𝐻23452 for a 2D herringbone 

lattice. For this, we model a single layer of organic molecules and neglect the presence of the inorganic 

framework. The unit cell of the (AE4T)PbX4 perovskites contains four organic molecules per layer, two 

of which are roughly translationally equivalent to the other two if the aminoethyl-linker group is 

neglected. Because the linker group does not contribute to the chromophoric system, for the simulations 

with the FHH we choose a unit cell that contains two chromophores (blue rectangle, Figure 2d) with 

the lattice vectors 𝒃#and 𝒄#  that relate to the original lattice vectors b and c of the 2D HOIP as 𝒃# = %
&
𝒃 

and 𝒄# = c. A lattice contains 𝑁6 = 2	(𝑁9: ×	𝑁<:) chromophores, where 𝑁9: is the number of unit cells 

along the 𝒃#axis and 𝑁<: is the number of unit cells along the 𝒄# axis. The lattice can be divided into 

two sublattices that each contain translationally equivalent molecules. Accordingly, the position vector 

for a molecule in the first sublattice is given by 

𝑹𝟏 = 𝑛A:	𝒃′ + 𝑛D:	𝒄′	 (1) 

 

with 𝑛9:(𝑛<:) = 0, 1, 2, … ,𝑁9: − 1(𝑁<: − 1), while the position vector for a molecule in the second 

sublattice is given by 

𝑹𝟐 = J𝑛A# +
1
2K𝒃′ + (𝑛D

: +
1
2)	𝒄′.																																																													(2) 

 

In this 2D-herringbone lattice, the Frenkel-Holstein Hamiltonian is expressed as 
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𝐻234 = 𝐻2MN + 𝐻2OPA. (3) 

 

where the electronic 𝐻2MN and vibronic 𝐻2OPA terms are 

𝐻2MN = ℏ𝜔+)+ + 𝐷 + U UU𝐽𝒔
𝒔

|𝑹𝝈⟩⟨𝑹𝝈 + 𝒔|
𝑹𝝈𝝈[𝟏,𝟐

(4) 

and 

𝐻2OPA = ℏ𝜔+ U U𝑏𝑹𝝈
^ 𝑏𝑹𝝈

𝑹𝝈𝝈[𝟏,𝟐

+ ℏ𝜔+𝜆 U U`𝑏𝑹𝝈
^ + 𝑏𝑹𝝈a|𝑹𝝈⟩⟨𝑹𝝈|

𝑹𝝈𝝈[𝟏,𝟐

+ ℏ𝜔+𝜆&. (5) 

In	Eq.	(4),	𝜔0-0 is the gas-phase transition energy of the monomer, which is shifted by D, the gas-phase-

to-crystal shift, as a result of nonresonant intermolecular interactions.	𝐽𝒔  is the (resonant) excitonic 

coupling between the chromophores located at 𝑹𝝈 and 𝑹𝝈 + 𝒔,  which is taken to be independent of 

𝑹𝝈. The electronic operator |𝑹𝝈⟩⟨𝑹𝝈 + 𝒔| annihilates an electronic excitation on chromophore 𝑹𝝈 + 𝒔 

and creates an excitation on molecule 𝑹𝝈. Here, the index 𝑹g runs over all chromophores in sublattice 

s (=1,2) and s is the distance vector between 𝑹g and any other chromophore in the lattice (either in the 

same sublattice or in the other sublattice). Based on the arrangement of the chromophores in the 2D 

HOIP (Figure 1d), the excitonic coupling 	𝐽𝒔 for the nearest neighbors are defined by distance vectors 

𝒔 = 1𝒃′ + 0𝒄′ and 𝒔 = −1𝒃′ + 0𝒄′. s may be equivalently denoted by its components along b' and c', 

e.g. “1,0”, “−1,0”, etc. Due to the symmetry of the lattice, 𝐽%,+ = 𝐽)%,+  (Figure 1d, red). 

Correspondingly, for the four second nearest neighbors 𝒔 = ±1 2⁄ 𝒃′ ± 1 2⁄ 	𝒄′  and 𝐽% &⁄ ,% &⁄ =

	𝐽)% &⁄ ,% &⁄ = 𝐽% &⁄ ,)% &⁄ = 𝐽)% &⁄ ,)% &⁄  (Figure 1d, dashed blue), etc.  

In Eq. (5), the aromatic-quinoidal stretching mode, which dominates the vibronic coupling, has a 

frequency denoted 𝜔+. The corresponding ground and excited state (harmonic) nuclear potentials are 

shifted relative to each other since the excited state has more quinoidal character. The shift gives rise 

to local vibronic coupling represented by the second term in Eq. (5). The shift is quantified by the 
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dimensionless Huang-Rhys factor l2. 𝑏𝑹𝝈
^  and 𝑏𝑹𝝈  are field operators that create and annihilate, 

respectively, one vibrational quantum in the ground state harmonic well of the chromophore at 𝑹𝝈	. 

The eigenstates of the Frenkel-Holstein Hamiltonian can be expressed using a multi-particle basis 

set89,90. Consistent with the translational symmetry inherent in our simplified 2D crystal, the wave 

function is expressed as a linear combination of delocalized single- and two-particle states characterized 

by a wave vector 𝒌66 

i𝜓k,𝒌	l = UU𝐶𝒌,𝜈o
𝛿 |𝒌𝜎, 𝜈o⟩

𝜈og

+UUUU𝐶𝒌g,𝜈o;𝑣
𝛿 |𝒌𝜎, 𝜈o; 𝒔, 𝑣⟩

𝑣𝒔𝜈og

. (6) 

Here, 𝛿 = 1, 2, 3, …	 labels the eigenstate with a given wave vector k. The delocalized symmetry-

adapted one- and two-particle states are defined as:  

|𝒌𝜎, 𝜈o⟩ =
1
𝑁Ue𝑖𝒌𝑹𝝈|𝑹𝝈, 𝜈o⟩

𝑹𝝈

. (7) 

and 

|𝒌𝜎, 𝜈o; 𝒔, 𝑣⟩ =
1
𝑁Ue𝑖𝒌𝑹𝝈|𝑹𝝈, 𝜈o; 𝑹𝝈 + 𝒔, 𝑣⟩

𝑹𝝈

. (8) 

The single-particle contributions |𝑹𝝈, 𝜈o⟩ in Eq. (7) describe an electronically excited chromophore 𝑹𝝈 

with 𝜈o quanta in its shifted excited nuclear potential. In two-particle excitations |𝑹𝝈, 𝜈o; 𝑹𝝈 + 𝒔, 𝑣⟩, the 

vibronically excited chromophore 𝑹𝝈 has 𝜈o quanta in its shifted excited-state nuclear potential, while 

chromophore 𝑹𝝈 + 𝒔 is in its ground electronic state but with 𝑣 > 0 vibrational quanta in its unshifted 

nuclear potential. Three-particle contributions were shown to have only a negligible effect on 

absorption or emission spectra90. Once the eigenvalues i𝜓k,𝒌l have been calculated by diagonalizing 

the Frenkel-Holstein Hamiltonian 𝐻234 , the absorption spectrum normalized to the total number of 

chromophores can be simulated using52,65: 

𝐼{|}(𝜔) = 	
1

𝑁~𝜇&	
U𝜔(𝛿)iÄ𝜓𝛿,𝒌=0	i𝜇̂i𝐺li

&Γ`𝜔 − 𝜔(𝛿)a
𝛿

, (9) 
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where the absorption intensity Iorg is a function of the frequency 𝜔, µ is the transition dipole moment 

and 𝜇Ö the dipole moment operator. 𝜔(k) is the dth eigenvalue of the Frenkel-Holstein Hamiltonian. The 

sum contains the product of the oscillator strength 𝜔(k)iÄ𝜓k,𝒌[𝟎	i𝜇Öi𝐺li
2
 for the transition between the 

ground state |𝐺⟩ and an eigenstate i𝜓k,𝒌[𝟎	l  of the Frenkel-Holstein Hamiltonian multiplied by a 

Gaussian broadening function Γ(𝜔) = exp	(−âä (&∆âä)⁄ ) with a broadening of ∆𝜔 = 0.6	ℏ𝜔+ chosen 

here. Before proceeding we note that the k=0 excitons from each sublattice can generally combine to 

form two Davydov components. However, as the relative angle between the two transition dipole 

moments within a unit cell is practically zero (< 3° using LR-TDDFT calculated transition charges, see 

section E below) the lower-energy Davydov component is not observed in the absorption spectrum70. 

For the present calculations, we assume a lattice consisting of two (6 × 3) sublattices amounting to a 

total of 36 chromophores within periodic boundary conditions. We further cap the total number of 

vibrational quanta in the one- and two-particle states to be four. As demonstrated in Figure S2 the 

supplementary material, the shape of the absorption spectrum is well converged for both choices. In 

AE4T and its structural basic form quaterthiophene, the dominant vibration of the organic molecule 

corresponds to the symmetric vinyl-stretching mode with ℏ𝜔+ = 1440  cm-1 38,91. The symmetric 

vibration is largely due to an oscillation between aromatic and quinoidal forms in the quaterthiophene 

backbone. The Huang-Rhys factor 𝜆& can be obtained from the ratio in intensities of the A1 and A2 peak 

in the vibronic progression of the monomer spectrum52. For our simulations of AE4T, we assume that 

the Huang-Rhys factor is the same for OT4 and AE4T due to their structural similarities. Accordingly, 

we use the experimental emission spectrum of OT4 monomer92 to determine the Huang-Rhys factor 

and find 𝜆& = 1.25, in good agreement with 𝜆& = 1.35 determined previously for OT493 (see Figure S3 

in the supplementary material). We determine 𝐷 + ћ𝜔+)+  from the A1 peak of the experimental 

absorption spectrum. The corresponding values for the experimental absorption spectra and the Frenkel-

Holstein Hamiltonian models used here are listed in Table S1.  

We follow two strategies to obtain the excitonic coupling 𝐽𝒔 described in more detail below. For the 

first approach (called ‘fitted model’ hereafter), we adjust the excitonic couplings, 𝐽±% &⁄ ,±% &⁄ , to fit the 
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experimental absorption spectra relying on a fitting procedure. For the second approach (called 

‘calculated model’ hereafter), we obtain excitonic coupling constants for up to 6th nearest neighbors 

from LR-TDDFT calculated transition densities based on the atomic structures for (AE4T)PbX4 from 

Ref.30,31 to relate the trends in the excitonic coupling constants to underlying geometrical properties. 

 

D. Fitting Procedure for Fitted Model 

To find the best representation of the experimental absorption spectra of the organic part for 

(AE4T)PbX4 and of (AE4T)·2HX, we retain only the four couplings 𝐽±% &⁄ ,±% &⁄   (Figure 1d, dashed 

blue) which are assumed to be equal. We then treat 𝐽±% &⁄ ,±% &⁄  as a fitting parameter. We note that 

although the four couplings are second nearest neighbors, they provide a superior fit over that based on 

the two actual nearest neighbors ( 𝐽%,+ and 𝐽)%,+). A fit based on the four interactions	𝐽±% &⁄ ,±% &⁄  reflects 

the 2D nature of the AE4T layers, whereas the two nearest neighbor interactions 𝐽%,+ and 𝐽)%,+ reflect a 

1D chain. However, we show in Table S2 and S3 of the supplementary material that similar trends are 

obtained when fitting either the four interactions ( 𝐽±% &⁄ ,±% &⁄ ) or two ( 𝐽±%,+ ) nearest neighbor 

interactions. 

For the fit, we vary 𝐽±% &⁄ ,±% &⁄  from 0.05 𝜔0 to 0.65 𝜔0 in steps of 0.01 𝜔0. We identify the most suitable 

excitonic coupling constant to fit the experimental absorption spectra by modifying an implementation 

of the Pendry reliability factor94 (R-factor) RP distributed with Refs.95,96. The Pendry R-factor was 

originally designed to calculate the match between experimental and theoretical low energy electron 

diffraction spectra while being relatively insensitive to discrepancies in the intensity94: 

𝑅é = è𝑑𝜆
`𝑌í6 − 𝑌Mìî	a

&

`𝑌í6& + 𝑌Mìî& a
(10) 

In discretized form, dλ becomes the spacing between data points in the absorption spectra (here, dλ = 1 

nm, the step with which the experimental spectra were recorded or extrapolated). Yth and Yexp are 
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calculated from a Lorentzian distribution using renormalized logarithmic derivatives of the intensities 

and the approximate half width at half maximum (𝛾) of the peaks in the spectrum94,96: 

𝑌(𝜆) =
𝐿)%(𝜆)

𝐿)&(𝜆) + 𝛾&
(11) 

𝐿(𝜆) = 𝐼′(𝜆)/𝐼(𝜆) is given by the intensity 𝐼(𝜆) and its first derivative 𝐼′(𝜆).96,97 We found 𝛾 = 16 nm 

to be optimal. The implementation finds the best RP by shifting the theoretical spectrum with respect to 

the experimental one within a predefined range. To facilitate the initial guess, we shift the absorption 

spectrum calculated with the Frenkel-Holstein Hamiltonian so that the A1 peak matches the 

experimentally obtained A1 peak and allow a shift of ±10 nm. For the fit, we only consider the data of 

the immediate region surrounding the organic band in the absorption spectrum to avoid fitting 

contributions in the experimental absorption spectrum that are not modeled by the Frenkel-Holstein 

Hamiltonian (i.e. onset of higher electronic transitions or noise in the spectrum). Finally, for 

(AE4T)PbX4, we modified the implementation of Refs.95–97 to add or subtract a Gaussian peak to 

account for the inorganic exciton peak, which is not part of the simulated FHH but which is of course 

present in the experimental absorption spectra (vide infra). 

E. Calculation of Excitonic Coupling 

For the ‘calculated model’ (as opposed to the ‘fitted model’), we determined the excitonic couplings 

for nearest neighbors and beyond based on Coulomb couplings between transition charges of the 

monomers in the framework of molecular exciton theory98,99. Transition densities were obtained for a 

single AE4T molecule where the functional groups were replaced by CH3 groups by linear-response 

time-dependent density functional theory (LR-TDDFT) calculations using the long-range corrected 

𝜔B97 hybrid functional100 and the def2SVP basis set101 within Gaussian09. The transition charges were 

then projected onto the molecular atoms using Mulliken population analysis99. In the limit of weakly 

interacting molecules, short range interactions due to overlap of the molecular wave functions like 

charge transfer and exchange (i.e. excitation of electrons between two molecules) can be 
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neglected102,103, and the excitonic coupling between the molecules (i.e. well-localized Frenkel excitons) 

can then be described as Coulomb coupling between the transition charges 𝑞ôí and 𝑞öí99,104: 

𝐽𝒔 =
1

4	𝜋𝜀+𝜀|
U U

𝑞ôí𝑞öí

ú𝒓ô
𝑹𝝈 − 𝒓ö

𝑹𝝈û𝒔ú

ü𝑹𝝈†𝒔

ö

ü𝑹𝝈

ô

(12) 

𝒓ô
𝑹𝝈 and 	𝒓ö

𝑹𝝈û𝒔 are the distances between the transition charges i and j on the two chromophores at 

𝑹𝝈with 𝑁𝑹𝝈 atoms and 𝑹𝝈 + 𝒔 with 𝑁𝑹𝝈û𝒔 atoms, 𝜀+ is the vacuum permittivity and 𝜀| is the relative 

permittivity. Because the Mulliken-decomposed charges densities for i and j are calculated separately, 

opposite phases for the transition densities can be obtained for the two chromophores. Using opposite 

phases in Eq. 12 would lead to the wrong sign for 𝐽°. To avoid this problem, for each set of transition 

charges, we calculated 𝐽°  for each pair of chromophores in a reference, artificial H-aggregate 

configuration and identified the correct phase convention to obtain the positive sign for 𝐽° that is 

expected for an H-aggregate. The so verified phase convention, which is equivalent to assuming that 

the molecular transition dipole moments are pointing in a common direction, was then used to calculate 

the six excitonic coupling constants to the closest neighboring molecules inside a layer (see Figure 1d). 

To model the organic absorption spectra, we adjusted 𝜀| manually to recover the positions of the A1 and 

H peak of the (AE4T)PbI4 HOIP and apply the same value to the other perovskites. More advanced 

methods to treat excitation energy transfer that would overcome difficulties with the phase, such as 

fragment excitation differences105,106 or treatment of polarization effects due to surrounding molecules 

in a TDDFT framework, are available in the community, e.g., in QChem107. However, given the 

computational cost associated with calculating the large HOIP unit cell, the present method presents a 

good compromise between computational cost and accuracy104, also in view of the other approximations 

made in our model. 

 

F. Representation of the Inorganic Exciton Peak 
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As described in the introduction, in hybrid organic-inorganic materials, the excitons on the organic and 

inorganic component can couple. However, for 2D HOIPs, the assumption of the weak coupling limit53 

appears to be justified, due to the lack of any discernible splitting in the absorption spectra of any of the 

(AE4T)PbX4 (indeed, the organic and inorganic excitons for (AE4T)PbBr4 are almost resonant). 

Moreover, the observation of nonradiative energy transfer in AE4T-based 2D HOIPs between the two 

components is consistent with weak coupling11,31,38,53,83. Hence, we assume that the interaction of 

organic and inorganic exciton is negligible for the absorption spectrum. As we show below, the main 

features in the absorption spectrum can indeed be described without invoking a contribution from 

coupling between organic and inorganic: 

𝐼í{í¢N(𝜔) = 𝐼{|}(𝜔) + 𝐼P£{|}(𝜔). (13) 

Since the main focus of this paper is on the contribution of the organic component to the experimental 

absorption spectra, we furthermore model the inorganic exciton contribution to the absorption spectrum 

fairly simply by a Gaussian line shape function 

𝐼P£{|}(𝜔) = 𝐼P£{|},é exp§−
`𝜔 − 𝜔P£{|}a

&

2	Δ𝜔P£{|}& ¶ . (14) 

Here, 𝐼P£{|},é  is the peak intensity of the inorganic exciton transition, 𝜔P£{|}  is the position of its 

maximum and Δ𝜔P£{|} is its linewidth. The values are extracted from the measured absorption spectra 

(see Table I). The results discussed below validate the expectation that this simple model for the 

inorganic exciton peak, combined with the FHH Hamiltonian for the organic part, serves as a sufficient 

model for the observed exciton spectra. Separate, more predictive phenomenological descriptions of 

the inorganic excitonic contribution have been demonstrated elsewhere in the literature (see e.g.51 for a 

Rydberg model or Ref.25 and references therein), but are not pursued in this work. 

 

Table I: Parameters used to model the inorganic exciton contribution to the absorption spectra of 

(AE4T)PbX4 as a Gaussian line shape function. The parameters were extracted from the experimental 

absorption spectra from Ref.31 for (AE4T)PbCl4 and (AE4T)PbI4 and from Ref.38 for (AE4T)PbBr4 by 
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measuring peak position 𝜔P£{|} and intensity 𝐼P£{|},é while adjusting the half-width Δ𝜔P£{|} to match 

the inorganic exciton’s peak broadening. 

Substance 𝜔P£{|} (nm) Δ𝜔P£{|} (nm) 𝐼P£{|},é (a.u.) 

(AE4T)PbCl4 327 6 0.556 

(AE4T)PbBr4 403 5 0.200 

(AE4T)PbI4 515 10 0.425 

 

Results 

Figure 2a shows the absorption spectra of (AE4T)PbX4 for X = Cl, Br and I. All are characterized by a 

broad absorption band that originates from the organic framework and resembles the absorption 

spectrum of the plain (AE4T)·2HX salt films (Figure 2b)38. The shoulders in the absorption spectra 

between 380 nm and 480 nm are attributed to the vibronic progression arising from the coupling of 

vibrational modes to the electronic transition in the organic components. The narrow peaks in the 

(AE4T)PbX4 absorption spectra at 330(2) nm, 404(2) nm and 523(2) nm for X = Cl, Br and I, 

respectively correspond to the exciton on the inorganic framework18. As mentioned above, we work 

based on the 0th approximation that interactions between the excitons in the organic and inorganic 

component will not greatly influence the absorption spectra. We focus on modelling the organic 

contribution to the absorption spectra using the Frenkel-Holstein Hamiltonian, while representing the 

inorganic contribution by a Gaussian line shape function.  

As evident from Figure 2a and b, the absorption spectra corresponding to the organic component in the 

(AE4T)PbX4 HOIPs are not identical nor an exact reproduction of the absorption spectra of the 

(AE4T)·2HX films. Initially, determining trends in the organic contribution to the absorption spectra of 

the (AE4T)PbX4 HOIPs is complicated by the presence of the inorganic exciton peak in (AE4T)PbBr4 

that obscures the position of the maximum in the organic absorption. Furthermore, for (AE4T)PbI4, the 

absorption spectra measured in 199938 and 201931 peak at different wavelengths, although the shoulders 
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in the vibronic progression are roughly at the same position. Nonetheless, an overall trend can be 

observed: As the halide anion varies from I over Br to Cl, the first peak (A1 peak) and maxima of the 

organic absorption spectra blue-shift, where the blue-shift for the maxima is slightly stronger than for 

the A1 peak. At the same time, the intensities in the vibronic progression decrease from I to Cl (see also 

Table S1 in the supplementary material). The (AE4T)·2HX films are further blue-shifted and the 

intensities of the shoulders reduced compared to the 2D HOIPs. Within the (AE4T)·2HX films, the peak 

of the (AE4T)·2HI is however slightly more red-shifted than those of (AE4T)·2HBr and (AE4T)·2HCl.  

The blue-shift can be explained in terms of increasing strength in excitonic coupling within an H-

aggregate65. In Figure 3, we use the Frenkel-Holstein Hamiltonian to simulate the change in an organic 

absorption spectrum with increasing strength of excitonic coupling for the four neighbors 𝐽±% &⁄ ,±% &⁄ . 

For a monomer (black, 𝐽±% &⁄ ,±% &⁄ = 0	ℏ𝜔+), five peaks are visible, corresponding to the 0-0 (A1), 0-1 

(A2), 0-2 (A3), 0-3 (A4) and 0-4 (A5) vibrational transitions in the vibronic progression. Here, we chose 

λ2 = 1.25, for which the A2 peak has a higher intensity than the A1 peak; for a vibronic progression 

where λ2 = 1.0,  the A1 and A2 peak would be expected to have the same intensity65. Figure 3 shows that 

when increasing the strength of the excitonic coupling 𝐽±% &⁄ ,±% &⁄ , the intensity of the A1 band 

diminishes, while the maximum of the absorption band moves from the A2 peak (black and dark blue 

lines) to first the A3 peak (blue and purple lines), then the A4 peak (pink and orange lines) and finally 

A5 peak (yellow line). Based on this picture, we expect the excitonic coupling of the Frenkel exciton 

on the organic component to diminish from the (AE4T)·2HX films to (AE4T)PbCl4 and to be lowest 

for the (AE4T)PbI4 HOIP. 
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Figure 3: Evolution of the absorption spectrum simulated with the Frenkel-Holstein Hamiltonian for 

increasing exciton coupling strength, varying from 𝐽±% &⁄ ,±% &⁄ 	= 0.0	ℏ𝜔+  (monomer, black) to 

𝐽±% &⁄ ,±% &⁄ = 0.65	ℏ𝜔+ (yellow) for the transition from the electronic ground state to the electronically 

first excited state. The excitonic couplings are given in units of vibrational energy (ℏ𝜔0 = 1440 cm-1, 

0.18 eV). For the monomer, labelling according to the vibrational transition is again supplied where A1 

corresponds to the transition from the ground state to the vibrational ground state of the first 

electronically excited state. For the simulations, Nh = 36 molecules were taken with a maximum of 4 

vibrational quanta. In addition, 𝜔+)+ + 𝐷	was set to 464 nm.  

In order to substantiate this expectation, we obtained organic absorption spectra for different four 

neighbor couplings 𝐽±% &⁄ ,±% &⁄  with the Frenkel-Holstein Hamiltonian and fit them to the experimental 

absorption spectra. As described in the methods section, we also add a Gaussian peak to the organic 

absorption spectra obtained with the Frenkel-Holstein Hamiltonian to model the contribution of the 

inorganic exciton, and use the Pendry R-factor RP to evaluate the agreement between fitted and 

experimental spectra. The Pendry R-factor is a measure for the agreement between two continuous 

curves, with particular sensitivity towards peak positions. It can range between 0 (perfect correlation) 

and 2 (anticorrelation), where a value of RP = 1 would describe uncorrelated data96. Table II shows that 

we obtain reasonable values for RP, especially considering the low number of parameters employed. 

Figure 4 shows that the fitted absorption spectra of the organic component are overall narrower than 
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the experimental ones, which can be attributed to the fact that we model only the first electronic 

transition and do not include any further broadenings due to thermal fluctuations or lattice disorder. The 

slightly higher value of the Pendry R-factor for (AE4T)PbBr4 is most likely a combined result of 

capturing the shape of the inorganic exciton peak less well than for X = Cl and X = I, the disagreement 

in the spectral broadening between the simulated and experimental absorption spectra as well as other 

possible model limitations on the high-energy side of the organic-derived features. In the supplementary 

material Tables S2 and S3 and Figure S4, we show that the fitting results are not much influenced by 

the choice of system-independent modeling parameters like the number of chromophores Nh, the 

number of neighbors, the broadening of the organic absorption (Eq. (9)) or by replacing the Pendry R-

factor by a root-mean-square error to evaluate the goodness of the fit. We also show that the fitting 

results for the organic absorption spectra do not depend strongly on the choice of treatment for the 

inorganic exciton peak. 

Table II: Excitonic coupling constants obtained by fitting the Frenkel-Holstein Hamiltonian absorption 

spectrum calculated for four-nearest-neighbor interactions 𝐽±% &⁄ ,±% &⁄  for the (AE4T)·2HX films and 

the (AE4T)PbX4 HOIPs. The excitonic couplings are given in units of vibrational energy (ℏ𝜔0=1440 

cm-1, 0.18 eV). For the fit of the organic absorption spectra, the following spectral ranges were 

considered: 315 nm -- 520 nm for X = Cl, 295 nm -- 520 nm for X = Br and 330 nm to 550 nm for X = 

I for (AE4T)PbX4 and for (AE4T)·2HX 300 – 520 nm. The Pendry R-factor is given for the divergence 

in intensities between the experimental and theoretical spectrum when both experimental and 

theoretical spectra are normalized to the peak of the organic absorption spectrum.  

Substance 𝐽±% &⁄ ,±% &⁄ (ℏ𝜔0)	 Pendry R-factor  

(AE4T)PbCl4 0.36 0.168 

(AE4T)PbBr4 0.31 0.219 

(AE4T)PbI4 0.23 0.166 
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(AE4T)·2HCl 0.55 0.240 

(AE4T)·2HBr 0.55 0.165 

(AE4T)·2HI 0.36 0.246 

 

The fitted absorption spectra in Figure 4 are in overall good agreement with the experimental absorption 

spectra. For all spectra, the positions of the peaks in the vibronic progression of the organic absorption 

spectra are reproduced. For the systems (AE4T)PbCl4 (a), the (AE4T)·2HX films (b, d, e), and 

(AE4T)PbI4 (e), the fitted spectrum captures the experimental spectrum’s maximum (see also Table S1 

in the supplementary material). For (AE4T)PbBr4 (Figure 4 c), the presence of the inorganic excitonic 

peak prohibits identification of the organic band’s maximum, however, the fitted spectrum reproduces 

the shape of the experimental spectrum well. For (AE4T)PbI4, the maximum of the spectrum measured 

in 201931 is well recovered while the maximum of the spectrum measured in 199938 corresponds to a 

shoulder of much lower intensity. The mismatch of the intensities to the spectrum from 1999 is in so 

far only a smaller deviation, because the shoulders in the simulated absorption spectrum are at roughly 

the same wavelengths as the shoulders in both experimental spectra. From Figure 3, it can be seen that 

if the excitonic coupling for the spectrum from 1999 were higher than for the spectrum from 2019, then 

shoulders in the vibronic progression should also be more blue-shifted which does not appear to be the 

case. 

In Figure 4 g and h, the fitted organic absorption spectra without the inorganic exciton peak are shown 

together, providing a direct visual comparison. The fitted organic absorption spectra recover the trends 

observed for the organic band in the experimental absorption spectra (Figure 2). As in the experiment, 

the vibronic features have the highest intensity for (AE4T)PbI4 (Figure 4 e) and diminish towards X = 

Cl and the (AE4T)·2HX films. Table II shows that, in agreement with our qualitative assessment above, 

this decrease in the intensity is due to an increase in the excitonic coupling in going from (AE4T)PbI4 

to (AE4T)PbCl4 films. Similarly, the shift of the maximum from X = Cl and X = Br to X = I in the 

(AE4T)PbX4 HOIPs can now be rationalized in terms of the vibronic progression (Figure 4 g): for X = 
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I, the A3 peak of the vibronic progression forms the maximum of the H-band, while for X = Cl and Br, 

the excitonic coupling is strong enough to turn the A4 peak into the overall maximum. As already 

observed for the experimental absorption spectra, the (AE4T)·2HI film shows a weaker coupling than 

(AE4T)·2HBr and (AE4T)·2HCl film, probably due to a change in accommodation of the halide anion. 

 

 

Figure 4: Comparison between experimental UV-vis absorption spectra (black) adapted with 

permission from Ref.38. Copyright 1999 American Chemical Society (marked as [a]), and adapted from 
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Ref.31 with permission from the Royal Society of Chemistry (marked as [b]), and fitted absorption 

spectra utilizing on the four interactions 𝐽±% &⁄ ,±% &⁄ . a) (AE4T)PbCl4 absorption spectrum fitted (yellow) 

to UV-vis from Ref.31 (black solid), Ref.38 (black dashed) shown for reference b) (AE4T)·2HCl 

absorption spectrum fitted (yellow) to UV-vis from Ref.38 (black solid) c) (AE4T)PbBr4 absorption 

spectrum fitted (purple) to UV-vis from Ref.38 (black solid) d) (AE4T)·2HBr absorption spectrum fitted 

(purple) to UV-vis from Ref.38 (black solid) e) (AE4T)PbI4 absorption spectrum fitted (blue) to UV-vis 

from Ref.31 (black solid), Ref.38 (black dashed) shown for reference, f) (AE4T)·2HCl absorption 

spectrum fitted (blue) to UV-vis from Ref.31 (black solid), Ref.38 (black dashed) shown for reference. 

g) For better comparison, the organic parts of the absorption spectra for fits of (AE4T)PbCl4 (yellow), 

(AE4T)PbBr4 (purple) and (AE4T)PbI4 (yellow) are shown h) comparison between fits for 

(AE4T)·2HCl (yellow), (AE4T)·2HBr (purple) and (AE4T)·2HI (yellow). 

Finally, we briefly consider the model of the inorganic exciton peaks by a Gaussian line shape function. 

This approach reproduces the overall shape of the organic exciton to a good approximation. 

Interestingly, Table I shows that the optimal parameters to represent the shape of the inorganic exciton 

peak differ between the three HOIPs, e.g. in width of the excitonic peak. These differences could either 

arise due to differences in film quality between the perovskites or be related to the properties of the 

inorganic exciton, effects that are beyond the scope of the present work. 

While the overall position of the shoulders and peaks in the organic experimental absorption spectrum 

are well captured by the fit, it is well established that for molecular assemblies and 2D aggregates that 

extended neighbor couplings cannot be neglected and grow in importance with molecular length52,108. 

In order to include the effect of extended neighbor couplings and, more importantly, to see how the 

strength of the excitonic coupling can be related to structural parameters in the HOIP, we calculate the 

excitonic coupling based on the underlying geometry of the organic layer in the HOIPs. For this, we 

use atomic structures from DFT-PBE+TS structure relaxation30,31. As described in the methods section, 

we calculate transition densities for a single chromophore using LR-TDDFT and then use Eq. (5) to 

calculate the Coulombic exciton couplings between the chromophores inside the organic layers based 

on the DFT-PBE+TS geometries for up to 6th neighbor couplings. Given the good agreement of the 
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DFT-PBE+TS lattice vectors with the experimental lattice vectors30 and the lack of an excitonic peak 

in the organic absorption band, we use the experimental absorption spectrum from 2019 of (AE4T)PbI4 

to adjust the dielectric constant so that the calculated absorption spectrum reproduces the position of 

the A1 peak and the maximum of the organic absorption band. We find 𝜀ß = 2.8, which is slightly lower 

than the dielectric constant of 𝜀ß = 3.5 measured for quaterthiophene109. We apply the same dielectric 

constant for all three HOIPs and again model the contribution of the inorganic peak to the spectra by a 

Gaussian line shape function. In Table III, the excitonic couplings with the first to sixth nearest 

neighbors are listed. Compared to the fit, the individual excitonic couplings are expectedly smaller as 

the excitonic coupling is divided onto a larger set of neighbors. The trend between the fitted 

𝐽±%/&,±	%/&	values and the leading LR-TDDFT based extended excitonic couplings is similar in that all 

of them decrease as the halide X progresses from Cl to Br to I. However, the ratios between 𝐽 values 

for different compounds differ in detail when comparing the fitted 𝐽±%/&,±	%/&  values and the LR-

TDDFT 𝐽 values, reflecting the fact that the fits, qualitatively speaking, “wrap” the behavior of different 

longer-ranged couplings (Table III and Figure S5) into a few leading fitted couplings. 

Figure 5 a--c show the comparison of the experimental and the calculated absorption spectra based on 

the geometry-based excitonic couplings. The overall shape and reproduction of the intensities in the 

vibronic progression of the organic absorption band is improved compared to the results from the fit 

using only the four excitonic couplings 𝐽±% &⁄ ,±% &⁄  in Figure 4. Interestingly, for (AE4T)PbBr4, the 

maximum in the absorption spectrum shifts from A4 to A3 in the computational model compared to the 

fitted model (see Figure 4b and d vs. Figure 3c and g). This means that the intensity of the inorganic 

exciton peak 𝐼P£{|},é (Table I) has to be reduced to 0.08.  
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Figure 5: Comparison between experimental UV-vis absorption spectra (black) adapted with 

permission from Ref.38. Copyright 1999 American Chemical Society (marked as a), and adapted from 

Ref.31 with permission from the Royal Society of Chemistry (marked as b), and calculated a) 

(AE4T)PbCl4 (yellow), b) (AE4T)PbBr4 (purple) c) (AE4T)PbI4 (blue) spectra based on LR-TDDFT 

evaluation of the extended couplings. The transition energy of the A1 band was taken from the above 

fitted spectra. d) shows the comparison of the calculated spectra for (AE4T)PbCl4 (yellow), 

(AE4T)PbBr4 (purple) and (AE4T)PbI4 (blue). 

 

For (AE4T)PbBr4 (Figure 5b) and (AE4T)PbI4 (5c), the positions of the peaks and shoulders in the 

vibronic progression of the organic contribution to the experimental absorption spectra are well 

described while the intensities of the vibronic progression are exceedingly well reproduced for 

(AE4T)PbBr4 and less well for (AE4T)PbI4. For (AE4T)PbCl4 (5a), while the intensities in the vibronic 

progression are very well captured, the simulated absorption spectrum peaks at higher wavelengths than 

the experimental absorption spectrum. Figure S6 in the supplementary material shows that the dielectric 
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constant for the Cl-based perovskites needs to be reduced from 𝜀	=2.8 to 𝜀	=2.2 in order to increase 

the excitonic coupling strengths enough to reproduce the position of the main peak in experimental 

spectrum. The increase would however come at the cost of a worse agreement in the intensities. In 

principle, a change of the dielectric constant could be physically justified given the increase in band 

gap of the inorganic from I to Cl38. Given that Dunlap-Shohl et al.31 observe that the a-lattice parameter 

is underestimated by the theoretical structure (other lattice parameters are not known experimentally to 

our knowledge), it may also be that the DFT-PBE+TS structure for (AE4T)PbCl4 does not exactly 

reproduce the structure assumed in room-temperature experiments. 

Overall, Figure 5d shows that the trends in the absorption spectra of a blue-shift from (AE4T)PbI4 to 

(AE4T)PbCl4 accompanied by a decrease in the intensities of the A1 and A2 shoulders are captured. 

Table III shows that this is caused by an increase in excitonic coupling, which at the same time correlates 

with decrease of the area per molecule. This correlation is not unexpected: the smaller the area per 

molecule, the closer the molecules are packed and hence, the excitonic coupling increases according to 

Eq. (11). The change in packing density is due to a templating effect from the inorganic framework, a 

well-known occurrence in HOIPs10. The size of the unit cell increases from Cl to I due to the increase 

in Pb-X bond length. While the Pb-Cl bond length is on average 2.93 Å in the present structural model, 

the Pb-Br bond length averages to 3.00 Å and the Pb-I bond length to 3.18 Å, increasing the space that 

the molecules have to fill and thus reducing the excitonic coupling from Cl to I. The molecules adapt 

to the increase in space by increasing the tilt angle to the surface normal from Cl to I (𝜃Cl = 55°, 𝜃Br = 

57°, 𝜃I = 60°, see Figure 1) and by diminishing the herringbone angle 𝜎 between the molecules (𝜎 Cl = 

50°, 𝜎 Br = 47°, 𝜎I = 41°). It is likely due to this change in molecular geometry that the excitonic 

couplings of e.g. (AE4T)PbCl4 cannot be simply scaled to obtain the excitonic couplings of X = Br and 

I (see Figure S5 in the supplementary material). 

The stronger excitonic coupling found in the fit for the (AE4T)·2HX films hence suggests that the films 

are more densely packed than the organic molecules in the HOIPs. This would be in line with the 

experimentally determined lattice parameters for quaterthiophene (OT4) that show a much smaller area 

per molecule (see Table III). 
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Table III: For the (AE4T)PbX4 HOIPs, the in-organic plane lattice parameters and area per molecule, 

both extracted from DFT-PBE+TS calculations30,31, as well as the excitonic couplings between the six 

nearest neighboring molecules from LR-TDDFT transition density calculations are listed. The excitonic 

couplings are given in units of vibrational energy (ℏ𝜔0 = 1440 cm-1, 0.18 eV). For comparison, the 

experimental lattice parameters of the low-temperature polymorph (LT) of quaterthiophene (OT4)79 are 

shown. b and c refer to the lattice vectors of the 2D HOIP and should not be confused with the lattice 

vectors used for the FHH simulations (𝒄# = c and 𝒃# = %
&
𝒃).  

Substance Lattice Parameters Area/molecule Calculated Excitonic Couplings 

 b (Å) c (Å) (Å2) 𝐽%,+ 

(ℏ𝜔0) 

𝐽®
ä,
®
ä
 

(ℏ𝜔0) 

𝐽©
ä,
®
ä
 

(ℏ𝜔0) 

𝐽+,% 

(ℏ𝜔0) 

𝐽&,+ 

(ℏ𝜔0) 

𝐽%,% 

(ℏ𝜔0) 

(AE4T)PbCl4 11.3031 10.9531 30.93 0.186 0.128 0.060 0.012 0.054 0.014 

(AE4T)PbBr4 11.6030 11.4830 33.29 0.180 0.115 0.054 0.001 0.051 0.008 

(AE4T)PbI4 12.1030 12.2330 37.00 0.170 0.099 0.046 0.012 0.046 0.004 

LT-OT4  6.085(2)79 7.858(2)79 23.91       

 

Conclusion 

In conclusion, we demonstrate that the Frenkel-Holstein Hamiltonian can be applied to simulate and 

explain the vibronic progression in the absorption spectrum of the organic component in the 2D hybrid 

organic-inorganic perovskites (AE4T)PbX4 (X = Cl, Br, I). Based on both fits to the absorption spectra 

and LR-TDDFT calculations of the chromophore in combination with the DFT-PBE+TS calculated 

atomic structure of the organic layers, we derived excitonic couplings between the organic molecules 

that reproduce the trends in vibronic progression of the experimental absorption spectra. 
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We find that the choice of the halide anion in the inorganic component templates the strength of the 

excitonic coupling between the molecules in the organic component with large excitonic couplings for 

X = Cl and small coupling strengths for I. We can relate coupling strengths to the varying space 

occupied by a given molecule where molecules are more confined for X = Cl than for X = I. The choice 

of the halide anion in this manner influences the shape of the vibronic progression in the organic 

absorption spectrum. As a result, the simulation of the absorption spectrum is sensitive to the underlying 

structural model. 

In future work, we intend to include the contribution of the inorganic exciton directly into the Frenkel 

Holstein-Hamiltonian to investigate exciton-exciton coupling between the organic and inorganic 

framework in the optical spectra. Additionally, we plan to combine our model directly with ab initio 

calculations to predict experimental absorption and emission spectra. 
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Supplementary Material 

See supplementary material for coupling between organic layers at the example of (AE4T)PbBr4, 

convergence of the simulated absorption with number of monomers and vibrational quanta, the 

extraction of the Huang-Rhys factor from the OT4 emission spectrum, the comparison of peak positions 

in the experimental and simulated absorption spectra; fitting results without and under subtraction of a 

Gaussian peak from the experimental absorption spectra, dependence of the fit on different choices for 

Gaussian broadening, number of monomers in the simulation, evaluation of fitting result and number 

of neighbors; excitonic couplings between organic chromophores as a function of position/distance; 

and different choice for 𝜀r for (AE4T)PbCl4. 
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