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Structured Mappings and Conferencing Common
Information for Multiple-Access Channels

Mohsen Heidari

Abstract—1In this work, we study two problems: three-user
Multiple-Access Channel (MAC) with correlated sources, and
MAC with Feedback (MAC-FB) with independent messages. For
the first problem, we identify a structure in the joint probability
distribution of discrete memoryless sources, and define a new
common information called ‘“conferencing common information”.
We develop a multi-user joint-source channel coding methodology
based on structured mappings to encode this common informa-
tion efficiently and to transmit it over a MAC. We derive a
new set of sufficient conditions for this coding strategy using
single-letter information quantities for arbitrary sources and
channel distributions. Next, we make a fundamental connection
between this problem and the problem of communication of
independent messages over three-user MAC-FB. In the latter
problem, although the messages are independent to begin with,
they become progressively correlated given the channel out-
put feedback. Subsequent communication can be modeled as
transmission of correlated sources over MAC. Exploiting this
connection, we develop a new coding scheme for the problem.
We characterize its performance using single-letter information
quantities, and derive an inner bound to the capacity region.
For both problems, we provide a set of examples where these
rate regions are shown to be optimal. Moreover, we analytically
prove that this performance is not achievable using random
unstructured random mappings/codes.

Index Terms—MAC with feedback (MAC-FB), MAC with
correlated sources, joint-source channel coding, structured codes.

I. INTRODUCTION

ANY coding strategies for processing/transmitting

sources of information in a distributed fashion harness
structures in the statistical description of the sources. Common
information/randomness can be viewed as an example of such
a structure. Efforts in finding a measure of common infor-
mation among distributed sources led to several definitions
[1]-[4]. A noteworthy definition of common information is
due to Gacs and Korner [1] and Witsenhausen [2], which is an
information-theoretic measure of the amount of common ran-
domness that can be extracted from two sources. Gacs-Korner-
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Fig. 1. A schematic of a two-user MAC with correlated sources. In this setup,
the source sequences (ST*,S4) are observed by the corresponding encoders.
The encoders produce (X', X2') which are channel input sequences. Upon
observing the channel output Y™, the decoder produces an estimate for the
sources.

Witsenhausen (GKW) common part between two correlated
memoryless sources (S1,S2) is defined as a random variable
W with the largest entropy, for which there exist functions
f,g such that W = f(S1) = g¢(S2) with probability one.
The random variable f(S;) (or equivalently g(S2)) represents
the “common randomness” generated from the sources, and
the functions (f,g) represent the extraction process applied
on the sources.

GKW common part has been found useful in many prob-
lems such as transmission of distributed sources over channels
[5]-[8] and distributed key generation [9]. In MAC with
correlated sources, as shown in Figure 1, there are multi-
ple transmitters, each observing a source, and the sources
are correlated with each other. The transmitters wish to
send their observations in a distributed fashion via a MAC
to a central receiver. The receiver reconstructs the sources
losslessly. Cover-El Gamal-Salehi (CES) showed that joint
source-channel coding outperforms separation-based coding
approaches [10], [11]. This was done by introducing a novel
transmission scheme [7], which exploits the common infor-
mation between the sources. In this scheme, GKW common
part between the sources is first extracted distributively at
the encoders. The encoders can effectively ‘fully cooperate’
to send this information to the receiver, as it is done in
Point-to-Point (PtP) joint source-channel coding problem. The
rest of the sources are transmitted using distributed unstruc-
tured random mappings. In summary, it employs a two-stage
encoding strategy. CES also characterized a set of sufficient
conditions, in terms of single-letter information quantities,
for transmission of sources over a MAC. The scheme is
known to be suboptimal [12] in general. There are a set of
necessary conditions developed in [13] and [14]. However,
characterizing the optimal necessary and sufficient conditions
for transmission of discrete memoryless sources over MAC is
still an open problem.
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Fig. 2. A schematic of a two-user MAC with feedback setup. The output of
the channel is available, with one unit of delay, to the transmitters.

Another fundamental problem in which common infor-
mation plays a key role is communication of independent
messages over discrete memoryless MAC-FB. In a MAC-FB
setup (see Figure 2), after each channel use, the output of the
channel is received at each transmitter noiselessly. This prob-
lem has been studied extensively in the literature [15]-[22].
Gaarder and Wolf [15] showed that feedback can expand the
capacity region of discrete memoryless MAC. Cover-Leung
(CL) [16] studied two-user MAC-FB, developed a coding
strategy using unstructured random codes, and characterized
an achievable rate region in terms of single-letter information
quantities. Later, it was shown by Willems [19] that the CL
scheme achieves the feedback capacity for a class of MAC-FB.
However, this is not the case for general MAC-FB [22]. There
are several improvements over CL achievable region, namely
[23] and [18]. A multi-letter characterization of the feedback-
capacity of MAC-FB is given by Kramer [17]. However,
the characterization is not computable, since it is an infinite-
letter characterization. Finding a computable characterization
of the capacity region remains an open problem.

The main idea behind CL coding scheme is explained in the
following. The scheme operates in two stages. In stage one,
the transmitters send the messages with rates that lie outside
the no-feedback capacity region (i.e. higher rates than what is
achievable without feedback). The transmission rates are taken
such that each user can decode the other user’s message using
feedback. In this stage, the receiver is unable to decode the
messages reliably; however, is able to form a list of “highly
likely” pairs of messages. The transmitters can also recreate
this list. In the second stage, the encoders fully cooperate to
send the index of the correct message-pair in the list, and help
the receiver decode it.

There is a connection between CES scheme for transmission
of correlated sources over MAC and CL scheme for commu-
nications over MAC-FB. In a MAC-FB setup, after multiple
uses of the channel, conditioned on feedback, the messages
become statistically correlated. As explained above, at the end
of the first stage in CL scheme, the messages are decoded at
the transmitters. Hence, the decoded messages can be viewed
as a GKW common part available at the two transmitters after
the first stage. This common part is used in the second stage
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to resolve the uncertainty of the receiver. In connection with
CES scheme, the common part is transmitted using identical
random unstructured codebooks.

In this work, we study three-user MAC with correlated
sources, and three-user MAC-FB with independent messages.
Motivated by the notion of common information and its imper-
ative role in these problems, we start by identifying common
information among a triplet of sources (say Si,.S2,53). One
can extend GKW common part to define a (mutual) common
part for (S1,S52,S55) in a straightforward way. In addition,
one can define the pairwise GKW common parts between
any pair (S;,S;) as a part of the common information.
The mutual common part together with the pairwise com-
mon parts characterize a vector of four components of com-
mon information which we refer to as univariate common
parts.

We make the following contributions in this work. We, first,
identify a new additional structure in the joint probability dis-
tribution of the sources, called “conferencing common part”.
This common part can be viewed as the GKW common part
between a source (say S71) and a pair of sources (say S2, 53).
More explicitly, it is defined as the random variable 7' with
the largest entropy for which there exist a function f(-) and
a bivariate function g(-,-) such that T' = f(S1) = g(S2,53)
with probability one. Therefore, for the triplet (S7,.52,S3),
there are three conferencing common parts, one between each
source and the other pair. We also refer to these as bivariate
common parts. Hence, in total, we identify the common parts
among a triplet of the sources as a vector of seven components,
including four univariate and three conferencing (bivariate)
common parts.

Next, we develop a new coding strategy to exploit a
particular form of the conferencing common parts among the
sources, one given by additive functions. Efficient encoding
of conferencing common parts is a more challenging task
as compared to the univariate ones — which is done using
identical random unstructured mappings/codebooks. This is
because conferencing common parts are not available at any
one transmitter— rather a conference among a subset of the
users is needed to extract these common parts. We develop a
multiuser joint-source channel coding methodology based on
structured mappings to encode these common parts efficiently
to be transmitted over a MAC.

In particular, we design coding strategies based on ran-
dom structured mappings for three-user MAC with correlated
sources and MAC-FB. For the former problem, our coding
strategy exploits the univariate and the conferencing common
information among the sources. We derive a new set of
sufficient conditions for this coding strategy using single-
letter information quantities for arbitrary sources and channel
distributions. For the latter problem, based on our notion for
common information, we develop a new coding scheme for
communications over three-user MAC-FB with independent
messages. We characterize its performance using single-letter
information quantities and derive an inner bound to the capac-
ity region. For both problems we provide a set of examples,
where these rate regions are shown to be optimal. Moreover,
we analytically prove that this performance is not achievable
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using random unstructured mappings/codes. The main results
of this paper are given in Proposition 2 and Theorem 1-4.

Prior works on structured codes for multiuser problems:
Structured codes have been used in many problems involving
either source coding or channel coding. For example, they
have been used in distributed source coding [24]-[27], com-
putation over MAC [28]-[31], MAC with side information
[25], [32]-[35], interference channels [36]-[41], and broadcast
channels [42].

Notations: In this paper, random variables are denoted using
capital letters such as X,Y, and their realizations are shown
using lower case letters such as z, y, respectively. Vectors are
shown using lowercase bold letters such as x,y. Calligraphic
letters are used to denote sets such as X, ). For any set A4,
let S4 ={Ss}taca. If A=10, then Sy = 0. As a shorthand,
we sometimes denote a triple (s1, s2, s3) by s. We also denote
a triple of sequences (s1, S, s3) by s. Binary entropy function
is denoted by hy(-). By Fy, we denote the field of integers
modulo-q, where ¢ is a prime number. Modulo-¢ addition
is denoted by @,, and, when it is clear from the context,
the subscript ¢ is removed. For any mapping ¢ : A — B
and any integer n, define the mapping ®" : A" — B" such
that ®"(a") = (®(ay), ®(az),...,®(ay)) for all a® € A"
Given a probability distribution Px on a finite alphabet X,
let Ag") (X) denote the set of strongly e-typical sequences of
length n. We follow the definition of typical sequences as
given in [43], [44].

The rest of the paper is organized as follows: Section II
contains problem formulation and known results for MAC
with correlated sources. We present our contributions for this
problem in Section III. Similarly, we present the problem
formulation and known results for MAC-FB in Section IV,
and provide our contributions for this problem in V. Lastly,
Section VI concludes the paper.

II. TRANSMISSION OF SOURCES
OVER MAC: PRELIMINARIES

A. Problem Formulation

As depicted in Figure 1, the problem of MAC with corre-
lated sources consists of multiple transmitters, each observing
a source sequence statistically correlated to others. The source
sequences are sent by the encoders via a MAC to a central
decoder. The objective of the receiver is to reconstruct the
source sequences losslessly. It is assumed that the channel
is a discrete memoryless MAC and the source sequences are
discrete and generated IID according to a known joint PMFE.
In what follows, we formulate this problem more precisely.

Definition 1: A discrete memoryless MAC with 3 users is
defined by input alphabet X} x X5 x A3, output alphabet ),
and a transition probability matrix Py x, x,,x,- The input and
output alphabets are assumed to be finite sets. The MAC is
denoted by the triple (X, Y, Py x).

We assume that the channel is memoryless, stationary and
used without feedback, and, hence, the transition probability of
the n-length channel output vector given the n-length channel
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input vectors is given by

n
11 Pyixuxox, (Wil @ai, w30),
i=1

forall x € X™ and y € Y.

Definition 2: A discrete memoreless stationary source
(S1,52,855) is defined by alphabet S; X Sy x S3 and a
distribution Pgs, s, g,. The source is denoted by the pair
(ﬁa Pﬁ)

The distribution of n-length source sequences is given by

n
H Ps, 5,5, (514, 52i, 53i),
i=1

for all s € S™.

In this paper, the bandwidth expansion factor is assumed to
be unity, i.e., the channel is used n times for transmission of
n samples of the sources.

Definition 3: A coding scheme (without bandwidth expan-
sion) with parameter n for transmission of a source (S, Ps)
over a MAC (&X,Y, Py|x) consists of encoding func-
tions e; : S — A*,i=1,2,3, and a decoding function
d:Y" — ST x5 x 8. The parameter n is called block-
length.

Definition 4: A source (S, Ps) is said to be transmissible
over a MAC (X, Y, Py|x), if for all € > 0 and for all suffi-
ciently large n, there exists a coding scheme with parameter
n such that

Sopis) Y P;ng(y | x; = ei(s), i = 1,2,3) <e

sesn yid(y)#s

B. CES Sufficient Conditions: Two-User Case

The two-user version of MAC with correlated sources was
investigated in [7] and CES scheme was proposed based on
unstructured random mappings. Further, a sufficient condition
for transmissibility is derived in terms of single-letter infor-
mation quantities. In this scheme the notion of GKW common
part plays an important role. The formal definition of such
common part and the CES sufficient conditions are given
below.

Definition 5 (GKW Common part): A common  part
between random variables (S1, S2) is a random variable Wio
with the largest entropy for which there exist functions f,g
such that Wio = f(S1), and Wia = g(S2) with probability
one. In this work, such a random variable Wi, is called a
univariate common part.

Fact 1 (CES sufficient conditions): A source (S1,Sa,
Ps,s,) is transmissible over a MAC (X1, A2, Y, Py|x, x,)-
if there exist distributions Py,,, Px,|s;,v,, and Px,|s,,01,
such that,

X1;Y|Xo, 82, Uia),

Xo; Y| X1, S1,Ur2),
X1X2; Y |Wha, Usa),
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where, Ujo is an auxiliary random variable with a finite
alphabet U153, and the joint distribution of all the random
variables factors as

P51752,U12,X1,X27Y

= P51752PU12PX1|S1,U12PX2\527U12PY|X1,X2'

C. A Sufficient Condition Based on Unstructured Mappings:
Three-User Case

One can extend CES sufficient conditions for three-user case
based on unstructured random codes. For that, first we need
to generalize the definition of GKW common part for more
than two random variables.

Definition 6: The common part among random variables
(51,52, 55) is the random variable Wio3 with the largest
entropy for which there exist functions f;,i = 1,2,3 such
that Wia3 = f;(S;) holds with probability one.

It is worth noting that for the triple (S, S2,S3) there are
four common parts namely (W12, Wis, Wag, Wia3). For the
case of multiple sources, say (S7,S2,53), a similar idea as
in CES can be used to encode the univariate common parts.
In what follows, we provide an extension of CES scheme to
the three-user case based on unstructured random mappings.

Definition 7: Given a source (S,Ps) and a MAC
(X,Y, Pyix,x,x5)> let ZPcps be the set of conditional dis-
tributions Py x|s defined on U x X which factors as

PU123 HPUb\WbUlzz HPXilsiUIZSUi]Uik )
be{12,13,23} i,5,k€{1,2,3}
J<k,i#ji#k
(1)
where, with a slight abuse of notation, U £

(U123, U2, U3, Uss) and its alphabet is a finite set denoted
by U.

Proposition 1: A source (S, Ps, s,5,) is transmissible over
a (X, Y, Py|x, x,x, ), if there exists a conditional distribution
Py x1s € PcEs such that for any distinct 4,5,k € {1,2,3}
and any B C {12,13,23} the following inequalities hold

H(S;|S;5%) <I(X;;Y|S;56X,; Xk Ui23U12U13Ua3),

H(S;S;|Sk) <I(X;X;;Y[SiUi23Uir Ui Xi.),
H(8: 8515k Wij) < I(Xi X3 Y[Sk Wi UrasUr2UnsUzs Xi),
H (515593 Wi2dWis) <I(X1 X2 X33 Y [WiasWisU123Us),
H(S18253) <I(X1X,X3;Y),

where we have identified U;; = Uj; and Wy = W;.

The three-user extension of CES involves three layers of
coding. In the first layer Wis3 is encoded at each transmitter
to Ui23. Next, based on the output of the first layer, W;;’s are
encoded to Uj;;. Finally, based on the output of the first and
the second layers, S1,S2 and S5 are encoded. Figure 3 shows
the random variables involved in the extension of CES.

Outline of the proof: Fix a conditional distribution
Py x|s € PcEs. Let the sequence s; € S' be a realization
of the ith source, where ¢ = 1, 2, 3.

Codebook Generation: The construction of the codebooks

at each transmitter is given below:
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Enc.1 ST = Wity Wiy Wiy — Uy Up, Ul
Enc.2 SQ — W123 W —> U17123 Uln2 UZ’S
Enc.3 Sy — Wby Wiy Wi —» Uy Ul Ul

Fig. 3. The random variables involved in the three-user extension of CES.

1) For each realization wis3 of the mutual common
part, a sequence Ujss is generated randomly accord-
ing to Hle[l n] Py,,,. Such a sequence is indexed by
Ui23(W123).

2) Given b € {12,13,23}, and for each uj23 and wy,
a sequence U, is generated randomly according to
Hle[l,n] Py, \w,v,55- Such a sequence is indexed by
Uy (wy, u123).

3) Given distinct elements i,j,k € {1,2,3},
realization s; of the source, the common parts
(W123, Wij, W), and the corresponding sequences
Ui23(Wi23), Ujj(wij, Uigs) and U (wik, Uies),
a sequence X; is generated randomly according
0 [liep,n) PX:l8:U12505;0- For shorthand, such a
sequence is denoted by X, (s;, Uias, Usj, Usp).

Encoding: Upon observing a realization s; of the ith source,

transmitter ¢ first calculates the common part sequences
(W123, Wij, Wik ), where 4, j,k € {1,2,3} are distinct. Then,
the transmitter finds the corresponding sequences

(Ui23(w123), Usj (Wij, Ui2s), Ui (Wir, Ui23))

and sends X, (s;, Uias, U;j, U;i) over the channel.
Decoding: Upon receiving the channel output sequence y,
the decoder finds a unique triple (81,82, S3) such that

(S) 61235612) 6137 623) Xl) XQ; X37 y)
€ A(S, Uyag, Ura, Urz, Uss, X1, X2, X3,Y),

where Ujgs = wig3(Wizz), Uiy = uy(Wij, Uias),
X; = Xi(éi,Ulgg,U”,U ), and 4,7,k € {1,2,3} are dis-
tinct. Note that (W123, W12, W13, Wa3) are the corresponding
common parts sequences of (81,82, S3).

A decoding error occurs, if no unique (81, S2, 83) is found.
Using a standard argument as in [7], it can be shown that the
probability of error can be made sufficiently small for large
enough n, if the conditions in Proposition 1 are satisfied.

|

III. TRANSMISSION OF SOURCES OVER MAC:
STRUCTURED MAPPINGS

In this section, we provide a new sufficient condition charac-
terized using single-letter information quantities for transmis-
sibility of the sources over MAC using structured mappings.
The main results of this section are given in Proposition 2,
Theorem 1 and 2.

A. Conferencing Common Information

The joint distribution of triple (S7,S52,S3) also has an
additional structure which is not captured by the univariate
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common parts defined previously. This will be addressed by
defining a new common part as follows.

Definition 8: The conferencing common part of a triple
of random variables (S7,S2,S53) is the triple of random
variables (77,75, T3) with the largest joint entropy, for which
there exist functions f;,¢g;,4 € {1,2,3} such that T; =
£i(S:) = ¢i(S;, Sk) hold with probability one for all distinct
i3,k € {1,2,3}L.

From definitions 5 and 8, the common parts
among the three random variables (S7,S52,S53) are
(ng, W13, W23, VV1237 Tl, TQ, Tg), where Wij is the pairwise
common part between (.5;,S;), Wias is the mutual common
part (all in the sense of Definition 5 ), and (7%,75,7T3)
are conferencing common parts (as in Definition 8) among
(51,52, 55). In this work, we focus on a special class of
conferencing common part which is defined as follows.

Definition 9: The additive common part of a triple of ran-
dom variables (S, S2,S3) is the triple of random variables
(Th,T>,T5) with the largest entropy for which there exist a
finite field F; and functions f; : S; — Fy,¢ = 1,2, 3 such that
T, = fz(Sz) and T4 By Ty By T35 =0.

The following example provides a triplet of binary sources
with additive common part where the associated finite field
is FQ.

Example 1: Let S1,S2 and S3 be three Bernoulli ran-
dom variables. Suppose S; and S, are independent, with
biases p; and po, respectively, and S5 = S; By So with
probability one. It is not difficult to show that univariate
common parts (the pairwise as well as the mutual) are
trivial, i.e., (Wha, Wis, Was, Wiag) is a constant. As for
the conferencing common parts, set 7; = S;,i = 1,2,3.
Then (T1,75>,T5) satisfies the conditions in Definition 9 for
g = 2. Therefore, (T1,T»,T5) is the additive common part of
(51, Sa, Ss).

Unlike univariate common information, conferencing com-
mon parts are not available at any terminal. This is due to the
fact that conferencing common parts are bivariate functions
of the sources. As a result, to exploit conferencing common
information, a new coding technique needs to be developed.
For this purpose, we use affine maps. The key concepts are
described in the following.

We construct three affine maps for encoding of such
common parts. Let G be a n by n matrix with elements
in F,. We, also, select vectors by, b, bs € IF;" such that
b; @ by @ bs = 0. The additive common parts are encoded
as VI = T?G @ by, for i = 1,2, 3, and hence, the equality
V7 @ VY ® VL = 0 holds with probability one. One may
adopt a randomized affine map to encode the additive common
parts. For that, we can select the matrix G and the vectors
b1, b, bs randomly and uniformly from the set of all matrices
and vectors with elements in F,.

B. Sub-Optimality of Unstructured Mappings
In what follows, we show that applications of affine maps
for transmission of additive common parts improves upon the

! Note that the conferencing common part random variables are unique upto
a relabeling.
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scheme based on unstructured random mappings given in the
previous section.

Example 2: Suppose (S1,S2,53) are as in Example 1. The
sources are to be transmitted via a MAC with binary inputs
X1 x Xy x A5, binary outputs ); X Yo, and a conditional
probability distribution that satisfies

(X1 ® Ns, X2 @ Ny), if X3 =X;® Xy,
(X1 @ Nijo, Xo @ Ny o), if X5 # X1 @ Xo,
(2)

(YI;}/—Q) = {

where N5, Ng, N1/, and N| /o are independent Bernoulli ran-
dom variables with parameter 6, d, %, and %, respectively.

As explained in Example 1, the univariate common parts
are trivial, and the 2-additive common parts are T; = S;,1 =
1,2, 3. For such a setup, we use random affine maps explained
above. The following lemma provides a necessary and suffi-
cient condition for reliable transmission of (S7,.S2,53). The
achievability is obtained using the above approach.

Proposition 2: Consider the source given in Example 1
with p1 = p2 = p. Such a source is transmissible over the
MAC given in Example 2, if and only if hy(p) < 1—hy(5),7 =
1,2. Moreover, the source with parameter p = h; (1 — hy(6))
does not satisfy the sufficient condition in Proposition 1.

Proof: The proof for the direct part follows using random
affine maps. For that, set X = S'G & B;,i = 1,2,3,
where G, B, B2, B3 are selected randomly, and uniformly
with elements from [F, and satisfying B; © B2 ® B3 = 0. In
this case, X3 = X{'® X} which implies that Y{* = X{'® Ny
and Y3' = X3 @ Ny,. Hence, from the properties of random
linear maps for the point-to-point joint source-channel setting,
(51, S2) can be decoded with arbitrary small error probability,
if hy(ps) <1 —hp(0),i=1,2.

For the converse part, suppose (S1,S2,.53) are transmissi-
ble. Therefore, for any € > 0O there exists a coding scheme
with error probability at most e. Suppose (e1, €2, e3) are the
encoders and d is the decoder of such a scheme. Then, from
Fano’s inequality,

—_

2hp(p) = —H(ST, Sy)

—3

1
< —I(ST, 555 Y7, Y5') + 26 + —hy(e)
n

(@ 1 1
< EI(X?,XS,X;;YW,Y;) +2e+ Ehb(e)

3

(b) 1
§ 2 — th(5) + 2e + —hb(e),
n

where (a) follows because of the Markov chain
(31,52753) — (Xl,XQ,Xg) — (Yi,Yg) Inequality (b)
holds as the mutual information does not exceed the sum-
capacity of the MAC which equals to 2 — 2h;(d). The proof
for the converse is complete as the inequalities hold for
arbitrary € > 0.

Next, we prove the last statement of the proposition by
contradiction. Suppose the sources with parameter p; =
pa = hy (1 — hy(8)) satisfy the conditions in Proposition 1.
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Then, from the fourth inequality in Proposition 1,

2 —2hy(6) < I(X4, X0, X3, Y|U)

max
Py x|s€PcEs

= max I(X1X; X3;Y|U),

PuPxus

where Pxjys = H?=1 Px,|s,,u- The equality holds as there
is no univariate common part, and hence, U is independent
of the sources. Since, U appears in the conditioning in the
mutual information term, the above inequality is equivalent to

2 —2hy(0) <

max
Px 151 Pxy155 Px3)5;

I(XlXQXg;Y). (3)

One can verify that I(Xq, X2, X35;Y) < 2 — 2h(9), with
equality, if and only if, X3 = X; & Xo with probability
one, and X; and X, are uniform over {0,1}. However,
we show that such distribution cannot be generated by taking
the marginal of PsPx, s, Px,|s,Px,|s,- This is because,
to get X; and X to be uniform over {0, 1}, we need to set
Px, s, (z|s) = Px,s,(x|s) = § for all z,s € {0,1}. This
implies that, X; and X5 are independent of each other and of
Sp and Ss, respectively. Hence, Ps x = Ps Px, Px, Px,|s,
which means that (X7, X5) are independent of Xj. This

contradicts with the condition that X5 = X; ® Xo. [ |
C. New Sufficient Condition
We use the intuition behind the argument in

Subsection III-B and propose a new coding strategy in which
a combination of random linear codes (as in Example 2) and
the extension of CES scheme is used. The coding scheme uses
both univariate and additive common information among the
sources. In the next Theorem, we derive sufficient conditions
for transmission of correlated sources over three-user MAC.

Definition 10: Given a source (S,Ps) with an additive
common part (71,75,73), and a MAC (X, Y, Py |x, x, x5 )s
let & be the set of conditional distributions P v x|s defined
on U x Iﬁ‘g x X which can be factored as

I1

be{12,13,23}

PU123 PU},‘WbUlzg PV1V2V3

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 66, NO. 7, JULY 2020

where [, is the finite field associated with the additive
common part, the random variables (Wia3, Wia, Wi3, Was)
are the univariate common parts of the sources,

1
PV1V2V3 = ?]]-{V}) Dq Vi Dq Vo = 0}7

and with slight abuse of notation U £ (Uya3, U12, U1z, Uaz). U
and V are finite alphabets associated with the auxiliary random
variables U and V, respectively.

Theorem 1: A source (S,Ps) with an additive com-
mon part (71,7, T3) is reliably transmissible over a MAC
(X, Y, Py|x,x,x,), if there exists a conditional distribution
PQ,LXIQ € & such that for all a,b € Fy, any distinct
1,7,k € {1,2,3}, and for any B C {12,13,23} the set of
inequalities in (5), shown at the bottom of the page, hold.

Remark 1: Via a choice of X;,7 =1, 2,3, that is indepen-
dent of V;, one obtains an extension of the CES scheme for
the three user case (Proposition 1), i.e., the set of conditions
given in Theorem 1 is weaker than that in Proposition 1.

Outline of the proof: We use a new approach which
is based on affine maps to encode additive common parts.
Suppose the random variables (S, X, U1as, U12, Uis, Uas, V)
are distributed according to a joint distribution that factors as
in (4).

Codebook Generation: At each transmitter five differ-
ent codebooks are defined, one codebook for the additive
common part 7;, three codebooks for univariate common
parts (Wias, Wi, Wiy), where i, j, k are distinct elements of
{1,2,3}, and one codebook for generating the total output
X Fix € > 0.

1) The codebooks for encoding of univariate common parts
are as in the proof of Proposition 1.

2) The codebook for encoding of (7T,T%,T5) is defined
using affine maps. Generate two vectors Bj,Bs of
length n, and an n X n matrix G with elements selected
randomly, uniformly and independently from F,. Set
B; = —(B1 &, By). For each sequence t; € F7, define
V.(t;) = t,G @ B;, where i = 1,2,3, and all the
additions and multiplications are modulo-gq.

3) Given distinct 7,7,k € {1,2,3}, any realization s; of
the source, the common parts (w123, W;j, Wi, t;), and

« H Px,(5:U1asUs; Umvbl @ the corresponding sequences

ij.ke{1,2,3}

I<k,i#j,izk (Ui2s(wi23), Uy (wij, Uras), Usk(wir, U123), Vi (t))

H(S;|Sj,Sk) < I(X3;Y|S), SpUi23, Urg, Urs, Uz, V1, Vo, V3, X, X},) (5a)

H(S;, S;|Sk, Wg) < I(X;, X;;Y|Sk, Wi, Uiz, Uik, Ut U, Vie, Xi) (5b)

H(S;, S5k, Wr,T) < I(X;, X;;Y|Sk, Ws, Ur2s, Ui, Uiz U, T, V., X&) (5¢)

H(S1,S2,53|Wia3, Wi, T') < I(X1, XQ,X37Y|W123;WB;U1237UB;T V) (5d)

H(S1,82,S3|T) < I(X1, X2, X5, YT, V) (Se)

H(Sy, 82, 831aTy @q0Ts) < I(X1, Xo, X3;Y|aT) ©q VT, a Vi @4 bVa) (51)

H(S4, 52, 53|Wias, Wi, aTy $q V1) < I(X1, Xo, X3;Y|Wias, Wi, Ur23, U, aTh @4 012, aVi B4 V) Sg)
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generate a random IID sequence X, according to
[icpi,n) Pxi18:012505;0, ;- For  shorthand, such a
sequence is denoted by X, (s;, Uias, U;j, Uk, V).
Encoding: Assume s; is a realization of the ¢th source,
where ¢ = 1,2, 3. Transmitter ¢ first calculates the common
part sequences (W23, W;j, Wik, t;), where 4,5,k € {1,2,3}
are distinct. Next, the transmitter finds the corresponding
sequences

(Ui2s(wi23), Usj(wij, Uigs), Uik (Wik, Urs), Vi(t;))

and sends X;(s;, Uias, U;j, Uik, V;) to the channel.

Decoding: Upon receiving the channel output vector y from
the channel, the decoder finds sequences §; € S}*,i = 1,2, 3,
such that

(8, U123, U12, U3, Ugs, v, X, y)
€ A"(S, Uraz, Ura, Uiz, Uz, V, X, Y), (6)

where Uiz = ui23(Wi23), Uy = wi5(Wy5, Uins), Vi =
vi(t:), Xi = Xi(8i, Ui2s, Uyj, Uyg, t5), and 4, j, k € {1,2, 3}
are distinct. Note that (ngg,wlg,wlg,\ﬂ'gg) and (tl,tg,tg)
are the univariate and additive common part sequences of
(81, 82, 83), respectively.

A decoding error will be occurred, if no unique (S1, S2, S3)
is found. It is shown in Appendix A that the probability of
error approaches zero as n — oo, if the inequalities in (5) are
satisfied. ]

Remark 2: The coding strategy explained in the proof of
Theorem 1 subsumes the extension of CES scheme and
identical random linear coding strategy.

D. Example With Structural Mismatch

In Example 2, the structure in the sources matches with
that of the channel. In other words, the source correlation
is captured via the relation given by S3 = S; & S2, and
when X3 = X; @ Xo, the channel behaved obligingly.
In this section, we consider an example where there is a
mismatch between the structures of the source and the channel.
In other words, the source correlation is still governed by
S3 = S1®S5, whereas, the channel fuses X3 and X1 ® X5 in a
nonlinear fashion. In what follows, we provide an application
of our coding scheme in scenarios where there is a structural
mismatch between the sources and the channel.

Example 3: Consider the sources denoted by (S1, S2, S3),
where S; and S3 are independent Bernoulli random vari-
ables with parameter 0,7 € [0,%], respectively. Suppose
that the second source satisfies S; = S; @ S3 with
probability one. For shorthand we associate such sources
with the parameters (o, ). The sources are to be transmitted
trough a MAC with binary inputs as shown in Figure 4.
In this channel the noise random variable N is assumed to
be independent of other random variables. The PMF of NV is
given in Table I, where the parameter 6 € (0, 1]. As a result,
H(N) =1+ 1hy(26).

For this setup, we show that there exist parameters (o, ")
whose corresponding sources in Example 3 cannot be trans-
mitted reliably using the CES scheme. However, according
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Fig. 4. The diagram the setup introduced in Example 3. Note the input
alphabets of this MAC are restricted to {0, 1}.
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to Theorem 1, such sources can be reliably transmitted. This
emphasizes the fact that efficient encoding of conferencing
common information contributes to improvements upon cod-
ing schemes solely based on univariate common information.
In what follows, we explain the steps to show the existence
of such parameters.

Remark 3: For the special case in which o = 0, the equal-
ities S; = 0 and S = S3 hold with probability one. From
Proposition 1, such (S1, S2,.53) can be transmitted using CES
scheme, if hy(y) <2 — H(N) holds.

Let v* € [k, 1(0.5), ) be such that v* = hy ' (2 — H(N)).
Such a v* exists as 2 — H(N) = 1 — 11,(25) and, thus, is a
number between % to 1. By Remark 3, the sources (51, S2, S3)
with parameter (0 = 0,7 = v*) can be transmitted reliably
using CES scheme. However, we argue that for small enough
€ > 0, the sources with parameter (o = €,y = v* — €) cannot
be transmitted using this scheme. Whereas, from Theorem 1,
this source can be transmitted reliably. This is formally stated
as follows.

Theorem 2: There exist o € (0, 3] and v € (0, ~*] such that
the triplet sources (S, Sz, S3) with these parameters satisfies
the sufficient condition of Theorem 1, thus, transmissible over
the channel in Example 3, but does not satisfy the sufficient
condition in Proposition 1.

Proof: The proof is in Appendix B. [ ]

IV. COMMUNICATIONS OVER MAC WITH
FEEDBACK: PRELIMINARIES

The problem of three user MAC with noiseless feedback
is depicted in Figure 5. This communication channel consists
of one receiver and multiple transmitters. After each channel
use, the output of the channel is received at each transmitter
noiselessly. Gaarder and Wolf [15] showed that the capacity
region of the MAC can be expanded through the use of the
feedback. This was shown in a binary erasure MAC. Cover
and Leung [16] studied the two-user MAC with feedback, and
developed a coding strategy using unstructured random codes.
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Fig. 5. The three-user MAC with noiseless feedback. If the switch S; is

closed, the feedback is available at the ith encoder, where ¢ = 1, 2, 3.

A. Model and Problem Formulation

In what follows, we formulate the problem of commu-
nications over MAC-FB. We restrict ourselves to three-user
MAC with noiseless feedback in which all or a subset of the
transmitters have access to the feedback perfectly. Consider a
three-user MAC identified by a transition probability matrix
Py x, x,,x, as in Definition 1. Let y™ be a realization of
the output of the channel after n uses, where x' is the ith
input sequence of the channel, i € [1, 3]. Then, the conditional
probability distribution of the channel output y, given the
current and past input and output vectors is given by

-1
PY,L\Y"—l,X’f,X;,Xg(yn|yn ,X?,XS,XE’)
= Py|x,, X2, x5 Un|T1n, T2n, 23n). (7)

It is assumed that noiseless feedback is made available, with
one unit of delay, to a subset 7 C [1, 3] of the transmitters.
In Figure 5, the switches S;,i = 1,2,3 determine which
transmitter receives the feedback. A formal definition of a
MAC-FB setup is given in the following.

Definition 11: A 3-user MAC-FB setup is characterized
by a 3-user MAC (X,), Py|x,x,x,) and a subset 7 C
[1,3] determining the transmitters which have access to the
feedback. It is assumed that at least one transmitter has access
to the feedback, i.e., |7| > 1. Such a MAC-FB is denoted by
(i;y7PY|X7T)-

Definition 12: For a 3-user MAC-FB (X,), Py x,7),
an (N,01,02,03) coding scheme consists of 3 sequences
of encoding functions defined as,

n[1L,6)] x Y=
for i € T, and
6]'7” : [1,@j] ad Xj,

for j € T¢, with n € [1, N] and a decoding function denoted
by

d: YN —[1,01] x [1,0,] x [1,03].

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 66, NO. 7, JULY 2020

We use a unified notation e;,(m,y" ') to denote the
encoders, as it is understood that for ¢ ¢ T the encoder e; ,, is
only a function of the message m. Moreover, for shorthand,
the encoders of the coding scheme are denoted by e.

It is assumed that, transmitter ¢ receives a message
index M; which is drawn randomly and uniformly from
[1,0;], where i € [1,3]. Furthermore, the message indexes
(My, Mo, M3) are assumed to be mutually independent.
Moreover, the timeline of the random variables are in the
following order

(Mla M27 M3)) (Xlla X21) X31)) Y17 (X127X227X32)7Yé) e

We assume that the channel does not have access to the
messages, i.e., the Markov chain?,

(Ml, Mo, Mg) - (Ynil, X?, S,Xg) —Y,,
holds for all n € [1, N]. For this setup, the average probability

of error is defined as
Perr(€) £ P{d(Y'N) # (M1, M2, M3)}, ®)

where e denotes the encoders of the coding scheme.
Definition 13: For a 3-user MAC-FB, a rate-tuple

(R1, Ra, R3) is said to be achievable, if for any e > 0 there

exists, for all sufficiently large N, an (N, ©1, 02, ©3) coding

scheme such that

1

PerT(Q) <, N

10g2@iZR¢—€, i=1,2,3.

B. CL Achievable Region: Unstructured Coding Approach

The main idea behind the CL scheme is to use superposition
block-Markov encoding. The scheme operates in two stages.
In stage one, the transmitters send the messages with rates
outside the no-feedback capacity region, but small enough
that each user can decode the other user’s message using
feedback. In the second stage, the encoders fully cooperate
to send the messages to disambiguate the information at the
receiver. Using this approach, the following rate-region is
achievable for communications over a MAC with noiseless
feedback available at at least on of the transmitters [16].

Fact 2: Given a two-user MAC-FB (&1, Xs,), Py |x, x,,
T C{1,2}), a rate pair (R;, R2) is achievable, if there exist
distributions Py, Px, i, and P,y such that

Rl SI(X17Y|X25U)7
RQ SI(X27Y|X15U)7
Ry + Ry < I(X1, X2;Y),

where U takes values from a finite set ¢/, and the joint
distribution of all the random variables factors as

Py Px, v Px, v Pyx,, .-

It was shown in [20] that, in a two-user MAC-FB, the CL
rate region is achievable even if only one of the transmitters
has access to the feedback ( |7|=1).

2This is the standard formulation of channel coding problem with feedback
following [45].
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As explained in CL scheme, the decoded sub-messages
(M5, Msy) are used as a common information for the next
block of transmission. One can extend this scheme for a
multi-user MAC-FB setup (say a three-user MAC-FB) using
unstructured codes. In this setup, the transmitters send the
messages with rates outside the no-feedback capacity region.
Hence, the receiver is not able to decode the messages.
However, the transmission rates are taken to be sufficiently
low so that each user can decode the sub-messages of the other
users. The decoded sub-messages at the end of each block b
are used as uni-variate common parts for the next block of
transmission. One can derive a single-letter characterization
of an achievable rate region based on such a scheme in a
straightforward fashion. For conciseness we do not state this
rate region in this paper.

V. THREE-USER MAC-FB: STRUCTURED CODES

In this section, we propose a new coding scheme for
three-user MAC-FB, and derive a computable single-letter
achievable rate region (an inner bound to the capacity region)
using structured codes — in particular, quasi-linear codes
that were introduced in [46]. Note that prior to the start of
the communication, the messages are mutually independent;
whereas after multiple uses of the channel, they become
statistically correlated conditioned on the feedback. Based on
this observation, we make a connection to the problem of
MAC with correlated sources to design coding strategies that
exploit the statistical correlation among the messages. We use
the notion of conferencing common information to propose a
new coding strategy for 3-user MAC-FB. The main results of
this section are given in Theorem 3 and 4.

A. New Achievable Rate Region

In what follows, we give the intuition behind the use of
conferencing common information in MAC-FB. Consider a
three-user MAC-FB setup as depicted in Figure 6. Similar to
the two-user version of the problem, the communications take
place in B blocks each of length n. Moreover, the message
at Transmitter ¢ is divided into B sub-messages denoted by
(M;1,M,; 2, ..., M; g), where i = 1,2, 3. Suppose, the trans-
mission rates are such that neither the decoder nor the trans-
mitters can decode the messages. However, at each block b,
the rates are sufficiently low so that each transmitter is able to
decode the modulo-q sum of the other two sub-messages>. For
instance, Transmitter 1 can decode My, ®4, M3, with high
probability. Let T; ;, denote the decoded sum at Transmitter 4,
where ¢ = 1,2, 3. Then, for binary messages,

Tipy®Top®T3, =0

with high probability. As a result, (71,7%,73) can be
interpreted as additive conferencing common parts (see
Definition 9). Building upon this intuition, in what follows,
we propose a coding strategy for communications over 3-user
MAC-FB, and we derive a new computable achievable rate
region.

3 It is understood that the messages belong to a finite field Fq.
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Fig. 6. Applications of conferencing common information for communica-
tions over MAC-FB. The new sub-messages at block b are denoted by M; j.
At the end of block b — 1, each transmitter decodes the modulo-two sum of
the other two transmitters. The decoded sums are denoted by T5 3,7 = 1,2, 3.
Note that T7 ; & 1o @ T3, = 0 with probability close to one.

We start by the following definition to characterize an
achievable rate region.

Definition 14: For a prime g and a given set U and a three-
user MAC-FB (X, ), Py|x,7T), define & as the collection of
all distributions on U x IFS x X, Y factoring as

3
Py Pyyv, v,y HPT,;PXJUTI-ViPY\XleXga )
i=1
where (Ty,T»,T5) are mutually independent with uniform
distribution over a finite field Fy, (V1, V2, Vs) are pairwise
independent each with uniform distribution over F,, and

1
PV1V2V3 (U17U27U3) - q_Q]l{Ul @ V2 @ V3 = 0})

and for any ¢ € 7¢, we have Px,yr,v; = Px, for some
distribution on Xj.

We follow a block Markov coding approach with one step
memory. To ensure stationarity we impose the following con-
ditions. Fix a distribution P € £ that factors as in (9). Denote
S; = (X;,T;,V;) for i = 1,2, 3. Consider two sets of random
variables (U, S1, So,S3,Y) and (U, Sy, S, S5,Y). Here the
first set corresponds to the current block and the second set
corresponds to the previous block in the block Markov coding
strategy. The distribution of each set of the random variables
is P, ie.,

Pus, s, ssv = Ppg 5,5, = P-

In addition, conditioned on (U, S, Sa, S3,Y"), we have that

PU515253Y\U515253Y = PUPV1V2V3\f1f2f3

3
< [ Pr. Px.jvz,vi Prixixox,. (10)
=1

and V = TA with probability one, where A is a 3 X 3 matrix
with elements in F, and the multiplications are modulo g.
Further, A is chosen such that Py,v,v, = Py, i, - These
random variables are described in Fig. 7.

Definition 15: Given a MAC-FB (X,),Py|x,7), let
Ruacrs be the set of triplets (R, Ra, R3) for which there
exist « € (0,1), random variables (U, S1,S2,S53,Y) and
(U,gl,gg,gg,ff) distributed according to (10) for some
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Fig. 7. The random variables involved in the block Markov coding strategy.
Here, the new message at encoder 4 is represented by a pair (W, T;), where
W;’s are to be decoded at the receiver after two blocks and T;’s are used to
construct the next block’s conferencing common information. Conferencing
common information random variables (V17 Va, V3) satisfy the relation V =
TA, where A is a 3 X 3 matrix and 7}’s are from the previous block.

P € & and matrix A € Fg” and mutually independent
random variables (W71, Wa, W3) which are also independent
of other random variables such that the following inequalities
hold for any subset B C {1,2,3} and any distinct elements
i,7,k € {1,2,3}:

aH (W, R;,

I(Ta,; Y|UTViX),

T X T X YY|USUSV; V),
I(Xp; Y|USg: Vi, Va, V3)

+1(U;Y),

H(
H(Wj, Wk|WA7 Wi
aH(WB

) =
i) <
) <
) <

where Wa, and Ta,,t = 1,2, 3, are the ith element of the
vector WA and T A, respectively.
Theorem 3: For a MAC-FB (X,),Py|x,7T), the rate-
region Ryac-rp is achievable.
Proof: The proof is given in Appendix C. |

B. Necessity of Structured Codes for MAC-FB

In this section, we show that coding strategies based on
structured codes are necessary for certain instances of MAC
with feedback. We first provide an example of a MAC with
feedback. Then, we apply Theorem 3 and show that the inner
bound achieves optimality.

Example 4: Consider the three-user MAC-FB problem
depicted in Figure 8. In this setup, there is a MAC with three
pairs of binary inputs, where the ith input is denoted by the
pair (X;1,X;2) for i« = 1,2,3. The output of the channel
is denoted by a binary vector (Y7,Y21,Ya2). Assume that
noiseless feedback is available only at the third transmitter.

The MAC in this setup consists of two parallel channels.
The first channel is a three-user binary additive MAC with

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 66, NO. 7, JULY 2020
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(X21,X22) (Y1~,Y21,Y22)
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Fig. 8. The MAC with feedback setup for Example 4.

X1z—'é—> Yo,
Xzz—-?—> Yo
Nl

X30 = X10® Xoo

Nij
Xz # X12 ® Xoo

Fig. 9. The second channel for Example 4. If the condition X32 = X12 &
X22 holds, the channel would be the one on the left; otherwise it would be
the right channel.

inputs (X771, X21, X31), and output Y;. The transition prob-
ability matrix of this channel is described by the following
relation:

Y= X11 @ X0 @ X31 ® Ny,

where N5 is a Bernoulli random variable with bias §, and
is independent of the inputs. The second channel is a MAC
with (X712, X292, X32) as the inputs, and (Yai,Ya22) as the
output. The conditional probability distribution of this channel
satisfies

(Ya1,Ya2)
(X12 ® Ns, Xo2 & Ny), if X30 = X192 @ Xoo,
(X12 @ Nij2, Xoo @ Ny ), if X3 # X120 @ Xoo,
(11)

where Ng, N 51 N1 /2 and N1 /o are mdependent Bernoulli ran-
dom variables with parameter §, J, 1 s and , respectively. The
relation between the output and the 1nput of the channel is
depicted in Figure 9. The channel operates in two states. If the
condition X35 = X2 @ Xo9 holds, the channel would be in
the first state (the left channel in Figure 9); otherwise it would
be in the second state (the right channel in Figure 9). In this
channel, N5 and N g are Bernoulli random variables with iden-
tical bias 0. Whereas, N;/o and N| /o are Bernoulli random

variables with bias % We assume that Ns, N, Ng, Ny /2, and
Nj /o are mutually independent, and are independent of all the
1nputs.

We use linear codes to propose a new coding strategy for the
setup given in Example 4. The scheme uses a large number L
of blocks, each of length n. Each encoder has two outputs,
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one for each channel We use identical linear codes with
length n and rate 7 for each transmitter. The coding scheme
at each block is performed in two stages. In the first stage,
each transmitter encodes the fresh message at the beginning
of the block I, where 1 < | < L. The encoding process is
performed using identical linear codes. At the end of block [,
feedback is received by the third user. In stage 2, the third user
uses the feedback from the first channel (that is Y7) to decode
the binary sum of the messages of the other encoders. Then,
it encodes the summation, and sends it through its second
output. If the decoding process is successful at the third user,
then the relation X32 = X12@® X990 holds with probability one.
This is because identical linear codes are used to encode the
messages. As a result of this equality, the channel in Figure 9 is
in the first state with probability one. In the following theorem,
we show that the rate

(1 =h(6),1 = h(5),1 - h(5))

is achievable using this strategy. Further, we prove in the
followng theorem that any coding scheme achieving these
rates must have codebooks that are almost closed under the
binary addition. Since unstructured random codes do not have
this property, any coding scheme solely based in them is
suboptimal.

Theorem 4: For the channel given in Example 4, the rate
triple (1 —h(d),1—h(d),1—h(d)) is achievable if and only if
1) user 3 decodes X; & X, with average probability of error
approaching zero, and 2) the codebooks in user 1 and 2 must
satisfy

. 1 .
ngnooﬁ‘ 10g||012@C22||—10g||012|| ‘ZO, for ¢ =1,2.

Proof: The proof is given in Appendix D. ]

VI. CONCLUSION

A new form of common information, called “conferencing
common information”, is defined among triplets of random
variables. Based on this notion, two coding strategies are
proposed for three-user version of two problems: transmission
of correlated sources over MAC, and MAC with feedback.
Further, achievable rate regions of such strategies are char-
acterized in terms of single-letter information quantities. It
is shown analytically that the proposed strategies outperform
conventional unstructured random coding approaches in terms
of achievable rates.

APPENDIX A
PROOF OF THEOREM 1

Proof: There are two error events, Fy and F1. Ey occurs
if no triple 8 was found. E; occurs if there exists § # s such
that equation (6) is satisfied. We consider a special case in
which all the uni-variate common parts are trivial and that
T; = S;,i = 1,2,3. This implies that S; ®4 S2 B4 Sz = 0
with probability one. The proof for the general case follows
by adopting this proof and the standard arguments as in [7].

Suppose v;(+) and x;(-) are the realizations of random
functions generated as in the outline of the proof of Theorem 1.
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Using standard arguments one can show that £y — 0 as
n — oo. We find the condition under which P(F1NES) — 0.
For a given s € A, (S), using the definition of E; and the
union bound we obtain,

P(EL (N Egls) <
Z ]1{Vz':Vi(Si)7Xi:Xi(Si7Vz’)a 1=1,2, 3}P{/I’|X(Y|§)
(v,x,y)€
Aey (V,X,Ys)
p> 11{% = (80, % = %1(85,9),5 = 1,2,3}

s;és

Taking expectation over random vector functions X, (, ) and
V() gives,

pe(s) = E{P(E1[s)}
< Z Py x(ylx) Z P{Vz Vi(st), x1 = Xy(si, i),
(v,x,y)€ (3,%,%)€A, (S, V., X]y)
A, (V,X,Ys) s#s
V= Vi(8), % = Xy (8, %,) for | = 1,2,3}.
(12)
Let
€ = max €;, (13)

1€[1,3]

where ¢; is as in the above summations. Note that V;(-) and
X, (+,) are generated independently. So the most inner term
in (12) is simplified to

Vi =V;(8) j= 172}><
= Xi(5, %) 1 =1,2,3}.

P{Vj =V;(s;),

P{Xl
Note that j = 3 is redundant because, vz ®,v1 Oy vo = 0 and

V3 Bq V1 Bq Vo = 0. By definition, V;(s;) =s;G+B;,j =
1,2, where B, B, are uniform and independent of G. Then

P{Vj =V,(s;),v; =V,(8), j= 172} =
1 - - .

qﬁp{(sj —=5;)G=v;—v;, j= 172}-

The following lemma determines the above term.
Lemma 1: Suppose G is a n X m matrix with elements

generated randomly and uniformly from IF,. If s; or sy is

nonzero, the following holds:

= Xi(s1,v1),% (14)

15)

P{SjG:Vj, j:1,2}:
I{v; =0, 1=1,2}, ifs; =0,s0=0.
¢ "1{v; = 0}, if s; =0,s5c #0.

g "1{v1 = ava}, if s; # 0,89 # 0,
S1 = assz, a € Fq.

—2n if otherwise.

q )

Proof: We can write

;G =) s;G;, j=12,
=1

where s;; is the ith component of s; and G; is the ith row
of G. Not that G; are independent random variables with
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uniform distribution over IFZL. Hence, if s; # 0, then s;G is
uniform over IF;L Then, given the condition s; = 0,s;c # 0,
we obtain that

P{s;G=v;j, j=1,2} =¢ "1{v; =0}.

If sy = asy with a € F, then s1G = asoG, with probability
one and, thus,

P{s;G =v;j, j=1,2} =q "1{vi = ava}.

If s; # asg for any a € FFy, then (s;,sy) are linearly
independent. This implies that there exist indices (I, k) such
that the 2 x 2 matrix A with elements a;; = sy,a12 =
S1k,021 = So; and age = sgi is full rank. As a result,
511Gy @ 511Gy and s G P so1 Gy, are independent random
vectors with uniform distribution over IF’;. In this case, one
can show that s; G is independent of soG. The proof follows
by arguing that if a random variables X is independent of Y
and is uniform over Iy, then X @, Y is also uniform over I,
and is independent of Y. ]

Finally, we are ready to characterize the conditions under
which p, — 0. Let £(s) denote the set of all the variables
(v,x,y,8,V,X) included in the summations in (12); more
precisely,

£(s) 2 {(v,x,y8 9. : (v,x,¥) € 4o (V, X, Ys),
(5.%.%) € A (S, V, Xly), § £5}. (16)

Based on the conditions in Lemma 1, we partition this set into
five subsets £;(s),i = 1,2,...,5. Hence, if p,(s),i € [1,5]
represents the contribution of each subset, then

De (§) = Z De; (§)

In what follows, we characterize these subsets and provide an
upper bound to each term p.,(s),¢ € [1,5].
Case 1, §1 7é Sl,gg = So.¢

In this case, using Lemma 1, the right-hand side of (15)
equals to ¢ 3" 1{¥Vy = vao}. As sy = §3 and vy = Vo, then
X2(82,V2) = Xa(s2,Vvz). Therefore, we define

£1(§) £ {(XaKa)@Svi;X) € £(§) : §1 # S1752 = 82,
Vo = Va,Xg = >~<2}7

where £(s) is defined as in (16). Thus, the contribution of this
case equals to

Pe(8) 2 ) PRix(ylx) ¢ *"x
L1(s)
P{Xl = Xl(sl,vl),fq = Xl(él;{’l)a | = 1,2,3}.
Note that X;(s;,v;) is independent of Xy (S, Vi), if | #
k or s; # § or v; # V;. Moreover, since X;(s;,v;) is

generated IID according to Py, s, v;, then for jointly typical
sequences (x;,S;, Vi),

—1
— logy P{x; = Xy(s1,v1)} > H(Xi|SiV1)) — d1(e),
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where € is defined as in (13) and d1(¢) > 0 is a continuous
function satisfying lim._.¢ §1 (¢) = 0. Therefore,

P{Xl =Xi(si,v1), % = Xy(81,v) | = 1,273} <

27?’7,[2H(X1 ‘Slvl)+H(X2|SQV2)+2H(X3|S3V3)762 (6)] ]]-{)"(2 — ){2}7

where J, is a non-negative and continuous function with
lim_.002(¢) = 0. Note that for jointly typical sequences
(y,x), the conditional probability Py, +(ylx) is upper
bounded by 2—n(H(Y|X)=65(¢))  Hence, we have:

1

Pe: (8) <[La(8)] % 2*"H<Y\£>q3_nx

2771[2H(X1 |51V1)+H(X2 ‘32V2)+2H(X3 ‘S3V3)754(6)] ,

where d4(¢) — 0 as € — 0 and |£(s)| is the cardinality
of £1(s). Note that for €;-typical sequences s, the following
inequality holds:

1
H(S1, V1, X1, 53, V3, X3V S2 Vo Xo) + d5(¢),
where d5(e) — 0 as e — 0. Note that

H(V,X)Y|S)=H(VI|S)+ H(X[S, V) + H(Y|X)
3
=2logyq+ Y  H(Xi|S;, Vi) + HY|X), (17)

i=1

where the first equality holds by chain rule and the Markov
chain (S, V) < X < Y. The second equality holds, because,
from (4), V are independent of the other random variables
and Py,v,v, = qiz]l{‘/é = V1 @4 V2}. Therefore, p., — 0 as
n — oo, if

H(S1, V1, X1, 83, V3,X3]Y S2V2X5) <logy q
+ H(X1|S1V1) + H(X3]|53V3). (18)
Next, we simplify the right-hand side terms in (18). From (4),
the Markov chain (Sjc, Vie, X;c) < S; <> X; holds for all

i € {1,2,3}, where i¢ £ {1,2,3}/{i}. Therefore, the right-
hand side above equals to

logy ¢ + H (X1 X358, ViV3XoVa) = H(X1 X3V1V3|5X5 V),

19)
where the equality holds by chain rule and the following
argument:

H(ViV3|SX2Ve) = H(Vi|SX2Ve) = H(V1|SVa)
= H(W|V2) = H(V1) =log, q.

We simplify the left-hand side in (18). Using the chain rule
we obtain that

H(Sl7‘/1;X17S35V37X3|Y52 ‘/2 XQ)
= H(Vl,Xl,Vg,X3|YSQ Vs XQ) -+ H(S1 S?,|YSQZ X)
= H(V1, X1, V3, X3|Y Sy Vo Xo) + H(S:1[52V X),

where the second equality holds due to the Markov chain S <
X < Y and the assumption that S; &, S2 &, S3 = 0. Note
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that
H($1[52V X) = H(S51]S2X2V5)
— I(S1; X1V1 X3V3[S2 V2 X))
= H(S1]S2) — I(S1; X1V1 X3V3|92 V2 Xa),
where, the last equality holds because V5 is independent of Sy
and X is a function of (S, V2). Therefore, using the above
arguments, the inequality in (18) is simplified to
H(S1]S2) < I(S1; X1V1X3V3[S2V2X2)
— H(V1, X1, V3, X3|Y' S Vo Xo) + H(X1 X3V1V3|S X V)
=1(X1V1 X3V3; Y |[S2 Vo Xo)
=I(X1X35;Y[S2 V2 X5).
As a result, p,, (s) can be made sufficiently small for large
enough n, if the inequality

H(S1]S2) < I(X1X3;Y|S9VaX5)

is satisfied.
Case 2, S; = s1,S2 # so:

This case corresponds to pe, (s) which is defined using
a similar expression as for pe, (8); but with the conditions in

the second summation replaced with § # 8,81 = s1,V; = vi.
Therefore, we have

£2(8) 2 {(v.x,y,5.9,%) € L(s) : 51 = 51,52 # 52,
{"1 = Vl,il = Xl}.

By symmetry and using a similar argument as in the first case,
we can show that p.,(s) — 0 as n — oo if the following
inequality holds

H(52|31) S I(X2X3, Y|51V1X1)

Case 3, S; # 51,52 # 52,51 By S2 = 51 D S2t
In this case, we have

P{Vj =Vi(8)).v; =V;(8), J = 1,2} =
q73n]1{‘71 Dg V2 = V1 Dy Vz}
Further, we obtain that
P{xi = Xalsi, vi), % = Xu(51, 1), 0 = 1,2,3} <
Q*H[QH(Xl\31V1)+2H(X2\32V2)+H(X3|53V3)*56(6)]]1{5'(3 — X3}.
By assumption s1 ®g s2 @y 83 = 0 and vi ©y vo Bgv3y = 0.
Therefore, the first probability is nonzero only when v3 = vs.

Hence, as s3 = 83, we get X3(S3,V3) = X3(s3,vs). As a
result, we can define

£a(8) 2 {(v.x.¥,8.2.%) € L(s) :51 # 51,5 # 52,
S1 g 82 =51 By 82, V1 By Vo = V1 By V2, X3 = X3}-

As a result, the contribution of this case (pe,) is bounded by

n 1
Pes(s) < |L3(s)]2 H(qug_nx

2771[2H(X1 |51V1)+2H(X2|SQV2)+H(X3 ‘S3V3)767(6)] ,

4215

Note that for €;-typical s, we have

~log, | £5(8)] < H(V, X,Y1S)

+ H(S1,V1,X1,82, Vo, Xo|Y S3 Vs X3) + ds(e).
Therefore, from (17) and the above inequality, p, (s) — 0, if
H(S51,V1, X4, 852, Vo, Xo|Y' S Vs X3) <logy, g+

H(X1|81V1) + H(X2[S2V2)
= H(X1,X2,V1,V3|S515253V3X3),

where the inequality above holds using a similar argument
applied in (19). By symmetry and using a similar argument as
in the first case, this inequality is equivalent to

H(SlSQ|53) S I(Xl,XQ;Y|53VE>,X3).
Case 4, 51 @ a8y = s1 B asq, a € F,/{0,1}:
From Lemma 1,
P{"j =V;(8),v; = Vi(85), j = 1,2} =q "%
]].{{"1 Dy ave = Vi Dy avz}.

Therefore, the error probability in this case, i.e., pe,(s),
satisfies

qg—1

Pe(8) 2> > PR(ylx)g " x

a=1L4(a,s)
P{xl = X (s1,v1), %1 = X (8, %), [ =1, 2,3},
where
Li(a,s) 2 {(z,z,y,s,i,g) € L(s) : §1 D aSa=s1 @ asa,
vi®ave=v] D avz}.
Also, observe that
P{xi = Xi(s1,vi) % = Xu(81,%), 1=1,2,3} <
9= 2n[Sy H(X|SiVi)]~6o (e).
where dg(+) is a continuous function of e with lim._.¢ dg(€) =

0. Consequently, for any typical sequences s, the following
upper bound holds:

-1
[Caa,8)|x2 MY g-0n
1

Q

Pes(s) <

a

9—2n[i) H(X:|S:Vi)lgndio(e)

Note that for any non-zero a € F, and any typical sequence
s, the cardinality of £, satisfies the inequality

1
E logQ |£4(a7§)| S H(K7 X7Y|§)
+ H(S,V, X|Y, S ®qaS2, Vi ®q aVa) + 011 (€).

Note that

3
H(V,X,Y|S) =2logyq+ >  H(Xi|S;, Vi) + H(Y|X).

i=1
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Therefore, from the above inequalities, p., (s) — 0 as n — oo,
if
H(S,V,X|Y,S1 &4 aS2, Vi &4 als)
3
<logq+ ) H(Xi$;, ;).

i=1

(20)

From the joint probability distribution given in (4), conditioned
on (S,V) the random variables (X1, X2, X3) are mutually
independent. Hence,

3
> H(Xi|S:, Vi) = H(X]|S,V)
i=1
and the right-hand side of the above inequality simplifies to
loggq + H(X|S,V). Next, we simplify the left-hand side of
the above inequality. For that we have
H(§7 Zv X|Yv Sl @q GSQ, Vl @q a‘/Q)
= H(K,KlY, S Dy CLSQ, i Dy an)
+ H(S|S1 ®q aS2, X, V)
= H(§|S1 By aSQ, Vi Dyq aVQ)
- I(Xv Zv Y|Sl @q GSQ, Vl @q a‘/Q)
+ H(K;K|§7 Sl @q GSQ, Vl @q a‘/Q)
— H(S|S) &, aSh)
—I(X,V;Y|S1 @4 aSs, V1 @4 als)
+ H(X, V]S, Vi @4 aVz),
where the first equality holds by chain rule and the Markov
chain § < X <« Y. The second equality holds by the
definition of the mutual information. The last equality holds
as (V1, Vo, V3) are independent of (S, S2,S3). As a result of

the above argument, the inequality in (20) is equivalent to the
following inequality:

H(S|S1 @4 aS2) < I(X,V;Y|S1 @4 aS2, Vi &4 aVa)
— H(X,VI|S,Vi @4 aVs) +logq + H(X|S,V)
=I1(X,V;Y|S1 ®4aS2, V1 @4 aV2) — H(V|V1 ©4 aV2)
— H(X|S,V, Vi ®qaVa) +logqg+ H(X|S,V)
= I(X, V3 Y[S1 @q a5, Vi ©g aVa) — H(V|V1 ©g aVa)
+ logq,

where the first equality holds by the chain rule and the fact
that V is independent of S. In what follows, we show that
the last two terms above cancel each other. Since V; and V5
are independent random variables with uniform distribution
over Fy, then so is V4 and Vi @, aVs for any a € F,/{0}.
Therefore, as V3 @, Vi @4 Vo = 0, we have that

HY Vi ©qaVz) = H(Vi,V2|Vi ©4 aVa)
= H(V1,V1 @4 aV2|V1 @4 aVz)
= H(W|V1 &4 aV2) = logg.
As a result, we showed that p.,(s) — 0 as n — oo, if

H(S|S1 ®q aSs) < I(X,V;Y|S1 @q aSs, Vi Bg als).
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Case 5,5; #5s;,79=1,2,3 and S; @ aSy # s1 D as2,V € Fy:
Observe that,

£5(8) 2 { (v, x,y,5,9,%) € £(s) 151 # 51,5 # 32,

51 @ asy #£ 81 @ as,Va € Fq}.
In addition, we obtain that
P{Vj =V;(8),v; = V;(8;), j = 172} =q ",
and that
P{xl = Xy(s1,v1), %1 = Xy (8, %), | = 1,2,3}
< 9=l HXGISIV)=ds(e)]

Therefore, the contribution of this case is simplified to

ey (8) & QM HSV.XIYV)g-n 30, H(X1SVI),

As a result, one can show that P, — 0, if
H(Sngsg) S I(XlXQXg; Y)

Finally, note that P,(s) = Ele P.;(s). Moreover, P.;(s)
depends on s only through its PMF. Therefore, for any typical
s, P. approaches zero as n — oo, if the following bounds are
satisfied:

H(S51]52)
H(S2|51)
H(5152|51 &4 S2)
H(S5152|51 ®4 aSs2)
H(51,52)

<I(X) X3;Y|S2 Vo Xo)

< I(Xy X3:Y|S1 Vi X1)

< I(X1 X9;Y|S1 ©g S2, V3 X3)

< I(X1,X2,X3;Y[S1 ©q aS2,Vi®qal?)
<I(X1 X2 X33Y).

APPENDIX B
PROOF OF THEOREM 2

Lemma 2: For the MAC in Example 3, it holds that
I(X1, X2, X3;Y) <2 —H(N),

with equality if and only if X35 = X @5 X,, with probability
one, and X3 is uniform over {0, 1}.
Proof: Note that

I(X1, X5, X3;Y) = H(Y) — H(N).

We proceed by finding all the necessary and sufficient con-
ditions on Py, x, x, for which Y is uniform over Z,. From
Figure 4,

Y = (X1 ®2 X2) Dy X3Dyg N.
Let X) = X1 @2 X2 and P(X) @4 X3 =1) = q(i), where
i = 1,2,3,4. Since X} and X3 are binary, the ¢(3) = 0.

Given the distribution of N is Table I, the distribution of Y
is as follows:

P(Y =0) = 4(0)(5 ~ 6) +a(2)5, Q1w
P =1) = 4(0)5 +a(1)(5 — ), @1b)
P =2) = g8 +4(D5 +a@)(; ), Q1o
P(Y =3) = 4(2)5 +a(1)9 C1a)
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It’s not difficult to check that the only solution for the
equations in (21) is

1
9(0)=q(2) = 5. 1) =0.
Note that by definition

q(1)

Therefore, (1) = 0 implies that X3 = X/ with probability
one. If this condition is satisfied, then ¢(0) = P(X3 = 0)
and ¢(2) = P(X3 = 1). Since ¢(0) = ¢(2) = 5 then X3 is
uniform over {0, 1}. To sum up, we proved that Y is uniform,
if and only if

=P(X}=0,X3=1)+P(X,=1,X5=0).

1) X3 =X, ®y Xo, 2) X3 is uniform over {0, 1}.

|

Lemma 3: Let &1 be the set of all distributions Pj"(l_ X5.Xs

that satisfies the conditions in Lemma 2. Let &2, be the set of
all distributions Px, x, x, which is the marginal of

Psl752753PX1,X2,X3|51,527S3

for some source triplet (51, S2,S53) in Example 3 with para-
meters o € (0, %],’y € (0,7*] and conditional distribution of
the form

PX17X2,X3\51752,S3

3
=11 Px.s.
=1

Then the total variation distance between &7 and &, satisfies

1~
>- 1
TV (P, P) 6 3

Moreover, there exists a(y*) > 0 such that VPx, x, x, €

I(Xl,XQ,Xg;Y) S 2 — H(N) - Oé(’y*).

Proof: Let v* £ 1 —~* and assume for some € > 0 there
exist sources with parameters o, € (0, 3] and 7. € (0,7*] and
conditional distributions Py ISs ,4 = 1,2,3 and a distribution
P3| x, x, satisfying the conditions in Lemma 2 such that total
variation distance between the resulted PMF Py . and
P%. x,,x, 1s equal to €. Then, for P§ « .. the following
inequalities hold:

1
PY(X3 # X10X2) < e, =)-;|<e @

and |P(X3

The second inequality implies

1o 1.,
5~ ©g T

1+]
6,2 €.

Ye P15, (11) +7e Py, s,(1]0) € (23a)

Ve Pxy1s,(011) +7¢ Px, 5, (0]0) € (23b)

1
5~
Since the first terms in (23a) and (23b) are non-negative and
Ye < ¥, then

1 — € ~% €
562 T Piys, (110) 2 77 P, (100)

1 — pe —% D€
3 +€> e Py, 15,(000) > 7% Py s, (0]0).

4217

Since Py, g, (00)+ P, g, (1/0) = 1, then the above inequal-
ities 1mply the following
(24a)

1 _ _
§+€ZV* Pis,(10) > 7F — 5 —e

=N =

1 . _
5—}—627* PX3|53(0|0)2’)/*—§—6 (24b)

From the law of total probability, the first condition in (22) is
equivalent to

S STPS ()P, s, (@1]51) Py, (w2ls2) Py s, (71 @ walss) <e,
s x1,%2

where Pg is the joint PMF of the sources with parameters
Oc; Ve, and

—— A
71 @2 T2 =1 @2 1 D2 2.

By considering the case in which s; = s3 = s3 = 0, the above
inequality implies that

€> Y T 5 Py,is, (@1]0) P, s, (22]0) P, (71 @2 22|0)

x1,T2

Zv

Z1,T2

1 ok 1 € €
> Z B (v = 5 €)P%, s, (21]0) Py, s, (22]0)

T1,T2
1 — 1
=5 0F=5-9);
where the third inequality holds from the bounds in (24). As a
result, these inequalities imply that ¢ > %(? — —) From
Lemma 2 and the continuity of the mutual information in total
variation distance [43], the second statement of the lemma
follows. [ |
Lemma 4: For the setup in Example 3, there exists
e > 0 such that any source triple (S1, Sz, S3) with parameters
(0 > 0,7 > ~* — ¢) does not satisfy the sufficient conditions
stated in Proposition 1.
Proof: We prove the lemma by a contradiction. Suppose
Ve > 0 there exist o > 0 and v > " —e such that the sufficient
conditions in Proposition 1 are satisfied. Consider the fourth
inequality in Proposition 1. Since o > 0 there is no common

part. Let U’ = Uy23U12U13Us3. Then, the following holds

Py 15, (@1]0) Py, g, (22|0) Py, o (21 @2 22(0)

h(y) + k(o) < R )I(X1X2X3;Y ', (@25
p(u’ u’'s
where
p(s,z,u’) = p(s)p(u)p(x1]s1,u")p(z2|s2, u')p(zs|s3,u).

Since U’ is independent of the sources, and appears in the
conditioning in the mutual information term, the inequality
in (25) is equivalent to

h(y) + h(o) < max I(X1X2X3:Y),

(z|s)

(26)

where p(s,z) = p(s)p(z1]s1)p(z2|s2)p(z3]ss). From
Lemma 3, the right-hand side in (26) is less than 2— H (N )—
for some o > 0 (which depends only on v* which is a function
of §). As h(v*) =2 — H(N), by the bound above,

h(7) + h(o) < h(v") -

Authorized licensed use limited to: University of Michigan Library. Downloaded on September 30,2020 at 14:07:01 UTC from IEEE Xplore. Restrictions apply.



4218

Thus, as h(o) > 0, we get that h(y) < h(y*) — a. By the
continuity and monotonicity of the binary entropy function,

"h(v*) —a) =" — M),

where A(a) > 0. Hence, as v > v* —e¢, then € must be greater
than A(«) which is a contradiction. |
Lemma 5: There exists a non-negative function o(~y) such
that 1) oo(y) > 0 for all v € [0,7*), and 2) any source with
parameters (7, o) satisfying 0 <y <~*, and 0 < 0 < g¢()
is transmissible.
Proof: For the setup in Example 3, the bounds given in
Theorem 1 are simplified to

v < h™

h(v) < I(X2 X3, Y[X151V1)  (27a)

h(o) < I(X1X9;YV[X353V3)  (27b)

h(v) + k(o) — ho xv) < I(X1X5; Y[ X25:V2)  (27c¢)
h(v) + h(o) < I(X1X2X5:Y). (27d)

Let E; ~ Ber(a), and set X; = V; @ E; and Xo =
Va, X3 = V3, where (V1, Vo, V3) are as in Theorem 1; that is
they are pairwise independent Bernoulli random variables with
joint PMF Py, v, v, = i]l{V}; = V1 @2V }. Next, using these
random variables, we further simplify the conditions in (27).

We start by the first condition given in (27a). The right-hand
side is simplified to

I(X2X3;Y|X15,V) =
- H(N)
= H((E1®2 V1 ©2 Va2) ®4 (V1 ©2 Vo) 4 N|E1, V1)
— H(N)
= P(E, =0) [H((Vi ®2 V2) &4 (Vi @2 V2) G4 N|V1)
— H(N)]
=(1—-a)(2-H(N)),

H((Xl Do XQ) Py X3 Py N|X1V1)

(28)
where the first equality holds as
Y =(X1©2X2) Py Xs®4 N

and X;,7 = 1,2, 3 are independent of the sources. The fourth
equality holds as H(X @©4 X ®4 N) =2 and

H((1®2 X) @4 X ®s N) = H(N)

when X is uniform over {0, 1}. Therefore, from (28), the first
condition gives hy(y) < 2 — H(N). This condition is always
satisfied for any v < ~*. This is due to the monotonicity of
the binary entropy function.

Next, we evaluate the second condition given by (27b).
Using a similar argument, the right-hand side of (27b) is
simplified to

I(X1X5;Y|X3553Vs) = H((X1 @2 Xa) @4 N|X3V3)
— H(N)
= H(El Dy N) —

H(N). (29

Hence, the second condition gives hy(o) < m1(c), where
m(a) & H(E; @4 N) — H(N). We show that ;(c) is
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strictly positive for all € (0, 3]. For that we have H(N) =
1+ $hy(26) and

HE  ®4N)=1+ = [hb(2a5)+hb( (1—-a)d+a)

>14= [hb(2a5) (1 — a)hy(20)],

where the first inequality holds due to the convexity of binary
entropy function and the fact that h;(1) = 0. Hence,
1
m(a) > i[hb(Qaé) — ahy(20)).

When § € (0, 1], the equality hy,(20:6) = ahy(26) holds if and
only if e € {0,1}. As a result of this and due to the convexity
of binary entropy, the strict inequality hy(2ad) > ahp(29)
holds.

For the third condition, the right-hand side of (27¢) equals
to

I(X1 X3 Y|Xz 82 V2) = H((Vi®2B1)04V2@4N ) ~H(N).

As for the fourth condition, the right-hand side of (27d) is
simplified to

I(X1 Xo X3;Y)=H(E1 &2 Vi @2 Vo) @4(V1 @2 V2) @4 N)

— H(N).

Since V4 and V4 @4 V4 are both uniform over {0, 1}, then the
above two terms are equal. Let

n2(r) £ 2 —

Note that 0 < n2(«) < 2 — H(N). Moreover, from Lemma 2,
na(a) is strictly positive for any o € (0,1]. With this
argument, the third and fourth conditions become

H((Vi @2 E1) @4 Vi ®4 N).

h(y) + h(o) = h(o*y) <2 - H(N) -
h(y) +h(o) <2—H(N) -

Since the right-hand sides are equal and h(o*~y) > 0, the third
condition is trivial.

As a result of the above argument, we obtain the following
sufficient conditions:

h(y) < (1 - )2 - H(N)] (30a)
h(o) < m(a) (30b)
h() +hio) <2— HIN) —ms(a)  (300)
For any v < ~*, inequality (30a) holds if

ho(7)

<1- .

ST ()
Note that 71(e) > 0 and n2(a) > 0 for all @ € (0, 1], and

11(0) = 1m2(0) = 0. Further, they are continuous functions of
a with limy—,0 7; () = 0,4 = 1, 2. Therefore, for any v < v*,
there exists g > 0 such that for any a € (0, ap), inequality
(30a) holds and
ho(Y7) =

hy(v) — n2(a) > 0.
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TABLE II

THE DECODING AND ENCODING PROCESSES FOR USER 1 IN BLOCKS ! =1,2,3
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T=1 =2 T=3
Decoding 1 Vi =0 Wa,.[1], Vi,[2] = ta; 1] WA, [2]> V1,[3] = ta, [2]
Decoding 2 — — (W2 117, W3, [1])
Encoding 1 Moy 11 = 1,upq Mo (21 = 1,upz) L1117, Mo, 131 = [£11], ups)
Encoding 2 w1 1], t1, (1) (Wa,[1]) W1 [2], t1,12] (W1 [2]) w1, [3], t1,[3)(W1,[3])
Encoding 3 | x1(upiy, by, (11, Va1, Wi,p1)) | *1(Ways b1,(215 Va2, Wi 2)) | xa(ugs), taqs), v, [s] W, [3])
4 e-typical sequences wf Without loss of generality assume that
7 the new message at the ith encoder is a sequence w¥ which is
A selected randomly and uniformly from A) (W;). In this case
M; =AY (W))],i=1,2,3.
oo(7) We generate three codebooks for each user at each block
[ € [1,L]. The codebook generations are described in the
following:
, Codebook 1: For each block [ € [1,L] generate M p;

Fig. 10. The parameters o and -« described in Lemma 5.

For any v < ~*, define

oo(y) = hb_l( max min {771(04),

0<a<1— el
sasl=755

h(") = ma(@) = (1) } ).

Note that the inequalities in (30) are satisfied for v < ~*
and ¢ = oo(v). Hence, from the monotonicity of binary
entropy function, these inequalities are also satisfied for o <
oo(7y). This implies that any source with such parameters are
transmissible. ]

The final step in our argument is as follows. Fix v &
(v* — €,7*), where € is as in Lemma 4. From Lemma 3,
the source with such v and the parameter ¢ = oo(y) > 0 is
transmissible; whereas from Lemma 4 it is not transmissible
using CES. Figure 10 shows the set of parameters whose
sources are transmissible.

APPENDIX C
PROOF OF THEOREM 3

A. Codebook Construction

We build upon a class of codes called Quasi Linear Codes
(QLCs) [46]. A QLC is defined as a subset of a linear code.
By definition, any linear codebook can be viewed as the image
of a linear transformation ¢ : IF’; — [y, where ¢ is a prime
number. In another words, the codewords of such a linear code
are ¢(u*), u” € F%. In this representation, a QLC over a finite

field I, is defined as
C £ {p(u):ueld}, 31)

where U is a given subset of FF. If ¢/ = F%, then C is a linear
codebook.

We begin the proof by generating a QLC for each user. Let
(W7, Wa, W3) be the random variables as in the statement
of the theorem. For a fixed ¢ € (0,1), consider the set of all

sequences randomly and independently according to ;. The
parameter My ) is to be defined later. Denote such sequences
by Uy (m), where m € [1, My ).
Codebook 2: At each user ¢ = 1,2,3 and for any vector
wk € FF, denote
ti(w)) 2 wiG e, b, i=1,23,

7

where G is a k X n matrix with elements chosen randomly
and uniformly from IF, and b} is a vector selected randomly
and uniformly from Fy.

Codebook 3: For each user ¢ = 1,2,3 and given
u" € U" and t",v" € [y generate M; sequences
randomly and independently according to the conditional
distribution []7_, P(-|u;,;,v;). Denote such sequences by
x;(u", t", v, m;), where m; € [1: M;],i =1,2,3.

Initialization: Note that we are using the following nota-
tion: the subscript with bracket || denotes the index of a
block, subscript without a bracket denotes the index of a user,
and in line bracket (-) denotes the index of a codeword in a
corresponding codebook. When it is clear from the context,
we drop the index of the codewords.

For block | = 0, set MQ[O} = 1. For block | = 1, set
Moy = 1,vi) = 0 for i = 1,2,3. For block [ = 2, set
MO,[Q] = 1. Let A € IE‘Z”, and by a;; denote the element
in ith row and jth column. By A;,i = 1,2, 3, denote the ith
column of A. At each block User ¢ intends to decode a linear
combination of the messages with coefficients determined

B. Encoding and Decoding

Block [ = 1: At block [ = 1, a new message
Wi € Agk)(Wi), i = 1,2,3, is observed by the ith
user. Given the message, the ith encoder calculates t;(w; 1]).
This sequence is denoted by t; 1. Next, the encoder sends
x;(upy, ti,), Vi), Wi,ny) over the channel. For shorthand,
we denote such sequence by x; [1). The encoding and decoding
processes in this block are shown in Table II.

Block | = 2:
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At the beginning of this block, each user receives Y as
feedback from the channel. User i,7 = 1,2,3, wishes to
decode the linear combination

WA, 1] £ a1;W1 1] D a2iWa [1] D aziws [1].
Since, Wi [1] is known at User ¢, then it finds a sequence
Wa, 1) € AW (Wa,lwi )
such that

(Wa,, )G ®ba,, Yy)) € A(Ta,, YIupy, 61,015 %1, 1)),
(32)
where

2 a1 W1 @ ag;Wa ® az; W,
£ a1;b1 @ az;be @ az;bs,
2 ay Ty @ agiTe ® azTs.

A decoding error Ej 97,7 = 1,2, 3, is declared if wa, 1) is
not found or is not unique. If it is unique, the encoder sets

Vi2] = Wa, [1G @® ba,.

Otherwise, v; ] is generated at random from Fy.

Next, a new message w; g7 = 1,2,3, is observed
at the ith encoder. Similar to the encoding process at
the first block, the ith encoder calculates ti[2) and sends
xi(u[Q],ti’[Q],vi’[g],wiy[g]). For shorthand, such sequence is
denoted by x; 7). The encoding and decoding processes in
this block are shown in Table II.

Block [ > 2: Each user performs two decoding and three
encoding processes in this block. It is assumed that each
encoder knows the common information given by u;_o) and
up_q). For [ = 3, this is clear because My 1)) = Moo = 1.
We will explain how this knowledge is acquired, and how uy
is generated after describing the decoding process.

The first decoding process is the same as the decoding
process in block [ = 2. At the beginning of the block [ > 2,
User 7 observes Y};_;) as feedback from the channel and
wishes to decode the linear combination

WA, [I-1] £ a1;W1 [i—1] D a2;Wa [1—1] D a3iW3 [1-1]-

This decoding process is the same as the one in block [ = 2;
it is successful, if the sequences VAVAh[l_l] is unique. Then,
the codeword v; [ is generated at User i, where i = 1,2, 3.
If the decoding process at User ¢,7 = 1, 2, 3, is not successful,
an error event Fj [ is declared and a codeword vy is
generated at random.

Next, we explain the second decoding process. Given
(Y[—2), Y[;—1)), User i decodes the messages of the other
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two encoders from block [ — 2. For that, User 1 finds unique
Wa 1—2] € Agk)(Wg) and W3 ;_g) € AE’”(W?,) such that the
conditions in (33), shown at the bottom of the page, hold,
where uj_),up_g), v4;—2) are known at the encoder from
the previous blocks and

oo St (Wi p_g),

fiz‘,[zfz] éxi (u[l72] i —2) Vii—2) VAVi,[zfz]%

~ A 2 N

X 1—2) = %q (W, b o), Vi p—2), Wi—2),

Vo 1—1] = (a1,2W1 12| B a2, 29Wa o) B a3 2 W5 1_2]) GEba,,
Va,1—1) 2 (a1,3W1 12D a2 3Wa o) Das sW3 12 ) GOba,.

If the messages are not unique, an error event will be declared.
This decoding process is repeated for User 2 and 3. With
these decoding processes each user obtains an estimate of the
messages of the other two users. By Ei,[l} denote the error
event in the second phase of the decoding process at User @
and block .

Next, the transmitters and the receiver generate a common
list of highly likely messages for block [ — 2. In what
follows, we define this list. For any triplet of the messages
(V~V1, W, V~V3) let

X 1—2)(Wi) £ % (up_o, t:(Wi), Vi 1—2), W)

where uj;_o) and v; ;9,7 = 1,2, 3, are known from previous
block. For shorthand denote

X(_g(W) £ (%Ki -2 (Wi))i=1,2,3’
i(ﬂ) = (ti(‘;"i))i:LQ,B'

Next, given the channel output Y[;_5), define the list of highly
likely messages corresponding to block [ — 2 as

Lll—2 2 {i € AU (Wi, Wa, Wa) + (Yo, o), Xy (W),

b(w)) € AM(V,0, X, 1)} (34)
where ﬂ £ (Wl,WQ,Wg), X £ (X17X2,X3) and i £
(Ty, Ty, Ts). Note that the set L[l — 2] represents the uncer-
tainty of the receiver about the transmitted messages at block
[ — 2. This list can be calculated at the transmitters as well as
the receiver. Set My, ;) = | L[l — 2]| as the size of codebook 1.
Index all members of L[l — 2] by m € [1, Mo ].

Suppose the decoding processes in the transmitters are
successful, which means the messages are estimated cor-
rectly. Suppose Wy [;_o), W3 ;o) are the estimated messages
at User 1. If (le[l,Q],VAVQ’[I,Q],VAV&[[,Q]) € ﬁ[l — 2], then the
first encoder finds its index (say mq) in L[l — 2]. Similarly,
User 2 and 3 find the index of their estimated messages (say
msg and mg). Since the decoding processes are assumed to be

a1 1wi 1—2) D a2 1Wa [1_2) D a31W3[1_9] = WA, [1-1],

(33a)

(’EQ,[Z—Q] s X2 [1-2], U3, (1-2), X3,[1-2], V2,[1-1]5 V3,[1-1], Y [1—-2], Y[l—l]) e A (T2X2T3X3V2V337Y|S1,[z—2] s S1,[1-1]s V2,[1-2]

V3 [i—2] Ui-1]; u[z_z]) (33b)
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TABLE III
THE DECODING AND ENCODING PROCESSES FOR USER I IN BLOCK [

block: [
Decoding 1 WA, [1-1] = aliwl,[l—lL@ a2iWa [1-1] @ a3iW3, [1-1]
Vi,i] =ta;.[1-1]
Decoding 2 (Wj,[1—2]> Wk,[1—2])
Encoding 1 L—21,up
Encoding 2 Wi ]t ) (Wi,[L])
Encoding 3 xi(upy, b, ], Vi, Wi i)

successful, these indices are equal, i.e., m; = mg = mg = m.
Therefore, the transmitters can calculate the corresponding
codeword in codebook 1, i.e., up(m). Note that the receiver
is not able to find m. This is because each transmitter knows
its own message and has less uncertainty comparing to the
receiver. The objective of Codebook 1 is to resolve the
uncertainty at the decoder.

The next step is the encoding process for block [ which is
similar to the previous blocks. Given a new message w; [2],7 =
1,2,3, at User i, the sequence t;; is calculated and the
codeword x; (up;, t; 31, Vi, i), Wi 1)) is sent to the channel. For
shorthand, the transmitted codeword is denoted by x; ;. The
encoding and decoding processes in this block are shown
in Table II and III.

Decoding at block l: The decoder knows the list of highly
likely messages. This list is L[l — 2] as defined in (34). Given
Y} the decoder wishes to decode Uy using which it can find
the transmitted messages at block [ — 2. This decoding process
is performed by finding an index m € [1 : M ] such that

(U[l,m]7 va) S Agn) (Ua Y)

If the index is not found or is not unique, then an error event
Eq [y is declared.

C. Error Analysis
There are three types of decoding errors:

1) Error in decoding the linear combination of the mes-
sages, i.e., F,1=1,2,3,1 > 2.

2) Error in the decoding of the messages of the other
encoders, i.e., Ei’m,i =1,2,3,1 > 3.

3) Error at the decoder, i.e. Egp),1 > 3.

The total error probability is the probability of the union of
above error events:

P.=P{ |J(Bany

1>2
<B]P’{Ed U [Ui \Eis UE,BJ}
<B P{Ui 1Eis U Eis }

+ B P{ By | My Bo NSy |

i{P{E 1+ P{Eygs | Eggy)]

U {U?:lEi,[l] U E@[l]})

=1
+ B P{Ey ‘ N By N By} 69
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where B is the number of blocks. The first inequality holds due
to the union bound on [ and the fact that [ does not change the
probability of the error events. The second and third inequality
hold because P(A|J B) < P(A) + P(BJ|A®) and the union
bound on ¢. Using standard arguments for each type of the
errors we get the following bounds:

The probability of the first type of the errors (P{E; 5})
can be made arbitrary small for sufficiently large n, if for any
distinct 4, j, k € {1, 2,3} the following bound holds:

K - (51(6).

—H(Wa,

n
The argument follows by standard error analysis for decoding
wa, at User i. At User ¢, with probability sufficiently close
to 1, wa, satisfies (32). Hence, to analyze Ei7[3}, it suffices
to find the probability that a codewrod WA, # wa, satis-
fies (32). Note that w; is known at User i. Hence, there are
approximately 2F7(Wa:IWi) ¢ typical sequences Wa,. From
standard arguments, one can show that the probability that
each of such sequences satisfies (32) is approximately equals
to 2~ where I is the mutual information on the right-
hand side of (36). Therefore, the error probability P{F 3}
approaches zero, if (36) is satisfied.

The probability of the second type of the errors given by

P{Ei’[gﬂEZ[S]} approaches zero for sufficiently large n, if

k ~ o~ o~ o~ o~ o~ ~ ~
EH(W]‘,WHW“WAJ § I(TJXJT]CX]C,YY|U51USJ/]V]€)

— G2(e). (37)

For this type of error it is assumed that the linear combi-
nation wa, is decoded correctly. Hence, one needs to find
the probability that (33) is satisfied for a pair (W;, W) #
(w;, wy). There are approximately 2F7(Wi:WelWi.Wa,) guch
jointly typical pairs satisfying (33a). The probability that any
of such pairs satisfies (33b) is sufficiently small for large
enough n if the following inequality holds

k
_H(W37Wk|Wz7WA)

(36)

) < I(Ta,; YUTViX)

I(T; X; T X Vi Vi; YY |US:US:V; Vi)
— ds(e).

The mutual information above equals to the one in (37). This
is due to the fact that V; = TA“ as stated below the equation
in (10). [ }

The third type of error (P{Ey, 3] ﬂle Ef 5 N Ei[g]})
approaches zero, if |L[l]| < 27/(UsY) Tt can be shown that
for sufficiently large n,

P{|£[l]| < QnmaxEC(12.) FB+°<6>} >1-¢

where for any B C {1,2,3}

N

Fg 2 EH(WB) — I(Xp; Y|USp Vi, Va, V). (38)

Therefore, the probability of third type of the errors
approaches zero with rate 279 for § € (0, 1) and sufficiently
large n, if the following bounds hold for any subset B C
{1,2,3}:

Fg <I(U;Y) =6 = ofe),
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Using the definition of Fi in (38), the above bounds are
equivalent to the following:

k o
EH(WB) < I(Xp;Y|USBV1, Vo, V3) + I(U;Y)

—5—ole), VBC{1,2,3} (39)

Consequently, if the bounds in (36), (37), and (39) are satisfied
for a fixed § > 0, then, from the inequality in (35), we obtain

P.<7TxBx2™

Hence, if B grows sub-exponentially as a function of n, then
P. — 0 as n — oo. Note that the effective rate of our coding
scheme is

1 k
R; & —log, M; =—H(W;), i=1,2,3.
n n
Therefore, from the bounds in (36), (37), and (39), a rate triplet
(R1, Ra, R3) is achievable if there exist a € (0, 1) and random
variables W,., T}, V., X,., T, W,Xr, r =1,2,3, distributed as

described in Theorem 2, such that

H(W,

i)
aH(WA [W;) SI(TAi;Y|U7}ViXi),
(Wj,Wk|WA, D <I(T X Ty Xi; YY|USUS Vi Vi),
H(Wp) <I(Xp; Y|USp: Vi, Vo, Va)+I(U;Y)

APPENDIX D
PROOF OF THEOREM 4

We begin the proof by the following lemma.

Lemma 6: For the channel given in Example 4, the rate
triple (1 — h(5),1 — h(d),1 — h(d)) is achievable.

Proof: The proof is given in Appendix E-A. [ ]

Remark 4: The triple (1—h(4),1—h(5),1—h(J)) is a cor-
ner point in the capacity region of the channel in Example 4.
This implies the optimality of the above coding strategy in
terms of achievable rates.

The above coding strategy is different from known schemes
in two ways: 1) Identical linear codes are used to encode the
messages, 2) The third user uses feedback to decode only the
binary sum of others’ messages.

One implication of Remark 4 is that the proposed coding
scheme achieves optimality. We show a stronger result in this
Subsection. We prove that every coding scheme that achieves
(1 —h(d),1 —h(d),1 — h(d)), should carry certain algebraic
structures such as closeness under the binary addition.

Suppose there exists a (N, My, Ma, M3) transmission sys-
tem with rates close to R; = 1— h(d), and average probability
of error close to 0, in particular

P <, %logg M, >1—h(0)—¢ i=1,2,3,
where € > 0 is sufficiently small. Since there is no feedback
at the first and second encoder, the transmission system
predetermines a codebook for user 1 and 2. Note that there
are two outputs for encoder 1 and 2. Suppose C12 and Cao are
the codebooks assigned to the second output of encoder 1 and
encoder 2, respectively.
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Let XX be the second output of encoder i, where
1 =1,2,3. Let X;2; denote the /th component of X N, where
1 <1< N, i=1,2,3. The following lemmas hold for this
transmission system.

Lemma 7: For any fixed ¢ > 0, define

Iév = {l S [1 : N] : P(X327l 7é X127l D XQQJ) > C}.

Then, the inequality % < % holds, where 7(¢) is a
function such that, 7(e) — 0, as € — 0.
Proof: The proof is given in Appendix E-B. [ ]

The Lemma implies that in order to achieve (1 — h(d),
1—h(d),1—n(0)), the third user needs to decode X12;PBXa2
for “almost all” [ € [1 : N|. This requirement is necessary to
insure that the channel given in Figure 9 is in the first state.

In the next step, we use the results of Lemma 7, and drive
two necessary conditions for decoding X2 & Xoo.

Lemma 8: The following holds

1
~| 108[C2 & Cos|| = log [|Caa| | < Ma(e),

1
~| 10811C12 @ Cas|| —Tog |[Coa| | < Aa(e),

where \;j(¢) — 0,as € — 0,j =1,2.
Proof: The proof is given in Appendix E-C. [ ]
As a result of this lemma, log||C12 @ Ca2|| needs to be
close to log ||C12|| and log ||C22||. This implies that C12 and Ca2
possesses an algebraic structure, and are almost close under the
binary addition. Not that for the case of unstructured random
codes [|C12 @ Caz2|| = ||Ci2|] X ||Ca2||- Hence, unstructured
random coding schemes are suboptimal in this example.
Remark 5: The three-user extension of CL scheme is sub-
optimal. Because, the conditions in Lemma 8 are not satisfied.

APPENDIX E
PROOF OF LEMMA 6 TO 8

A. Proof of Lemma 6

Outline of the proof: We start by proposing a coding
scheme. There are L blocks of transmissions in this scheme,
with new messages available at each user at the beginning of
each block. The scheme sends the messages with n uses of the
channel. Let Wf;[l] denotes the message of the ith transmitter
at the /th block, where i = 1,2,3, and 1 <! < L. Let Wﬁ[z]
take values randomly and uniformly from IF’“ In this case,
the transmission rate of each user is R; = *,7 = 1,2,3. The
first and the second outputs of the ith encoder in block lis
denoted by X?L[l] and X?2,[l]’ respectively.

Codebook Construction: Select a k xn matrix G randomly
and uniformly from F5*". This matrix is used as the generator
matrix of a linear code. Each encoder is given the matrix G.
Therefore, the encoders use an identical linear code generated
by G.

Encoder 1 and 2: For the first block set X7, n] = 0, for
i = 1,2, 3. For the block /, encoder 1 sends X7, 0= W’f [l]G

through its first output. For the second output, encoder 1 sends

X 1-1] from block I — 1, that is X7, o= X?l.[l—l]'
Simi{arly, the outputs of the second encoder are X;ﬁ:[z] =
WIQC,[I]G’ and ng,[z] = X&,[z—u-
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Encoder 3: The third encoder sends X31 10 W G
though its first output. This encoder receives the feedback
from the block [ — 1 of the channel. This encoder wishes to
decode Wk 1i-1] @ng[l—YU using Yf[l_l]. For this purpose, it
subtracts X7 31,11 1] from ?,[l—l]' Denote the resulting vector
by Z". Then, it finds a unique vector W* € F% such that
(WFG,Z") is e-typical with respect to Pxz, where X is
uniform over Fy , and Z = X & ]\75. If the decoding process
is successful, the third encoder sends Xgl[l] = w[l 1]
Otherwise, an event EL[I] is declared.

Decoder: The decoder receives the outputs of the channel
from the [th block, that is Y{L 0 and Y2 Uk The decodlng
is performed in three steps. First, the decoder uses Y, [l]
decode WL[l—l] and W 2,1-1]" In particular, it finds unique
wh Wk € F% such that (W’fG,\?V’QCG,Y;m) are jointly
e-typical with respect to Px,, x,,v,. Otherwise, an error event
E5 iy will be declared.

Suppose the first part of the decoding process is successful.
At the second step, the decoder calculates X7 li— 1] and
X21 11" This is possible, because X7, 1) and 5 J[=1]
are functions of the messages. The decoder then subtracts
Xll,[lfl] @ X21,[171] from Y7 Lp—1]- The resulting vector is

Y = X5 gy © N

In this situation, the channel from X3; to Yisa binary additive
channel with § as the bias of the noise. At the third step,
the decoder uses Y™ to decode the message of the third user,
ie., W§7[l_1]. In particular, the decoder finds unique W% €
F% such that (W5G,Y™) are jointly e-typical with respect to
Py, v Otherwise, an error event Ej3 ;) is declared.

Error Analysis: We can show that this problem is equiv-
alent to a point-to-point channel coding problem, where the
channel is described by Z = X @& N;. The average probability
of error approaches zero, if % <1 — hyp(9).

Suppose there is no error in the decoding process of the
third user. That is Ei[l] occurs. Therefore, with probability
one,

Xo,1 = X5, © X5 -

As a result, the channel in Fig. 9 is in the first state. This
implies that the corresponding channel consists of two parallel
binary additive channel with independent noises and bias
0. Similar to the argument for F4, it can be shown that
P(Ey|Er ) — 0,if £ < 1 — hy(8). Lastly, we can show
that conditioned on Ei[z] and Ei[l]’ the probability of Ej3
approaches zero, if £ <1 — hy(6).

As a result of the above argument, the average probability
of error approaches 0, if % < 1—hy(9). This implies that the
rates R; = 1 — hy(0),4 = 1,2, 3 are achievable, and the proof
is completed. n

B. Proof of Lemma 7

Proof: Let R; be the rate of the ith encoder. We have
R; > 1—hy(d)—e. We apply the generalized Fano’s inequality
(Lemma 4.3 in [17]) for decoding of the messages. More

4223

precisely, as P < ¢, we have
1

@1@2@3

By the definition of the rate we have

H(My, My, M3|[Y™N) < h(P) < h(e)

1
Ry + Ry+ Rs = NH(M17M2,M3)

1
< NI(MlaM%MB;YN) + o(e)

N
1 1
= HOY) = DD HOY' ™ s, 00) o)
(@) 1 N
~HYT)
N
_lZH(mYH X4, XL XL My, My, M) + o(e)
N ) A%y A3y A3, AL, LVE2, LV
=1
® 1 L ¢
= FHOYN) = 5 D HM[Y'™ XX XE) + ofe)
=1
© 1 1 ZN
N ( ) Nl:1 (Y11 X1,, 2,0 3.1) +o(e)
@ 1Y
< 3= 5 D0 HYI|X11, Xou, Xaa) + oe) (40

where (a) holds as X} is a function of (Y™, M;),j =

2,3, equality (b) is due to the fact that conditioned on
(Y1, X4, XL XL) the random variable Y; is independent
of (My, My, Ms3), equality (c) is because of (7), and lastly,
inequality (d) holds as Y is a vector of three binary random
variables which implies that

1 N
I < 3.
HYN) <3

Let P(X32; # X121 ® X12,) = qi, for [ € [1
qi = 1 — q;. We can show that,

HY| X1, X2, X3,) =

: NJ]. Denote

(1 +2q)hs(6) + 2q;.

We use the above argument, and the last inequality in (40) to
give the following bound

N
1
Ri+Ry+ Ry <3— Z 1+ 24,)hy () + 2q1] + o(e)
l=1

Zqz+o

- e). Therefore,

1
=33 hy(0) + 52(1 — h(6

By assumption Ry + Ro + Rz > 3(1 — hp(9)
using the above bound we obtain,

qu S

where (a) holds, because we remove the summation over all
1 ¢ IN. We defined ZV as in the statement of this Lemma.
Note that if [ € Iév , then ¢; > c. Finally, we obtain
Iz 3¢ + o(e)
N 7 2c¢(1-hp(d))

3e+ o(e
(1—hb

Z qi,

lEIN
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C. Proof of Lemma 8

Proof: Let IV be as in Lemma 7. The average probability
of error for decoding X{¥ @ X2 is bounded as

N
_ 1
P. = = 3 P(Xan # X120 ® Xaa)

=1

1
=N Z P(X321 # X12, © Xa21)
leTN

1
+ Z P(X321 # X121 @ Xa2,1)
1g Ly

Icl)

B

=(1- C)@ +
n(e)
== 5m—ni)

As aresult as € — 0, then P, — ¢. Since ¢ > 0 is arbitrary, P,
can be made arbitrary small. Hence, for any ¢’ > 0, and there
exist € > 0 and large enough N such that P, < €. Note that
X4 is a function of Mz, Y{",Y{y and Y22 Next we argue
that to get P, < ¢, it is enough for X2} to be a function of
M3, YN. More precisely, given X3, the random variables
Y12, and Yag; are independent of Xi9; @ Xa9 ;. To see this,
we need to consider two cases. If X32; = X12; ® X292, then
the argument follows trivially. Otherwise,

Yio, = X121 ® Nyyg,

+c

where Ny, ~ Ber(1/2), and it is independent of X .
Hence in this case, Yo is independent of X5 ;. Similarly,
Y22, is independent of X ;. By subtracting X2\ from YV,
we get

zN &2 xNao X o NV,

Next, we argue that the third encoder uses Z to decode XY
ng Since M3 is independent of M7 and Mo, it is independent
of le XD 2 for j = 1,2. Therefore Z¥ is independent of Mj.
Hence, X 3p 18 functlon of ZV. Intuitively, we convert the
problem of decoding X{Y{ @& XX\ to a point to point channel
coding problem. The channel in this case is a binary additive
channel with noise N5 ~ Ber(d). In this channel coding
problem the codebook at the encoder is C12@®Cao. The capacity
of this channel equals 1 — h;(4). Since the average probability
of error is small, we can use the generalized Fano’s inequality
to bound the rate of the encoder. As a result, it can be shown
that

1082 [[C12 © Cazf| < 1 = hs(8) + n(e), 41
where 7(e) — 0 as € — 0.
Lemma 9: The following bound holds
1
~ 1085 [[Cial[ = 1 — i (6) — ;(e), 42)

N

where j = 1,2 and 7;(¢) — 0 as ¢ — 0.
Outline of the proof: First, we show that the decoder must
decode Mj from YV. We argued in the above that X2} is
independent of M3. Hence, the message M3 is encoded only to
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XN Since X3 is sent though the first channel in Example 1,
the decoder must decode Mz from Y;V. Next, we argue that
the receiver must decode M; and M, from Y3 and Yy,
respectively. Note that the rate of the third encoder is 1—hy, (5 ),
which equals to the capacity of the first channel given X{¥ 1 @
X21 Therefore, the decoder can decode Ms, if it has XY @
XN. Hence, the decoder must reconstruct X1} @& X2 from
the second channel. It can be shown that this is possible, if the
decoder can decode M7 and M5 from the second channel. As a
result, from Fano’s inequality, the bounds in the Claim hold.

|
Finally, using (41) and (42) we get
1 1
0 < <7 10gy [[C12 ® Caz| — == log, [|Cjal| < n(€) +;(e),
N N
where j = 1,2. This completes the proof. [ ]
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