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Abstract—On the one hand, edge computing has the advantage
of distributing the load to the edges of a computer network. Local
computation at the edge is bandwidth-efficient and anonymous.
On the other hand, cloud computing is the choice when it
comes to computationally demanding tasks and big data. In this
paper, we argue for edge-cloud computing (which blends the two
together) with an experimental study on the impact of execution
location on application performance. We answer the question of
how to determine whether it should compute a task at the edge
or on the cloud and what the criteria are. We analyze the factors
of response time, memory space, data availability and privacy
policy. We experimentally evaluate the impact of these factors
on execution location based on a network visualizer software.

Index Terms - location of execution, edge computing, cloud
computing

I. INTRODUCTION

In half a century, computing has evolved from centralized
mainframes, which operate under the time-sharing model,
to networked computers under the client-server model, then
back to centralizing hardware, software, infrastructure and
IT support in huge data centers. Recently, it reverses again
towards the edge of the Internet under a new model of edge
computing [4]. By moving computation to where the users
are and where the data is produced, the edge computing
model is very appealing in reducing application response
time, improving user experience, saving bandwidth cost, and
enhancing data privacy [1]. It is defined as “a paradigm
in which resources for communication, computation, control
and storage are placed at the edge of the Internet, in close
proximity to mobile devices, sensors, actuators, connected
things and end users.” [2]

While edge computing sits on one end of the spectrum,
the other end is cloud computing, which offers a flexible,
reliable and cost effective infrastructure to end-users. In-
between, there are other models that take advantage of both
edge and cloud computing [13], [15], [18]. Platforms such as
cloud offloading extenuate the heavy load of computationally
demanding applications from the edge machines and shift it
towards the more capable data centers [3]. There are two chal-
lenges in these edge-cloud models: One is how to determine
which components of an application program should run at the
edge devices and which components should run on the cloud.
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The other problem is how to execute a program with some
of its components stored at different locations. The second
problem has been extensively studied in the literature, in the
form of cloud offloading, mobile cloud computing and mobile
edge computing. In this paper, we focus on the first problem
through an experimental study to confirm the importance of
allowing the flexibility in location choices for application
tasks.

We first establish the factors that contribute the most to
determining whether a component should be executed at the
edge or in the cloud. We then carry out an experiment-based
investigation to evaluate the impact of execution location on
application performance. We use a software system developed
in our lab as the experimental platform. Our experiments
confirm the hypothesis that if the data is available to both the
edge and the cloud, it is beneficial to partition the tasks and
execute them either at the edge or in the cloud to optimize
the application response time. In particular, low-complexity
tasks are faster processed using only the edge device, but
for high-complexity tasks, the cloud often outperforms the
edge by far, even after including the communication time for
exchanging the tasks and their results between the edge and
the cloud. Moreover, we show that depending on data size and
location, space restrictions and time constraints, computation
tasks within the same application can benefit from both edge
computing and cloud computing.

The rest of the paper is structured as follows: In Section
IT we present the background to our work and in Section
IIT we examine the different factors that are significant for
the decision of the location of execution of an application.
In Section IV we conduct a set of experiments, in order
to determine which parts of the same application are better
executed on the cloud and which perform better when they
are executed on an edge machine. In Section V we explain
the similarities and differences between our work and virtual
machines, cloud offloading and edge computing. Finally, we
draw the conclusion and discuss our future work in Section
VL

II. BACKGROUND

For today’s software development, the distinction between
an application running in the cloud and an application run-
ning at an edge device is clear — the software is designed
according to the resource constraints, the data privacy policies
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and the response time requirements specific to the machines
that the app is intended for.

On the one hand, when a client machine sends a request
to be computed in the cloud, time has to be spent for the
request to be packed and propagated to the cloud and also for
the results to be sent back to the client machine. Therefore,
for low-complexity tasks, it may be preferred to execute the
tasks at the client (edge). In addition, there may be strict
delay constraints on the tasks or privacy requirements on data
transfer, which prevent certain computations from being done
in the cloud.

On the other hand, there are tasks that are not suitable
for local execution. For example, when applications perform
complex computation or process big data, the client (edge)
machine may not possess sufficient storage, RAM and pro-
cessing power to finish the tasks on time. In such cases,
cloud computing is preferable as it offers virtually unlimited
resources.

Now consider an application with tasks which can be
executed either locally or in the cloud. Suppose there are a mix
of trivial and complex tasks that are user-interactive. Further
suppose that its input consists of both small and large amounts
of data, with some data stored locally and other data in the
cloud. For locally stored data, there are two main reasons:
1) It is collected locally and it is bandwidth-efficient to store
locally, and 2) there may be a privacy policy that prevents the
data from being uploaded onto the cloud.

For such an application (like the one used in our experimen-
tal study), an integrated edge-cloud computing model appears
to be desired, with some tasks running locally at the edge and
other tasks running remotely on the cloud. The question that
we want to answer in this paper is which factors will impact
the decision on execution location. To answer the question,
we will first give our hypothesis on a list of factors and
perform an experimental study to investigate the validity of
the hypothetical factors.

III. FACTORS ON EXECUTION LOCATION

The purpose of this paper is to establish some basic facts
underlying the principles in determining which location each
part of the application should be executed at. Our method
is to use an experimental study to examine the impact of
various factors on the choice of execution location and the
resulting application performance. Before carrying out the
experimental investigation, in this section, we analyze several
potential factors including response time, memory space, data
availability and privacy policy. We conjure through reasoning
their possible impacts, which will be verified through experi-
ments in the next section.

A. Factor 1: Response Time

Response time is a key factor on user experience with ap-
plication performance. To choose between whether executing
an application component at the edge or in the cloud, one
deciding criterion is which choice results in shorter response
time. On the one hand, if it takes more time for the edge to
complete processing than the combined time of processing at
the cloud and transferring the result back to the edge, we shall
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let the cloud do the computation for smaller response time to
user requests. With the backup of cloud computing, the edge
device can appear to users that it has unbounded computing
scalability. On the other hand, if it takes less time to compute
at the edge, we shall do so. More specifically, consider a
computation A = {ay,as,...,a,}, where a;, 1 < i < n, are
tasks of A. Suppose that task a; takes x time to compute on
the edge device and y time to compute on the cloud, where
x > y due to the cloud’s superior resources. Suppose that it
takes z time for the edge device to pack the request and send
it to the cloud, and 2’ time for the result to be sent back. By
properly determining the execution location, we can control
the execution time of a; to min{z,y + z + 2’}. In order to
learn whether certain computation is faster at the edge or on
the cloud, we need to perform the computation on both until
adequate execution data (such as x, y, z and z’) are collected.
Based on them, future decisions on the placement of execution
will be made.

B. Factor 2: Memory Space

Memory space is another factor in considering execution
placement especially for resource-limited edge devices. If
a computation requires more system memory than what is
available on an edge device, or if it produces too much data
for the device to store in its permanent storage, we will need
the cloud to process the data instead. In our experimental
platform, this scenario is prominent. However, the amount of
system memory or disk space needed by a computation task is
often not known before hand. Therefore, whether to execute
the task at the edge or the cloud due to the space factor may
not be pre-known. In this case, we need, again, to collect
execution data on space usage by running tasks on both edge
and cloud initially or periodically for updates.

C. Factor 3: Data Availability

Data availability is an important factor for execution lo-
cation, considering the overhead of data transfer. When data
is produced at an edge device (such as a camera), it makes
sense to process the data at the edge. However, if that device
does not have adequate resources (such as system memory)
for processing the data, or it takes an excessive amount of
time to complete the task, an alternative will be transferring
the data to the cloud and processing it there. There also exist
situations where data is stored on the cloud, not at the edge.
For example, when a user runs an application which displays a
network traffic map, the traffic data generated from the routers
will be likely stored at the server. In this case, it is natural to
execute data-processing tasks by the server and transfer the
results to the user’s computer for display. More complicated
is the situation where partial data is at the edge and partial
data is at the cloud. We will have to either move the data to
one location or partition the computation between the edge
and the cloud.

D. Factor 4: Data Privacy Policy

Finally we consider data privacy. Applications often process
private data, such as the name, location, Social Security
Number or medical records of an individual. For these types
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of applications privacy concerns arise as to whether the data
should be transferred to a data center or stay at the edge. A
data privacy policy may restrict the transfer of data entirely or
partially, which should be factored into the consideration of
which processing tasks are performed locally and which are
performed remotely with appropriate data transfer.

In practice, the location of execution is likely to be affected
not by just one factor, but by multiple ones. In other words, in
order to determine where to perform a computation, we need
to consider where the data is, whether the edge has sufficient
system memory, whether it will take the edge too much time
to finish, and whether there is a policy that will dictate the
location of computation.

IV. EXPERIMENTAL STUDY

We perform an experimental study on the importance of
execution location and how the factors in Section III will
impact on the decision of execution placement.

A. Experiment Platform

The experimental platform is a software developed in our
lab, called network visualizer, which captures network traffic
data, processes them, and answers user queries on communica-
tion patterns and statistics in graphical presentation. Our data
sets are raw traffic records from campus routers. To support
the experimental study in this paper, the software is made to
run in two modes: the edge mode where processing/querying
tasks are performed at an edge computer, and the edge-cloud
mode where processing/querying tasks are offloaded from
the edge to the cloud. The experiments are performed by
comparing the performance of the two modes to demonstrate
the importance of execution location. With the two modes
together, we will be able to divide tasks between the edge
and the cloud.

The software supports three types of tasks. (1) Queries:
given a source (e.g., continents, countries, ISPs, subnets,
individual IP addresses, etc.) and a destination, answer fine-
grained traffic statistics. (2) Attack Analysis: identify attacks
(e.g., scanning, worms, and DDoS attacks). (3) Traffic Pro-
cessing: parse raw traffic records to set up the data structures
for queries. The tasks we perform with this application vary
significantly in demand for computation, system memory and
data, offering a suitable test case for collaborative edge-cloud
computing.

We use a desktop to emulate an edge device from which
a user accesses network statistics and a high-power server
to emulate the cloud, which provides large backup resources
for the edge. The desktop edge device runs on an AMD FX-
8350 CPU with 8GB of RAM, Windows 10 64-bit and a hard
drive of 1 TB. It uses a commercial 100 Mbps download /
10 Mbps upload internet connection to communicate with the
server, which is located 5 miles away from the edge device.
The server is equipped with an Intel ES-2643v4 CPU, 256
GB of RAM, Linux Ubuntu 18.04 LTS 64-bit, and several
hard drives of total 24 TB. The network traffic records we
use in the experiments are 21.7 GB, collected over a span of
2 hours, with 68 million TCP flows of 4.5 billion packets.
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Raw traffic data are compressed NetFlow records. We parse
them into a complex internal data structure (discussed further
in this section), where we store all the IP addresses/prefixes
that correlate to continents, countries, ISPs and organizations.
We map the IP addresses/prefixes in the NetFlow records
to their owners for display purpose. We categorize the in-
formation from traffic records in a hierarchical structure of
hashmaps. The total setup time it took the desktop to parse
all of our traffic records into the hashmaps was 2.4 hours,
while the server needed 112 seconds for the same setup.

For the experiments of this paper, the network visualizer
software we developed is specifically designed to implement
several functions, with the goal of proclaiming the behavior
of various systems in different situations that could be en-
countered in a day-to-day use. Although only one simulation
software was used, the internal data structure is designed to
demonstrate the benefits and drawbacks of the edge and edge-
cloud modes in situations where all four factors (response
time, memory space, data location and privacy policy) are
considered.

Also, in order to provide clarity about the experimental
process, it is important to provide further explanation about
the internal data structure and functionality of our software.
Initially, we correlate all the IPs to their respective ISPs. For
example, when the user poses queries such as “Visualize the
connections between a specific campus IP and the Google
ISP” (Table I, Query 12), our software will provide an
interactive graph of connections between the campus IP and
all the IPs that are owned by Google. The information of
which IPs belong to which ISP has been loaded into the
system memory during the setup period mentioned above.
More specifically, the software will show the duration of the
connections, the number of packets transferred and the total
size of information exchanged. Subsequently, the user can
choose to click on one of the provided IPs and the network
visualizer will show the details of that specific connection.

Furthermore, we correlate the ISPs to the countries they
belong to. Based on that categorization, if the user requests
the visualization between a campus router and Canada (Table
I, Query 8), the software will provide them with a graph that
shows every Canadian ISP which has been used to provide
communication with the requested campus router. Finally, we
follow the same categorization pattern to correlate countries
with continents for queries such as Table I, Query 5.

B. Response Time

Table I shows the response time for a list of queries under
both the edge mode and the edge/cloud mode. The first column
is the query number, and the second column gives the source
and the destination of each query. The third column, Edge
Mode, shows the response time when queries are processed
at the edge where all data are stored at the edge as well. The
fifth column, Edge-Cloud Mode, shows the response time of
processing the queries in the cloud, including the time it takes
the edge to send the query to the cloud and the time it takes
the cloud to send the result back. Under this mode, all the
raw data is stored on the cloud.
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Query Source-Destination Fdge &Z?;nsfiggl?ecgiz) Mode
1 All Campus Subnets - All Continents 15 94
2 Subnets behind Campus Router 1 - All Continents 16 125
3 All Continents - Subnets behind Campus Router 1 2797 187
4 Campus [P 10.248.91.67 - All Continents 16 125
5 All Campus Subnets - Countries in North America 4323 140
6 Subnets behind Campus Router 1 - Countries in North America 2187 141
7 Campus [P 10.248.24.67 - Countries in North America 0 125
8 Subnets behind Campus Router 1 - ISPs in Canada 31 218
9 Campus IP 10.248.22.165 - ISPs in the United States 15 78
10 All Google LLC IPs - All Campus Subnets 60 109
11 Subnets behind Campus Router 1 - All Google LLC IPs 48 94
12 Campus IP 10.248.29.53 - All Google LLC IPs 13 125
13 1P 8.8.8.8 - All Campus Subnets 11 78
14 IP 8.8.8.8 - Subnets behind Campus Router 1 9 125

TABLE I
RESPONSE TIMES OF TRAFFIC QUERIES

In our first query of Table I, we request the traffic statistics
between all the campus subnets and the rest of the world. This
query takes 15 ms to complete under the edge mode and 94
ms under the edge-cloud mode. It is clear that such a query
should be performed at the edge without going through the
cloud. Even though we measured that the time it takes for the
server to compute the task is only 2 ms, the communication
time makes the edge-cloud choice slower.

However, in other cases such as query 5, we request the
statistics between all the campus subnets and the continent of
North America. Our software has to produce the statistics be-
tween all campus subnets and all countries in North America,
create a graph with the information, and display it to the user.
It takes 4323 ms to complete the query under the edge mode,
whereas it takes only 140ms to complete under the edge-cloud
mode, which includes the communication time. For this task,
we prefer the query to be processed remotely in the cloud.

Although some of the queries in Table I seem to have
similar Source-Destination pairs with different response times,
it is important to explain which calculations take place after a
query is posed. For example, the queries 2 and 6 from Table
I might seem similar but they have very different response
times. In the case of query 2, it takes the Edge Mode 16
ms and the Edge-Cloud Mode 125 ms to provide the answer.
On the other hand, in the case of query 6 it takes the Edge
Mode 2187 ms and the Edge-Cloud Mode 141 ms to answer
the query. As mentioned in Section IV-A, in query 2 the
system only has to process data from the seven continents after
fetching the data from the main memory. The calculations of
which connections have taken place between which specific
countries, ISPs and IPs have already taken place during the
setup time. The system merely has to process the aggregate
data from only seven sources. In comparison, the calculation
that takes place in query 6 is vastly larger. The system has
to calculate the duration of the connections, the number of
packets transferred and the total size of packets for all 23
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countries of North America. Additionally, it is not surprising
that the system processes a large volume of data when the
query has North America as its destination, since most packets
are transferred within the United States.

The same observation is true for the queries 2 and 3, where
there is a large gap between their respective response times.
They are seemingly the same query with reversed source and
destination. However, the distinction between the source and
destination makes a big difference. In the case of query 2,
the system performs a lookup between campus router 1 and
the seven continents. In the case of query 3 the system has to
perform a lookup for far more than seven components, since
there are several subnets behind campus router 1.

Overall, Table I demonstrates the significant impact of
execution location on query response time. There are queries
that save more than an order of magnitude in response time
by executing on the cloud instead of at the edge. There are
other queries with multifold reduction in response time when
executing at the edge instead of on the cloud. Therefore, it is
highly beneficial for an application to have the flexibility of
choosing the location of execution for its tasks.

C. Memory Space

Memory space is another important factor in the decision of
execution location. In contrast to the response time discussed
in the previous Section, where a computation might take a
long time to complete, if a task requires more system memory
than what is available on the edge machine, the computation
will not be completed at all. In this Section we explore the
effect of limited system memory on an edge machine, by
making requests on the network visualizer software that are
more demanding than those of Table I.

During our testing there were some cases (presented at
Table II), where the edge machine run our of system memory
when operating as a standalone, since 8 GB of RAM was not
enough for the computation. For example, the first query of
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Query Source-Destination B d(;;;[};(l;espon]:z;-ngo(urgsl)\do Ie

1 All Campus Subnets - ISPs in the United States Out of Memory 1234

2 ISPs in the United States - All Campus Subnets Out of Memory 125

3 ISPs in the United States - Subnets behind Campus Router 1 | Out of Memory 94

4 All Campus Subnets - All Google LLC IPs Out of Memory 422

TABLE II
QUERIES THAT CAUSED AN OUT OF MEMORY ERROR
Attack | Threshold Query Response Time (ms) simulate a scenario of a privacy policy enforcement which
Edge Mode Edge-Cloud M. dictates that the data has to be stored locally, we run a second
1,000,000 | Out of Memory 4156 set of experiments and keep the data exclusively on the edge
Scanner 10,000 | Out of Memory 6250 machine. Therefore, in this subsection we explore the data
100 | Out of Memory 6422 location and the privacy policy factors and discuss how they
1,000,000 | Out of Memory 8150 affect the computation.

Worm 10,000 | Out of Memory 7157 For this experiment, we feed the raw traffic data to the
100 | Out of Memory 6558 edge computer and measure the time it takes it to create
1,000,000 | Out of Memory 2953 the internal data structure. Afterwards, we follow the same
DDoS 10,000 | Out of Memory 2375 process for the edge/cloud system, but instead of completing
100 | Out of Memory 2390 the computation locally, we make the edge send the data to

TABLE III
RESPONSE TIME FOR DETECTING MALICIOUS USE OF THE NETWORK

Table II requests the different flow sizes between the campus
routers and all the ISPs of the United States. Our software
retrieves the flow size of each ISP in the country and creates
the graph. The data from all the United States ISPs is too
large to be held at the edge computer’s RAM and the software
shows an “Out of Memory” error. However, the server is able
to handle such requests and completes the computation.

In addition to our previous testing, we simulated three
different network attacks: a Scanner, a Worm and a DDoS
(Table III). Each one of them produced enough data to cause
an “Out of Memory” error to the client standalone, while the
server was able to handle the load. The “Threshold” value
mentioned in Table III is the number of connections to the
network before it is considered malicious and detected as such.

Lastly, it is worth noting that the data used in this experi-
ment occupied only 21.7 GB of storage space. Therefore, the
edge’s 1 TB hard drive was able to store it locally. However,
a similar application that processes bigger data can easily run
out of storage. To summarize, the limited system memory and
storage of an edge system will not be sufficient for demanding
computations and these types of tasks will always have to be
transmitted to the cloud.

D. Data Availability and Privacy Policy

During the first set of experiments, discussed in the previous
two subsections, we keep the raw data on the edge machine,
whenever it was computing as a standalone device. In the
scenario where the requests were sent to the server, we
kept all the data on the server. In this Section we consider
the importance of the location of the data, as well as the
anonymity restrictions that could be placed on it. In order to

the cloud. Therefore, the transmission includes the request of
creating the data structure and the data that populates it. The
first column of Table IV represents the data size in about 750
MB intervals. Each raw data file contains 5 minutes of network
traffic between the campus routers and internal or external IPs.
The second column named “Edge Mode” represents the time
in seconds it takes for the edge machine to process the data
and create the data structure. Finally, the column “Edge/Cloud
Mode” shows the total time it takes to complete all three of
the following tasks: 1) The edge sends the data and its request
to the cloud, 2) The cloud processes the data and creates the
data structure and 3) The cloud sends the data structure back
to the edge.

. Setup Time (sec)

Raw Data Size (GB) Edge Mode y Edge/Cloud Mode
0.78 44 332
1.52 58 705
2.26 72 984
3.02 91 1316
3.78 204 1648
4.54 780 1971
532 1648 2314
6.08 3727 2642
6.84 4095 2965
7.58 4305 3288
8.32 4805 3607
9.08 5305 3939

TABLE IV

SETUP TIME WHEN RAW DATA IS SENT ALONG WITH THE QUERY

In this scenario, whenever the computation needs to take
place on the cloud, the edge has to transmit the data related
to the query, in addition to the query itself. In a real world
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application, this data would have to be anonymized or en-
crypted before it is sent to the cloud. Interestingly, we found
that the more data that is sent to the cloud, the more efficient
the request becomes. In Table IV we observe a turning point
after 5.32 GB of data. Until that request, it is preferable for
the edge computer to perform the computation by itself. From
6.08 GB of input onward, it consistently becomes more time
efficient to transfer the data to the cloud for computation.
The reason is that even though the transmission takes longer
whenever more data is transmitted, the computation on the
edge machine also takes longer, due to the larger input and
more complex computation.

E. Summary

During our evaluation we explore all four performance
factors discussed in Section III. We evaluate the “Memory
Space” factors of Edge-Cloud Computing, by observing which
requests cause our client to run out of system memory.
Additionally, for this proof of concept design we used 2 hours
worth of gathered data from our campus, which resulted in
21.7 GB of data, for our first set of experiments and 9.08
GB of data for the second set. In a perpetually running data
center, the traffic data would be significantly larger and the
storage capacity of an edge machine will be insufficient,
which is another element of the ‘“Memory Space” factor.
We also explored the “Response Time” factor by accurately
measuring the execution time for each task on each system,
and comparing their performance. Finally, we simulated a
privacy policy enforcement scenario, which prevents the data
from being stored remotely. Based on that policy, we measured
the time it takes to create the data structure remotely, by
sending all the data needed for this task. We found that even
though for small requests it is preferable to execute the task
on the client, there is a turning point at which the computation
becomes more time efficient when executed by the cloud.

This experiment demonstrates that any application similar
to ours, would perform better if the location of execution
was not predetermined. If the code is available to both the
edge and the cloud, and there existed a mechanism to decide
where each query should be computed at, we would observe
a big performance improvement, by assigning the individual
sub-tasks to the proper machine. This decision can be made
based on the four performance factors discussed in Section
III. Finally, we verified that all of our proposed performance
factors significantly affect the optimal location of execution.

V. RELATED WORK

Virtual machines [5]-[12] can have a seemingly similar
result to our design, but there are some key differentiating
factors. In the case of virtual machines, the edge computer at
the user side serves only as a terminal and the computation
is entirely performed by virtual machine instances at the data
center. Current virtual computing resources often refer to a
computer augmented with virtual disks or other resources
from a remote server. This is hardware augmentation to a
computer, not an integration of local and remote resources at
the level of program execution of individual applications, let
alone managing execution locations of program components
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on the fly for optimized responsiveness and scalability. Our
approach differentiates from that model, since it integrates
local and remote resources at the level of program execution
and manages the execution locations of program components.

Our work shows similarities to cloud computing [19]-[24]
and mobile edge computing [25]-[33]. However, the location
of execution is known and determined before the execution
starts, in both the cloud computing and edge computing
models. The location of execution is irrespective of the
application and it certainly cannot be dynamically changed
during the execution. In cloud computing, the computation
only takes place at the cloud or the server, while in mobile
edge computing the computation takes place at the edges of
the network.

The model that is closest to our approach is cloud offloading
[13]-[17]. Examples of the cloud offloading architecture are
the MAUI [18], the CloneCloud [15] and the ThinkAir [13]
projects. This prior work mainly examines the technical aspect
of dividing an application in smaller parts, in order to save
energy on mobile devices. More specifically, MAUI constructs
a linear programming formulation based on the offloading
benefit measurements. These measurements are mostly de-
termined by the energy consumption savings and CPU cy-
cles savings. Similarly, “...CloneCloud partitions applications
using a framework that combines static program analysis
with dynamic program profiling and optimizes execution time
or energy consumption using an optimization solver.” [15].
Finally, ThinkAir implements cloud offloading by creating
multiple Virtual Machines on the cloud. Again, the only pa-
rameters used to optimize their model are execution time and
energy. The user can choose to optimize for energy savings,
fast execution time or a balance between them. However,
there is no mention of the data location and privacy policy
enforcement. Both of these parameters can vary, which would
greatly affect the location of execution and subsequently the
performance.

Edge-Cloud Computing embodies the benefit of caching
and offloading, but its division of work between the edge and
the cloud can be dynamic and does not have to be determined
before hand. It may automatically evolve as components of
a program may change their locations of execution over time
when opportunity of performance improvement arises. In this
paper we also attempt to establish the performance metrics
that define the decision for the location of execution. We go
beyond the time and energy factors, since an edge device does
not necessarily have to be a mobile device. This work is absent
from the prior art.

VI. CONCLUSION AND FUTURE WORK

While both data centers and personal computers are used to
complete computing tasks, the location of execution of each
program is currently predetermined. The software developers
are usually aware of the resources, delay tolerance and privacy
policy of the computer which their application is going to
run on. Therefore, they are able to create their program in
order to execute the code on a specific type of computing
environment, which is either a personal computer or a data
center. In any case, the location of execution of that code
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is pre-known. There also exist system architectures which
propose a dynamic execution model, utilizing both the edge
machine and the cloud. However, their models only consider
the “time” and “energy savings” factors. In this paper we
examine the possibility of software execution under the prism
of a non-predetermined environment. Then we proceed to
define the factors that mostly influence the decision for the
execution location. Finally, we evaluate our factors in Section
IV and verify that all of them contribute to the decision for
the location of execution of a task.

Our work has a novel way of looking at this problem
by examining the processing times for various scenarios and
proposing a new model where applications, or parts of them,
would run either on the edge or the cloud, without that location
being predetermined. It can be decided based of the factors
that affect the preferable final result.

In the future we will construct experiments which test
our proposed work in the aforementioned key factors more
extensively, by diversifying our applications even more. We
are also determined to examine these factors and create models
that utilize both locations of execution, as well as propose how
the code for such models should be technically partitioned.
Finally, we are going to design a method which makes
the choice of location of execution automatically, without
user input and minimal overhead, based on our performance
factors.

Machine learning algorithms can also be deployed in order
for a machine to be trained on which application metrics
distinguish the location of execution between the edge and
the server. This will result in the machine extrapolating its
previous knowledge towards applications it has never seen
before.
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