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Making sense of risk in an
increasingly cyber-physical
world

Every action carries with it some risk. For instance, driving carries risks
related to personal health and wellbeing that may be realised in the
event of an accident, investments have financial risks that depend on
changing conditions in the markets, and personal and political view-
points come with reputational risks that individuals must weigh. Our
onling lives are no different. Risks of identity theft through data
breaches increase dramatically with the vast collection and sharing of
personal information, online social networks and dating sites are con-
duits for evberstalking or eyberbullying situations, and the persistence
of self-published online data thought to be ephemeral can cause reputa-
tional harm long after information was posted. The changing nature of
online media is forcing a shift in the way that we perceive and manage
risks in both our analog and digital lives.

As in all contexts, the risks that we face in our digital lives are intrin-
sically tied to uncertainties. This is particularly true in the era of big
data. Even in situations where someone might be aware of the data that
they are contributing to some system (e.g., posts on a social media site,
clicks within a shopping marketplace), it is not always clear who has ac-
cess to this information. The unintended andience problem associated
with social media has been well documented in the popular press and re-
search literature (e.g., see work by Wang et al.” and Patil et al.”). Here,
individuals may post personal information or express strong or
off-colour sentiments with the expectation that a small, well-defined au-
dience only would consume them. However, the scale of sharing on these
platforms — the average Facebook user has over 300 friends® — means
that information can easily flow to more distant social ties. This can
have physical world implications, as when individuals lose their jobs
for inappropriate posts gone viral.

In addition to uncertainty surrounding the consumers of information,
there can alzo be uncertainty surrounding hAow information is used in
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online platforms. This is particularly well-documented in the case of sys-
tems that make use of individuals’ contextual data (e.g., location® or ac-
tiﬁt}r‘:’} both within social media and within modern, connected
workplaces. Many workplaces use communication platforms that expose
individuals’ activity states (working from home, in the office, with a vis-
itor) to facilitate more effective communication amongst colleagues.
Even with appropriate access controls in place (e.g., ‘Share my location
with Alice between 08:00 and 17:00°), such systems often provide a lack
of clarity on how information is used. For instance, Alice might track
this individual's location every two minutes to build a rich profile of
the individual's activities, which counters the putative goal of facilitat-
ing effective workplace communication.

The examples above illustrate how uncertainties surrounding how
and by whom data is used can lead to risks that individuals must begin
to manage in this increasingly connected age. The story does not end
there, however. Given the proliferation of Internet of Things (IoT) and
connected devices like smart assistants, it is becoming increasingly un-
clear what information is collected about individuals and when this in-
formation is being collected, even within traditionally private spaces

like the home.

Ubiguitous computing, ubiquitous confusion
We are living in the age of ubiguitous computing. Our smartphones and

smartwatches seamlessly track our locations, activities, interactions
with others, and a variety of other telemetry. Our online activities syn-
chronise across our devices, allowing browsing or shopping activities
on one device to be picked up on another, and even be informed by our
presence in certain physical spaces. The IoT age has seen the powerful
coordination of many small, embedded devices and media appliances
that can draw insights upon data gathered from multiple devices within
one home or workplace, and across other spaces. Furthermore, voice con-
trol has proven to be a powerful means for manipulating a variety of de-
vices without traditional user interfaces, and cameras have become
inexpensive enough to embed throughout physical spaces. As noted by
Mark Weiser in his seminal article® predicting the emergence of ubigqui-
tous computing, ‘the most profound technologies are those that disap-
pear. They weave themselves into the fabric of everyday life until they
are indistinguishable from it.” We are no doubt approaching this point
with IoT technologies.

In his article, Weiser discusses the evolution of motors and mechani-
cal power. In the industrial age, a single centrally located steam engine
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typically powered every machine in a factory by using a necessarily vis-
ible network of gears and belts. He contrasts this with today, where tens
of motors and solenoids can be found within a single car, often hidden
from sight. This backgrounding of technology can hide the complexity
of everyday life in a way that increases user convenience. This is cer-
tainly true in the context of loT devices as well, but it paints an incom-
plete picture. Playing an album by saying ‘Hev Google, play Kind of
Blue' is positively convenient: this can be done while using both hands
to tend to an upset child, while preparing a meal or washing dishes, or
when one simply wishes to avoid the search for a physical album and
the manual process of setting it up to play. However, a focus on conve-
nience alone eschews important questions about device behaviour and
information flows that are central to risk management in today's con-
nected environments. When iz this device listening to me? Where iz it pro-
cessing the information that it captures? How is this information stored?
Who has access to this information?

The introduction of such high-fidelity sensors thus offers powerful
functionality for users but comes with great privacy risks. An individ-
ual’s private conversations and actions — in high definition — are now po-
tentially streamed to the cloud. This information can then be leveraged
by corporations to learn about people’s habits, conversations, and their
phvsical possessions. This data can be purchased or legally acquired
since cloud-based services cede control of data to the cloud provider; ma-
jor companies differ in how such requests are handled and do not neces-
sarily defend consumers, according to a recent report by the Electronic
Frontier Foundation.” Whereas once an individual's physical actions
were private, these networked cameras and microphones ‘peeking’ into
the physical world can give rise to new privacy concerns for one’s phys-
ical behaviours. People now cannot have a reasonable expectation of
physical privacy even in their own bedrooms or living rooms. Casual
conversations and encounters, once thought to be private and ephem-
eral, now may be captured and archived digitally for posterity, poten-
tially available to third party entities indefinitely.

A growing body of work seeks to address privacy in IoT devices and
sensors. The majority of technigues assume a trusted infrastructure
where access control policies and mechanisms control (through soft-
ware) who can see what data and under what circumstances. IoT devices
can communicate with an individual's personal devices (e.g., their
smartphones), provide information about what is sensed, and how users
may control the sensing (e.g., see work by Das et al.® Korayem et al.?
Roesner et al.'” and Templeman et al.'"). However, software access con-
trols cannot ensure comphance by the device, and individuals must



MAKING SERSE OF RISK I8 AN INCREASINGDY cYem-pavsicy woewn | 43

therefore trust the implementation that enforces these controls.
Recognising the low assurance provided by software solutions, another
body of work builds upon the assumption that the sensing infrastructure
cannot be trusted (e.g., by not supporting policy-based controls, or by be-
ing overtly malicious) and proposes techniques to thwart sensors. These
works demonstrate techniques that may derail the cameras either by
using additional accessories' or tools." Recent work shows that users
seek and exhibit alternative privacy-enhancing behaviours such as
sticking tape or stamps over their laptop cameras, and senior citizens
adapating their movements around home-monitoring cameras. '

Thwarting sensors via overt action is a reactionary approach in the
absence of such trust. A more holistic approach is easily motivated by
this lack of trust in opaque devices. More pointedly, we argue that device
designers and developers can and should aspire to remove the responsi-
hility of engaging in extreme or inconvenient privacy-enhancing behav-
iours by creating devices that better engage with the social theories
around personal privacy and provide more transparent mechanisms
for understanding, awareness, and control.

Towards a more tangible notion of privacy

Physical privacy in the absence of electronic devices is typically well un-
derstood: by closing the door prior to having a sensitive conversation, or
lowering the blinds in a bedroom, we feel confident that we have elimi-
nated privacy risks. These assurances need not be strictly binary, how-
ever. Distancing oneselfl from third parties during a conversation can
make it more difficult — though not impossible — for eavesdropping to oc-
cur; and frosted glass windows, walls, or doors can hide certain informa-
tion about the goings-on within a space while exposing others. The
obzervation in all of these cases is that our spaces can provide tangible
feedback that reflects what can be observed about an individual; this,
in turn, can inform individuals’ actions.

D.A. Norman'® posited that feedback to individuals about the inter-
nal operations of machines or systems is essential for awareness, reas-
surance, and anticipation of further actions. This tangible feedback
and control is noticeably missing in many loT devices, as individuals of-
ten are not able to discerm when and how they are being recorded. It is
oftentimes unclear whether an audio or video sensor is, indeed, in the
‘off’ state, even upon visual inspection. For example, certain types of con-
nected cameras can be set to stop recording when an individual is at
home, as determined by their phone’s location sensor, but there is no
physical indication or assurance that the camera is indeed off. In some
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of these cameras, LED indicators of recording state exist, but the use of
this indicator is optional and controlled by software. Even for situations
where a camera’s LED recording state indicators are controlled (ostensi-
bly) through hardware, there have been demonstrated attacks that are
able to disable the LED indicator for some laptops.'® Without clear as-
surances of device activities, an individual's ability to assess, respond
to, and manage risk is severely hindered.

Az computing becomes ever more inextricable from evervday life, ad-
dressing this source of uncertainty — and therefore risk — is crucial. The
exploration of sensor designs with tangible affordances offers a rich
space for interplay among the humanities, social sciences, and computer
and information sciences.

Risk management in a cyber-physical world

Existing theories related to social interactions and privacy management
can serve as a basis for understanding privacy within the context of loT
devices in private and in social environments. Although much progress
has been made in theories of privacy to keep up with the information
age — for example, work by Helen Nissenbaum'” and Sandra Petronio™
— Irwin Altman’s theory of privacy regulation has remained a seminal
work with respect to regulating social interactions in physical spaces.'®
Altman conceived of privacy as ‘an interpersonal boundary process by
which a person or group regulates interaction with others’ by altering
the degree of openness of self to others.® Altman's model of privacy reg-
ulation starts with an individual’s desire to achieve a certain level of pri-
vacy, which is derived from a combination of personal, interpersonal,
and situational factors. Then, through an iterative process, individuals
use different control mechanisms to move towards their desired level
of privacy, and in each iteration, they assess the effectiveness of their
control mechanisms by comparing their desired privacy with their ac-
fual privacy. If their attempt to control their privacy is insufficient
(i.e., their actual privacy is less than their desired privacy), they can ex-
perience a feehing of crowding in their space. If their attempt at manag-
ing their privacy is more than sufficient (i.e., their actual privacy is more
than their desired privacy), theyv can experience social isolation. Privacy
control mechanisms involve verbal and nonverbal behaviours (such as
body language) and consideration of personal space and territories.
For instance, lowering one's voice to make a private comment, or leaving
a crowded space to avoid observation, would be examples of privacy con-
trol mechanisms.
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This iterative process of performing controlling actions and assessing
their resultant (actual) privacy as compared to their desired privacy is
the key feature of Altman’s model. As noted, in the case of privacy regula-
tion of interpersonal interactions in the physical world, the aszessment of
the actual level of privacy vields a high level of certainty. However, as noted
by Mitew,! [oT devices can act more like social agents whose primary foeus
is not only computing data, but also actively shaping the social environ-
ment. In this new socio-technical landscape, people must navigate their
personal boundaries of privacy not only with other people, but also with de-
vices that can monitor, record, and share their physical interactions.

When interacting with IoT devices, individuals can feel a similar level
of crowding and desire to achieve a certain level of privacy. However, in
these cases, the lack of clear, tangible feedback from the devices makes
the assessment of privacy level ambiguous and inaceurate: an individ-
nal’s perceived privacy can differ greatly from their actual privacy. Thus,
we argue that in order to achieve an individual’s desired state of privacy,
social theories for privacy in the context of IoT devices must concretely
account for tangible privacy feedback — or lack thereof — in the context
of IoT devices.

Understanding the path forward

High-fidelity sensors now capture rich information, transmit this infor-
mation to remote servers for storage and processing by algorithms (and
possgibly human analysts), and provide little in the way of insight as to
what information is being gathered, or when it is being collected or trans-
mitted. Similarly, they do not account for who has aceess to it. This leaves
consumers unable to make informed risk-management decisions. What is
less clear is the best path forward. Addressing the vast issues surround-
ing this space requires an interdisciplinary, socio-technical perspective
torethink cyber-physical risk management for the IoT age, and an under-
standing that social theory should inform system design at the same time
that system functionality plays into these social theories. As we design,
deploy, and use sensors with tangible affordances, there are a variety of
questions that deserve consideration.

What is this device doing? The idea behind tangible privacy is the
grounding of a device's sensing state in a physically observable configu-
ration. Although a green LED might accurately indicate whether a cam-
era is recording, there is no physical link between the indicator LED and
the camera’s status. On the other hand, the observation that a micro-
phone’s cable is physically disconnected from the sensing platform pro-
vides a clear indication that the microphone is not powered and cannot
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be recording or transmitting audio data. Similarly, frosted or opaque
shutters over camera lenses convey exactly what the camera is capable
of capturing at the moment. Tangible sensors in the ‘off* state should
convey the same privacy assurances to individuals regarding electronic
observation that closed doors and windows do with respect to physical
obeervation. However, the design of these tangible aflordances cannot
be carried out as a purely engineering effort; the messages conveyed
by tangible affordances must be consistent with prevailing social norms
and unambiguous to the individuals using these devices.

How tangible should this device be? It is possible to design sensors with a
variety of types of tangible affordances; however, it is important to keep de-
vices simple and to address the most pressing needs of their users. Under-
standing the privacy and functionality desires of users and balancing the
tensions that may arise within this space is necessary for enabling the types
of iterative control that is typical of risk management in social settings. For
instance, one could imagine the distinction between tangible control and
tangible feedback being important for different classes of individuals.
Someone who identifies as a ‘privacy fundamentalist™ might insist upon
tangible control of a device (e.g., manually adjusting camera shutters or mi-
crophone effects) to ensure that the configuration of sensors within their
space cannot be surreptitiously altered without their knowledge, However,
such manual control would probably chip away at one of the key draws of
IoT devices: convenience, The difficulty of adjusting the configuration of
cameras mounted in inconvenient locations would probably discourage
the use of tangible controls, for instance. On the other hand, the tangible
feedback conveyved by an opagque lens cover might offer reassurance of a
camera’s current state, even if' it could be enabled and controlled electroni-
cally {e.g., via a cloud-comnected smartphone app). ‘Privacy pragmatists’
might find enormous value in such a configuration, even if there is the pos-
gibility for surreptitions changes to sensor configurations. Human-centred
approaches that balance technological possibilities with social needs should
play a driving role in the design of sensors embodying tangible privacy.

Can I trust the assessments that I am making? Risk management is
an iterative process that requires making judgements of one’s exposure,
taking an adaptive action, and reassessing. Unless an individual's expo-
sure assessments are accurate, the process will not converge to a desir-
able state. In particular, researchers have shown that risks should be
communicated to users in a way that leverages their existing ‘mental
models’ for them to manage their privacy more effectively.® Close coop-
eration between social scientists and technologists, as well as social the-
ory and sensing platform co-design are necessary conditions for success
within this space.
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A bright horizon

The popular press and research literature are full of instances where indi-
viduals have been canght off-guard by privacy violations in networked sys-
tems resulting from a lack of clarity about what information is being
captured by a system, when that information is being used, who is using
that information, and the purpose for which that information is being uszed.
This trend shows no signs of slowing, and the landscape is being made ever
more complex by the increasing degree to which computing and data col-
lection are being woven into even our most intimate physical spaces. In
this essay, we have put forward the argument that the disconnect between
social theories of privacy regulation and the social presence of ubiquitous
sensing platforms implies that privacy gains in this space will be hard
fought. However, the exploration of sensing platforms that expose tangible
affordances to users both in terms of feedback deseribing their current
state and control over their state changes stands poised to close this gap.
Making progress in this space will require cooperation among humanists,
social scientists, and technologists — and seconer, rather than later.
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