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#### Abstract

In non-variational two-phase free boundary problems for harmonic measure, we examine how the relationship between the interior and exterior harmonic measures of a domain $\Omega \subset \mathbb{R}^{n}$ influences the geometry of its boundary. This type of free boundary problem was initially studied by Kenig and Toro in 2006, and was further examined in a series of separate and joint investigations by several authors. The focus of the present paper is on the singular set in the free boundary, where the boundary looks infinitesimally like zero sets of homogeneous harmonic polynomials of degree at least 2. We prove that if the Radon-Nikodym derivative of the exterior harmonic measure with respect to the interior harmonic measure has a Hölder continuous logarithm, then the free boundary admits unique geometric blowups at every singular point and the singular set can be covered by countably many $C^{1, \beta}$ submanifolds of dimension at most $n-3$. This result is partly obtained by adapting tools such as Garofalo and Petrosyan's Weiss type monotonicity formula and an epiperimetric inequality for harmonic functions from the variational to the non-variational setting.
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## 1. Introduction

Harmonic measure is a canonical measure, associated to any domain $\Omega \subset \mathbb{R}^{n}$ ( $n \geq 2$ ), which arises naturally via the solution of the classical Dirichlet problem. The measure is supported on (a subset of) the boundary of the domain. For a comprehensive introduction, see [12], [24]. In this paper, we continue to investigate the strong connection between analytic regularity of the harmonic measure and geometric regularity of the boundary of the domain in the two-phase setting. Thus, assume that $\Omega^{+}=\Omega \subset \mathbb{R}^{n}$ is a domain with nonempty, connected exterior $\Omega^{-}=$ $\mathbb{R}^{n} \backslash \bar{\Omega}$. We refer to $\Omega^{+}$as the interior domain and to $\Omega^{-}$as the exterior domain. Let $\omega^{+}$and $\omega^{-}$denote the harmonic measures on $\Omega^{+}$and $\Omega^{-}$, respectively. If $\omega^{+}$ and $\omega^{-}$are mutually absolutely continuous, then $\partial \Omega^{+}$and $\partial \Omega^{-}$coincide up to a set of mutual interior and exterior harmonic measure zero and we may form the Radon-Nikodym derivative of $\omega^{-}$with respect to $\omega^{+}$,

$$
h \equiv \frac{d \omega^{-}}{d \omega^{+}}: \partial \Omega \rightarrow[0,+\infty] .
$$

The Radon-Nikodym theorem ensures that $h \in L^{1}\left(d \omega^{+}\right)$for every pair of admissible domains $\Omega^{+}$and $\Omega^{-}$, including a priori domains with disconnected or irregular boundaries. The two-phase free boundary regularity problem for harmonic measure is to determine the extent to which existence and/or additional control on $h$ limits the geometry of $\partial \Omega^{+} \cap \partial \Omega^{-}$.

Following [34], [19], and [8], it is known that if $\Omega^{+}$and $\Omega^{-}$are NTA domains (see $\S 2$ ) and $\log h$ is an $\alpha$-Hölder continuous, real-valued function, then

$$
\partial \Omega=\Gamma_{1} \cup S
$$

where $\Gamma_{1}$ is an $(n-1)$-dimensional $C^{1, \alpha}$ embedded submanifold, and $S$ (the "singular set") is a closed set of Hausdorff and Minkowski dimension at most $n-3$. The goal of this paper is to strengthen our understanding of the singular set in the Hölder continuous regime. We prove that $\partial \Omega$ has unique blowups at points in $S$ (see Theorem 1.1) and furthermore establish higher order, $C^{1, \beta}$ rectifiability of $S$ (see Theorem 1.2).

Our basic strategy is to use a Weiss type functional $W_{d}(r, u)$ in conjunction with an epiperimetric inequality for harmonic functions (for an overview, see §1.2). These are well known tools in the calculus of variations, but our use of them in this paper is novel as there is no underlying energy in our problem. Indeed, the utility of functionals like $W_{d}(r, u)$ is that they are monotone increasing in $r$ when $u$ minimizes an associated energy (see Garofalo and Petrosyan [26], who introduced $W_{d}(r, u)$ to study the thin obstacle problem). However, in the context of our two-phase problem for harmonic measure, we must analyze $W_{d}(r, v)$ for certain functions $v$ (built from $h$ and the Green functions $u^{ \pm}$associated to $\Omega^{ \pm}$), which are not minimizers, and there is no reason to expect that $W_{d}(r, v)$ is monotone in $r$. To overcome this deficit, we must build $v$ carefully and use a precise description of the local dimension of harmonic measure at singular points (see $\S 2$ ) to prove that the functions $v$ are "almost harmonic" in the sense of distributions. The fact that $v$
is "almost harmonic" then allows us to bound the growth of $W_{d}(r, v)$ (see §5) and establish regularity of the singular set $S$ (see $\S \S 6$ and 7 ). Throughout, the possibility of degeneracy is the main difficulty (see $\S 1.2$ for more discussion). We deal with this first by working with Almgren's frequency functional (see $\S 4$ ) and later by using the aforementioned growth of $W_{d}(r, v)$ to prove that degeneracy does not occur (in this approach we are motivated by work of Garofalo, Petrosyan, and Smit Vega Garcia [27]).

### 1.1. Background and statement of main results

Azzam, Mourgoglou, Tolsa, and Volberg recently resolved a long-standing conjecture of Bishop [11] on the two-phase problem for harmonic measure on domains in space. They proved the following.
Theorem A (See Azzam et. al. [5]). Let $\Omega^{+}=\Omega \subseteq \mathbb{R}^{n}$ and $\Omega^{-}=\mathbb{R}^{n} \backslash \bar{\Omega}$ be complementary domains in $\mathbb{R}^{n}, n \geq 3$, equipped with harmonic measures $\omega^{ \pm}$, respectively. Assume $\omega^{+} \ll \omega^{-} \ll \omega^{+}$. Then $\omega^{ \pm}$is Lipschitz graph rectifiable: $\omega^{ \pm}\left(\mathbb{R}^{n} \backslash G\right)=0$, where $G=\bigcup_{i=1}^{\infty} \Gamma_{i}$ for some $\Gamma_{i} \subseteq \mathbb{R}^{n}$, which are isometric copies of ( $n-1$ )-dimensional Lipschitz graphs in $\mathbb{R}^{n}$; moreover

$$
\omega^{ \pm}\left\llcornerG \ll \mathcal { H } ^ { n - 1 } \left\llcorner G \ll \omega^{ \pm}\llcorner G,\right.\right.
$$

where $\mathcal{H}^{n-1}$ denotes codimension one Hausdorff measure, and $\mu\llcorner A$ denotes a measure $\mu$ restricted to a set $A$.

For related prior work, see [31], [3]. Also see the recent preprint [4], which explores quantitative conditions on $\omega^{ \pm}$that ensure $\partial \Omega$ contains $\omega^{ \pm}$big pieces of uniformly rectifiable sets. We note that the conclusion of Theorem A makes no assertion about the dimension of the $\omega^{ \pm}$null set $\partial \Omega \backslash G$. In principle, the Hausdorff or Minkowski dimension of $\partial \Omega \backslash G$ could exceed $n-1$. See $\S 2$ in [25] for an example, with $n=2$, where $\partial \Omega \backslash G$ has positive $\mathcal{H}^{1}$ measure.

By imposing further restrictions on the relationship between interior harmonic measure $\omega^{+}$and exterior harmonic measure $\omega^{-}$than in Theorem A, one is able to say more about the fine geometry of the free boundary:

Theorem B (See Badger, Engelstein, Toro [8]). In addition to the hypothesis of Theorem A, assume $\Omega^{+}$and $\Omega^{-}$are NTA domains and the Radon-Nikodym derivative $h=d \omega^{-} / d \omega^{+}$satisfies $\log h \in \operatorname{VMO}\left(d \omega^{+}\right)$or $\log h \in C(\partial \Omega)$. Then:
(i) There exist $d_{0} \geq 1$ depending on at most $n$ and the NTA constants of $\Omega^{+}$ and $\Omega^{-}$such that $\partial \Omega$ is locally bilaterally well approximated (in a Reifenberg sense) by zero sets of harmonic polynomials $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of degree at most $d_{0}$.
(ii) The boundary $\partial \Omega$ can be partitioned into disjoint sets $\Gamma_{d}\left(1 \leq d \leq d_{0}\right)$, where $x \in \Gamma_{d}$ if and only if tangent sets (geometric blowup) of $\partial \Omega$ at $x$ are zero sets of homogeneous harmonic polynomials $q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of degree $d$.
(iii) The "regular set" $\Gamma_{1}$ is relatively open and dense in $\partial \Omega$.
(iv) The boundary $\partial \Omega$ has upper Minkowski dimension $n-1$, while the "singular set" $\partial \Omega \backslash \Gamma_{1}=\Gamma_{2} \cup \cdots \cup \Gamma_{d_{0}}$ has upper Minkowski dimension at most $n-3$.

For definitions of the terminology in Theorem B, see $\S 2$. Theorem B is an amalgamation of several separate results: (i) was proved by Kenig and Toro in [34]; (ii) and (iii) were proved by Badger in [6] and [7], respectively; and (iv) was proved by Badger, Engelstein, and Toro in [8] (also see [9]). In fact, we proved in [8] that (ii) and (iii) hold on any closed set satisfying the bilateral approximation in (i). We also determined sharp estimates on the singular set in that scenario. For a partial extension of Theorem B to a class of elliptic measures associated with variable coefficient operators, see Azzam and Mourgoglou [2]. We reiterate that one distinction between the conclusions of Theorem A and Theorem B is that the former describes the global geometry of the free boundary up to a set of harmonic measure zero, while the latter describes the asymptotic geometry of the free boundary at every point.

The structural information and dimension estimates provided by Theorem B leave open the question of regularity of the free boundary when $\log f \in \mathrm{VMO}\left(d \omega^{+}\right)$ or $\log f \in C(\partial \Omega)$. On the other hand, regularity of $\Gamma_{1}$ has been addressed under a strengthened hypothesis:
Theorem C (See Engelstein [19]). In addition to the hypothesis of Theorem B, assume that $\log h \in C^{l, \alpha}(\partial \Omega)$ for some $l \geq 0$ and $\alpha>0$ (resp. $\log h \in C^{\infty}$ or $\log h$ is real analytic). Then the set $\Gamma_{1}$ is a $C^{l+1, \alpha}$ (resp. $C^{\infty}$ or real analytic) ( $n-1$ )-dimensional manifold.

Theorem C demonstrates that higher-order regularity of the free boundary data ensures higher-order regularity of the regular set in free boundary. The goal of the present paper is to extend the conclusion of Theorem C to the singular set $\partial \Omega \backslash \Gamma_{1}$. We establish uniqueness of blowups and pseudo-blowups, and regularity of the singular set in the Hölder continuous regime.

Theorem 1.1 (Uniqueness of blowups). In addition to the hypothesis of Theorem $B$, assume that $\log h \in C^{0, \alpha}(\partial \Omega)$ for some $\alpha>0$. For all $1 \leq d \leq d_{0}$ and $x \in \Gamma_{d}$, there exists a homogeneous harmonic polynomial $q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of degree $d$ such that for all sequences $x_{i} \in \Gamma_{d}$ with $x_{i} \rightarrow x$ and sequences of scales $r_{i} \downarrow 0$,

$$
\lim _{i \rightarrow \infty} \frac{\partial \Omega-x_{i}}{r_{i}}=q^{-1}(0) \quad \text { in the Attouch-Wets topology. }
$$

In particular, $\partial \Omega$ has a unique tangent set at every $x \in \partial \Omega$.
Theorem 1.2 (Regularity). In addition to the hypothesis of Theorem B , assume that $\log h \in C^{0, \alpha}(\partial \Omega)$ for some $\alpha>0$. For every $\beta \in(0, \alpha / 2)$, the "singular set" $\partial \Omega \backslash \Gamma_{1}=\Gamma_{2} \cup \cdots \cup \Gamma_{d_{0}}$ is contained in a countable union of $C^{1, \beta}$ manifolds of dimension at most $n-3$.

In addition, we prove that the polynomial blowups in the singular set vary continuously with locally uniform Hölder modulus of continuity; see Corollary 6.5.

A key ingredient in the proof of Theorem 1.1 that we wish to highlight is an epiperimetric inequality for harmonic functions (see Proposition 1.6 in §1.2). Epiperimetric inequalities were developed by Reifenberg [40], [41] to establish analyticity of minimal surfaces at almost all points. These inequalities measure how "isolated" certain critical points are in the space of all homogenous solutions, and
lead to a convergence rate for blowups through "improvement of flatness" or " $\varepsilon$ regularity" type results. Taylor [42] built on Reifenberg's approach and proved an epiperimetric inequality for area minimizers at singular points, leading to precise description of structure and size of the singular set for area minimizers. For free boundary problems, epiperimetric inequalities at flat points and also along the top singular strata in the classical obstacle problem were proved by Weiss [43], and in the thin obstacle problem proved independently by Focardi and Spadaro [23] and Garofalo, Petrosyan, and Smit Vega Garcia [27]. More recently, Colombo, Spolaor, and Velichkov [15], [14] gave a constructive approach to prove log-epiperimetric type inequalities at all singular points in the classic and thin obstacle problems. For further work in this direction, see Engelstein, Spolaor, and Velichkov [20], [21]. In each of these cases, the free boundary is variational in the sense that it can be represented as the zero set or graph of some function minimizing an energy. Our application of an epiperimetric inequality is novel in so far that we apply it to functions that do not minimize any energy, and thus, it is not at all clear how an epiperimetric inequality should translate into improved regularity. To wit, even for critical points of an energy functional, it is not clear, and may not be true, that an epiperimetric inequality implies a power rate of blowup.

Remark 1.3. There is an interesting question as to whether or not we can take $\beta=\alpha$ in Theorem 1.2, as we do in Theorem C. The loss of exponent enters the proof in $\S 5$ when we apply the epiperimetric inequality to bound the growth of the Weiss type functional and it seems it cannot be avoided; this is not so surprising, as the epiperimetric inequality gives at best $C^{1,1 / 2-\epsilon}$ regularity of harmonic functions for any $\epsilon>0$. When dealing with the regular set, as in Theorem C, the usual technique to establish sharp regularity is to use the hodograph transform and then apply bootstrapping arguments with (weighted) Schauder estimates. Our singular set is of codimension greater than two, so elliptic PDEs in the ambient space do not "see" the set. Thus, standard arguments do not apply and a new idea might be needed to address this question.

Remark 1.4. In addition to the hypothesis of Theorem B, assume that $\log h \in$ $C^{0, \alpha}(\partial \Omega)$ for some $\alpha>0$. In subsequent work, McCurdy [37] establishes Minkowski content and Hausdorff measure bounds on the singular set $\partial \Omega \backslash \Gamma_{1}$ and on the critical sets $S^{ \pm}:=\left\{x \in \Omega^{ \pm}:\left|\nabla u^{ \pm}(x)\right|=0\right\}$ of the Green functions of $\Omega^{ \pm}$. McCurdy's result uses the new developments in quantitative stratification by Naber and Valtorta (see e.g. [38]).

### 1.2. Weiss-type monotonicity formula, epiperimetric inequality, and the strategy of the proof

We now recall a Weiss-type monotonicity formula for harmonic functions thatwas introduced by Garofalo and Petrosyan [26]. We then review some of its basic properties. In doing so, it will become clear what quantities we need to estimate in order to prove our main result. This background might be well known to experts in free boundary problems, but may be less familiar to researchers working on harmonic measure problems.

For any $Q \in \mathbb{R}^{n}, f \in W_{\mathrm{loc}}^{1,2}\left(\mathbb{R}^{n}\right), r>0$ and $d \in(0, \infty)$, define

$$
\begin{equation*}
W_{d}(r, Q, f):=\frac{1}{r^{n-2+2 d}} \int_{B(Q, r)}|\nabla f|^{2} d x-\frac{d}{r^{n-1+2 d}} \int_{\partial B(Q, r)} f^{2} d \sigma . \tag{1.1}
\end{equation*}
$$

If $f \in C^{1}\left(\mathbb{R}^{n}\right)$, then differentiating $W_{d}$ in $r$ yields

$$
\begin{align*}
\frac{d}{d r} W_{d}(r, Q, f)= & \frac{n+2 d-2}{r}\left(W_{d}\left(r, Q, \bar{f}_{r, Q}\right)-W_{d}(r, Q, f)\right) \\
& +\frac{1}{r^{n-2+2 d}} \int_{\partial B_{r}}\left(\nabla f \cdot \nu-\frac{d}{r} f\right)^{2} d \sigma \tag{1.2}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{f}_{r, Q}(x):=\left(\frac{|x|}{r}\right)^{d} f\left(r \frac{x}{|x|}+Q\right) \tag{1.3}
\end{equation*}
$$

denotes the $d$-homogenous extension of $\left.f\right|_{\partial B(Q, r)}$. For a detailed derivation in the case $d=3 / 2$ (and with variable coefficients), the reader may consult Theorem 4.3 in [27].

Observation 1.5. Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is harmonic. Then $f$ minimizes the Dirichlet energy in its trace class. Hence $W_{d}(r, Q, f) \leq W_{d}\left(r, Q, \bar{f}_{r, Q}\right)$ and

$$
\begin{equation*}
\frac{d}{d r} W_{d}(r, Q, f) \geq \frac{1}{r^{n-2+2 d}} \int_{\partial B_{r}}\left(\nabla f \cdot \nu-\frac{d}{r} f\right)^{2} d \sigma \tag{1.4}
\end{equation*}
$$

That is to say, the growth of $W_{d}(r, Q, f)$ controls how far away $f$ is from its $d$ homogenous extension (as $\nabla f \cdot \nu-(d / r) f \equiv 0$ if and only if $f$ is $d$-homogenous). Moreover, it follows that $W_{d}(r, Q, f)$ is monotone in $r$, and hence, $W_{d}(0, Q, f)=$ $\lim _{r \downarrow 0} W_{d}(0, Q, f)$ exists. Furthermore, if $f$ vanishes to order at least $d$ at $Q$, then $W_{d}(r, Q, f) \geq 0$ with equality if and only if $f$ is $d$-homogenous in $B(Q, r)$.

To estimate the growth of $W_{d}(r, Q, f)$ from above, we need an epiperimetric inequality for $d$-homogenous harmonic polynomials. Proposition 1.6, whose proof we defer to the appendix, is a simple consequence of the eigenvalues of the spherical Laplacian.

Proposition 1.6 (An epiperimetric inequality for harmonic functions). For every integer $n \geq 2$ and real number $d>0$, there exists $\kappa \in(0,1)$ such that if $u \in$ $W^{1,2}(B(Q, r))$ is homogeneous of degree d about $Q$ and $f$ denotes the harmonic extension of $\left.u\right|_{\partial B(Q, r)}$ to $B(Q, r)$, then

$$
\begin{equation*}
W_{d}(r, Q, f) \leq(1-\kappa) W_{d}(r, Q, u) \tag{1.5}
\end{equation*}
$$

In fact, when $d$ is an integer we can take $\kappa=1 /(n+2 d-1)$.
Using the epiperimetric inequality (1.5), one can show that for all harmonic functions $f$ that vanish to order at least $d$ at $Q$ and for all scales $0<t / 2<s<$ $t \leq 1$,

$$
\begin{equation*}
\left(\int_{\partial B_{1}(0)}\left|\frac{f(t x+Q)}{t^{d}}-\frac{f(s x+Q)}{s^{d}}\right|^{2} d \sigma\right)^{1 / 2} \leq t^{\gamma / 2} \sqrt{W(1, Q, f)} \tag{1.6}
\end{equation*}
$$

where $\gamma:=(n+2 d-2) \kappa /(1-\kappa)$. Thus, the blowups $r^{-d} f(r x+Q)$ of $f$ converge at a power rate as $r \downarrow 0$ to a unique function $f^{(Q)}$, uniformly across $Q$ in any compact set, and the functions $f^{(Q)}$ vary Hölder continuously in $Q$. The arguments in $\S 6$ yield (1.6) as a special case.

Our basic strategy for the two-phase problem with Hölder data is to replicate the argument sketched above. For each $Q \in \partial \Omega$, we consider the jump function

$$
\begin{equation*}
v^{(Q)}(x):=h(Q) u^{+}(x)-u^{-}(x) \tag{1.7}
\end{equation*}
$$

where $u^{ \pm}$are Green's functions of $\Omega^{ \pm}$(see $\S 2$ ). We want to study the behavior of $W_{d}\left(r, Q, v^{(Q)}\right)$ as $r \downarrow 0$. Unfortunately, $v^{(Q)}$ is not harmonic unless $\omega^{+}=\omega^{-}$. Therefore, unlike the situation above, one cannot expect $r \mapsto W_{d}\left(r, Q, v^{(Q)}\right)$ to be monotone in $r$. Nevertheless, we observe that

$$
\begin{equation*}
\Delta v^{(Q)}(x)=\left.\left(h(Q) d \omega^{+}-d \omega^{-}\right)\right|_{\partial \Omega}=\left.\left(\frac{h(Q)}{h(x)}-1\right) d \omega^{-}\right|_{\partial \Omega} \tag{1.8}
\end{equation*}
$$

in the sense of distributions. Thus, $\log (h) \in C^{0, \alpha}(\partial \Omega)$ implies

$$
\begin{equation*}
\left|\Delta v^{(Q)}(x)\right| \leq\left. C|x-Q|^{\alpha} d \omega^{-}\right|_{\partial \Omega} \tag{1.9}
\end{equation*}
$$

That is, $v^{(Q)}$ is "almost harmonic", and $W_{d}\left(r, Q, v^{(Q)}\right)$ is "almost monotone". The estimate (1.9) allows us to prove that $v^{(Q)}$ "almost minimizes" the Dirichlet energy in balls centered at $Q \in \partial \Omega$. In conjunction with Proposition 1.6, we are able to conclude Hölder continuity of the blowup in essentially the way outline above modulo the issue of degeneracy (the "almosts" create extra, mostly technical, difficulties).

The issue of degeneracy occurs when we need to control the error caused by the fact that $\Delta v^{(Q)}(B(Q, r)) \neq 0$ (where the Laplacian can be evaluated formally and treated as a measure). The most problematic terms are proportional to

$$
\begin{equation*}
\frac{\omega^{ \pm}(B(Q, r))}{r^{n-2+d}} \quad \text { for } Q \in \Gamma_{d}, r>0 \tag{1.10}
\end{equation*}
$$

The major difficulty is ruling out the possibility that this quotient tends to zero or infinity as $r \downarrow 0$ (this is the degeneracy alluded to above). Using structural results from [8] and an argument inspired by [32], we show that while a priori the quotient in (1.10) may blowup or degenerate as $r \downarrow 0$, it cannot do so faster than any power of $r$; for a precise statement, see Lemma 2.13. Furthermore, this result holds uniformly over compact subsets of $\Gamma_{d}$. This is sufficient control to establish almost-monotonicity and bound the growth of $W_{d}\left(r, Q, v^{(Q)}\right)$. Once we have these bounds, we can obtain the existence, positivity, and finiteness of $\lim _{r \downarrow 0} r^{-(n-2+d)} \omega^{-}(B(Q, r))$ using an argument inspired by [27]; see Theorem 6.1. That this limit exists is an essential step in gaining geometric information from the blowup process outlined in $\S 2$.
Plan of the paper. The rest of the paper naturally splits into three parts. In the first part, $\S \S 2$ and 3 , we introduce essential notation and ideas from geometric
measure theory and the theory of harmonic measure. In particular, we recall Kenig and Toro's blowup analysis for the two-phase problem for harmonic measure [34]. Combined with results of [8], this allows us to prove that the quotient in (1.10) does not go to zero or infinity faster than any power of $r$; see Lemma 2.13. The start of the proof of the main theorems is given in $\S 3$.

In the second part, $\S \S 4$ and 5 , we control the growth of the Weiss monotonicity formula applied to the function $v^{(Q)}$ (see (1.7)). Because of the possibility of degeneracy, we must actually first work with the Almgren frequency formula. This effort culminates in a Hölder growth rate of the function $r \mapsto W_{d}\left(r, Q, v^{(Q)}\right)$; see Proposition 5.2.

In the third and final part, $\S \S 6$ and 7 , we translate our bounds on the growth of $W_{d}\left(r, Q, v^{(Q)}\right)$ to geometric information about the singular set. In $\S 6$, we show uniqueness of blowups (Theorem 6.1) and their Hölder continuous dependence on the point $Q$. Then, in $\S 7$, we obtain regularity of the singular set using a classical argument based on the implicit function theorem.
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## 2. Blowups of harmonic measure on NTA domains

In this section, we first review terminology appearing in Theorem B, including Jerison and Kenig's class of non-tangentially accessible domains, Kenig and Toro's blowup analysis of harmonic measure, and Badger and Lewis' framework for local set approximation. For full details, readers are referred to [30], [33], [34], [9], and the references therein. Towards the end of this section, we use results from our previous work [6], [8] to compute the local dimension of harmonic measures $\omega^{ \pm}$at points $x \in \Gamma_{d}$, where blowups of the boundary $\partial \Omega^{ \pm}$are zero sets of homogeneous harmonic polynomials of degree $d$; see Lemma 2.13.

Definition 2.1 (Jerison and Kenig [30]). A domain (i.e., a connected, open set) $\Omega \subset \mathbb{R}^{n}$ is called NTA or non-tangentially accessible if there exist constants $M_{\Omega}>1$ and $R_{\Omega}>0$ such that the following hold:
(i) $\Omega$ satisfies the corkscrew condition: for all $Q \in \partial \Omega$ and $0<r<R_{\Omega}$, there exists $x \in \Omega \cap B(Q, r)$ such that $\operatorname{dist}(x, \partial \Omega)>M_{\Omega}^{-1} r$.
(ii) $\mathbb{R}^{n} \backslash \Omega$ satisfies the corkscrew condition.
(iii) $\Omega$ satisfies the Harnack chain condition: if $x_{1}, x_{2} \in \Omega \cap B(Q, r / 4)$ for some $Q \in \partial \Omega$ and $0<r<R_{\Omega}$, and $\operatorname{dist}\left(x_{1}, \partial \Omega\right)>\delta$, $\operatorname{dist}\left(x_{2}, \partial \Omega\right)>\delta$, and $\left|x_{1}-x_{2}\right|<2^{l} \delta$ for some $\delta>0$ and $l \geq 1$, then there exists a chain of no more than $M l$ overlapping balls connecting $x_{1}$ to $x_{2}$ in $\Omega$ such that for each
ball $B=B(x, s)$ in the chain,

$$
\begin{aligned}
M_{\Omega}^{-1} s & <\operatorname{gap}(B, \partial \Omega)<M_{\Omega} s \\
\operatorname{diam} B & >M_{\Omega}^{-1} \min \left\{\operatorname{dist}\left(x_{1}, \partial \Omega\right), \operatorname{dist}\left(x_{2}, \partial \Omega\right)\right\}
\end{aligned}
$$

where $\operatorname{gap}(B, \partial \Omega)=\inf _{x \in B} \inf _{y \in \partial \Omega}|x-y|$ and $\operatorname{diam} B=\sup _{x, y \in B}|x-y|$.
We refer to $M_{\Omega}$ and $R_{\Omega}$ as NTA constants of the domain $\Omega$. When $\partial \Omega$ is unbounded, $R_{\Omega}=\infty$ is allowed. To distinguish between (i) and (ii), the former may be called the interior corkscrew condition and the latter may be called the exterior corkscrew condition.

The exterior corkscrew condition guarantees that NTA domains are regular for the classical Dirichlet problem for harmonic functions (i.e., continuous solutions exist for all continuous boundary data), and therefore, the harmonic measures of an NTA domain exist by the Perron-Brelot-Weiner method and Riesz representation theorem. For background on the relevant potential theory, see e.g. Helms [29].

Proposition 2.2. Let $\Omega \subset \mathbb{R}^{n}$ be a Wiener regular domain (such as an NTA domain). When $\Omega$ is bounded, there exists a unique family of Borel regular probability measures $\left\{\omega^{X}\right\}_{X \in \Omega}$ on $\partial \Omega$ such that

$$
X \mapsto \int_{\partial \Omega} f d \omega^{X}
$$

solves the Dirichlet problem with boundary data $f \in C(\partial \Omega)$. When $\Omega$ is unbounded, there exists a unique family of Borel regular probability measures $\left\{\omega^{X}\right\}$ on $\partial_{\infty} \Omega=$ $\partial \Omega \cup\{\infty\}$ such that

$$
X \mapsto \int_{\partial_{\infty} \Omega} f d \omega^{X}
$$

solves the Dirichlet problem with boundary data $f \in C\left(\partial_{\infty} \Omega\right)$. The measure $\omega^{X}$ is called the harmonic measure of $\Omega$ with pole at $X$.

The next lemma states that harmonic measures on NTA domains are locally doubling, a form of weak regularity of a measure.

Lemma 2.3 (Lemmas 4.9 and 4.11 in [30]). Let $\Omega \subset \mathbb{R}^{n}$ be an NTA domain, and let $K \subset \partial \Omega$ be a compact set. There exists $C>1$, depending only on the NTA constants of $\Omega$ and on $K$, such that for all $Q \in K, 0<2 r<R_{\Omega}$, and $X \in$ $\Omega \backslash B\left(Q, 2 M_{\Omega} r\right)$,

$$
\omega^{X}(\partial \Omega \cap B(Q, 2 s)) \leq C \omega^{X}(\partial \Omega \cap B(Q, s)) \quad \text { for all } 0<s \leq r
$$

On unbounded NTA domains, there is a related notion of harmonic measure with pole at infinity.

Proposition 2.4 (Lemma 3.1 and Corollary 3.2 in [33]). Let $\Omega \subset \mathbb{R}^{n}$ be an unbounded NTA domain with $R_{\Omega}=\infty$. There exists a function $v$ such that $\Delta v=0$ in $\Omega, v>0$ in $\Omega$, and $v=0$ on $\partial \Omega$ that is unique up to scaling by a positive constant.

For each $Q \in \partial \Omega$, there exists a unique doubling Radon measure $\omega^{\infty}$ on $\partial \Omega$ such that

$$
\int_{\partial \Omega} \varphi d \omega^{\infty}=\int_{\Omega} u \Delta \varphi \quad \text { for all } \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)
$$

where $u$ satisfies $\Delta u=0$ in $\Omega, u>0$ in $\Omega$, and $u=0$ on $\partial \Omega$, and furthermore, $\omega^{\infty}(\partial \Omega \cap B(Q, 1))=1$.

Below we use a standard convention and call $\omega$ the harmonic measure of $\Omega$ if $\omega=\omega^{X}$ is a harmonic measure with pole at $X \in \Omega$ or if $\omega=\omega^{\infty}$ is a harmonic measure of $\Omega$ with pole at infinity. In each occurrence, the pole of the measure is fixed.

Definition 2.5 (Definitions 4.2 and 4.3 in [34]). Let $\Omega \subset \mathbb{R}^{n}$ be an NTA domain with harmonic measure $\omega$. We say that $f \in L_{\mathrm{loc}}^{2}(d \omega)$ belongs to $\operatorname{BMO}(d \omega)$ if

$$
\sup _{r>0} \sup _{Q \in \partial \Omega}\left(f_{B(Q, r)}\left|f-f_{Q, r}\right|^{2} d \omega\right)^{1 / 2}<\infty
$$

where $f_{Q, r}=f_{B(Q, r)} f d \omega$ denotes the average of $f$ over the ball. We denote by $\mathrm{VMO}(d \omega)$ the closure in $\mathrm{BMO}(d \omega)$ of the set of uniformly continuous bounded functions on $\partial \Omega$.

Suppose that $\Omega^{+}=\Omega$ and $\Omega^{-}=\mathbb{R}^{n} \backslash \bar{\Omega}$ are complimentary NTA domains with harmonic measures $\omega^{+}$and $\omega^{-}$, respectively. If $\Omega^{+}$and $\Omega^{-}$are both unbounded and $R_{\Omega^{ \pm}}=\infty$, then we require either that $\omega^{+}$and $\omega^{-}$have poles $X^{ \pm} \in \Omega^{ \pm}$or that $\omega^{+}$and $\omega^{-}$both have poles at infinity. Otherwise, we assume $\omega^{+}$and $\omega^{-}$ have finite poles. Following Kenig and Toro [34], we call $\Omega^{+}$and $\Omega^{-}$two-sided $N T A$ domains. When $\omega^{ \pm}$have poles at $X^{ \pm} \in \Omega^{ \pm}$, we let $u^{ \pm}$denote the Green function of $\Omega^{ \pm}$with pole at $X^{ \pm}$, i.e., the unique functions satisfying

$$
\int_{\partial \Omega} \varphi d \omega^{ \pm}=\int_{\Omega^{ \pm}} u^{ \pm} \Delta \varphi \quad \text { for all } \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n} \backslash\left\{X^{ \pm}\right\}\right)
$$

When $\omega^{ \pm}$have poles at infinity, we let $u^{ \pm}$denote the functions given by Proposition 2.4.

Let $Q, Q_{j} \in \partial \Omega$ with $Q_{j} \rightarrow Q$, and let $r_{j}>0$ with $r_{j} \downarrow 0$. Following [34], we define associated sequences $\Omega_{j}^{ \pm}, \partial \Omega_{j}, u_{j}^{ \pm}$, and $\omega_{j}^{ \pm}$by

$$
\begin{align*}
\Omega_{j}^{ \pm} & :=\frac{\Omega^{ \pm}-Q_{j}}{r_{j}}, & \partial \Omega_{j} & :=\frac{\partial \Omega-Q_{j}}{r_{j}}, \\
u_{j}^{ \pm}(x) & :=\frac{u^{ \pm}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{ \pm}\left(B\left(Q_{j}, r_{j}\right)\right)}, & \omega_{j}^{ \pm}(E) & :=\frac{\omega^{ \pm}\left(r_{j} E+Q_{j}\right)}{\omega^{ \pm}\left(B\left(Q_{j}, r_{j}\right)\right)} . \tag{2.1}
\end{align*}
$$

Theorem 2.6 (Theorem 4.2 in [34]). With the assumptions and notation above, there exists a subsequence of $\left(\Omega_{j}^{ \pm}, \partial \Omega_{j}, \omega_{j}^{ \pm}, u_{j}^{ \pm}\right)$, which we relabel, and there also exist unbounded two-sided NTA domains $\Omega_{\infty}^{ \pm}$, harmonic measures $\omega_{\infty}^{ \pm}$with pole at infinity, and the Green functions $u_{\infty}^{ \pm}$with pole at infinity such that

- $\overline{\Omega_{j}^{ \pm}} \rightarrow \overline{\Omega_{\infty}^{ \pm}}$and $\partial \Omega_{j} \rightarrow \partial \Omega_{\infty}$ in the Attouch-Wets topology,
- $\omega_{j}^{ \pm}$converges to $\omega_{\infty}^{ \pm}$in the vague topology (i.e., weakly as Radon measures),
- $u_{j}^{ \pm} \rightarrow u_{\infty}^{ \pm}$uniformly on compact sets.

We call the tuple $\left(\Omega_{\infty}^{ \pm}, \partial \Omega_{\infty}, \omega_{\infty}^{ \pm}, u_{\infty}^{ \pm}\right)$a pseudoblowup of the harmonic measure at $Q$. When $Q_{j}=Q$ for all $j$, a pseudoblowup is called a blowup.

Remark 2.7. Following [33], the measures $\omega_{\infty}^{ \pm}$are called pseudotangent measures of $\omega^{ \pm}$at $Q$. When $Q_{j}=Q$ for all $j$, the measures $\omega_{\infty}^{ \pm}$are called tangent measures of $\omega^{ \pm}$at $Q$. Tangent measures of general Radon measures were first introduced by Preiss [39].

Remark 2.8 (Local set approximation). A sequence of nonempty closed sets $F_{j} \subset \mathbb{R}^{n}$ converges to a nonempty closed set $F \subset \mathbb{R}^{n}$ in the Attouch-Wets topology if for every $r>0$,

$$
\lim _{j \rightarrow \infty} \operatorname{excess}\left(F_{j} \cap B(0, r), F\right)=0 \quad \text { and } \quad \lim _{j \rightarrow \infty} \operatorname{excess}\left(F \cap B(0, r), F_{j}\right)=0
$$

where $\operatorname{excess}(A, B)=\sup _{x \in A} \inf _{y \in B}|x-y|$ and $\operatorname{excess}(\emptyset, B)=0$ for all nonempty sets $A, B \subset \mathbb{R}^{n}$. For general background, see Beer [10]. This topology is a convenient choice, because it is metrizable and for every nonempty compact set $K \subset \mathbb{R}^{n}$, the collection $\mathfrak{C}(K)$ of closed sets in $\mathbb{R}^{n}$ that intersect $K$ is sequentially compact.

Let $F \subset \mathbb{R}^{n}$ be a nonempty closed set and let $x \in F$. Following Badger and Lewis [9] (motivated by [39], [33]), we say that a nonempty closed set $T \subset \mathbb{R}^{n}$ is a pseudotangent set of $F$ at $x$ if there exist sequences $x_{j} \in F$ with $x_{j} \rightarrow x$ and $r_{j}>0$ with $r_{j} \downarrow 0$ such that

$$
\frac{F-x_{j}}{r_{j}} \rightarrow T \text { in the Attouch-Wets topology. }
$$

If $x_{j}=x$ for all $j$, we call $T$ a tangent set of $F$ at $x$. Let $\mathcal{S}$ be a collection of nonempty closed sets containing the origin such that $S \in \mathcal{S}$ and $\lambda>0$ implies $\lambda S \in \mathcal{S}$. We say that a nonempty set $E \subset \mathbb{R}^{n}$ is locally bilaterally well approximated by $\mathcal{S}$ if all pseudotangent sets of $\bar{E}$ belong to $\overline{\mathcal{S}}$. Equivalently (see $\S 4$ in [9]), $E$ is locally bilaterally well approximated by $\mathcal{S}$ if and only if for all compact sets $K \subset E$ and $\varepsilon>0$, there exists $r_{K, \varepsilon}>0$ such that
for locations $x \in K$ and scales $0<r \leq r_{K, \varepsilon}$, there exists $S \in \mathcal{S}$ such that excess $(E \cap B(x, r), x+S)<\varepsilon r$ and $\operatorname{excess}((x+S) \cap B(x, r), E)<\varepsilon r$.

Thus, sets that are locally bilaterally well approximated by $\mathcal{S}$ are like Reifenberg sets with vanishing constants (e.g., see [33]), except with approximation by planes replaced by approximation by sets in $\mathcal{S}$. See [9] for further discussion. Using this terminology, Theorem 2.6 says that the pseudotangent sets of the boundary of a two-sided NTA domain are boundaries of unbounded two-sided NTA domains.

The following theorem identifies pseudotangents of harmonic measure under VMO or continuous two-phase free boundary conditions.

Theorem 2.9 (Theorem 4.4 in [34]). Under the hypothesis of Theorem B (in particular, under the assumption that $\log h \in \operatorname{VMO}\left(d \omega^{+}\right)$), every pseudoblowup

$$
\left(\Omega_{\infty}^{ \pm}, \partial \Omega_{\infty}, \omega_{\infty}^{ \pm}, u_{\infty}^{ \pm}\right)
$$

of the harmonic measure satisfies $\omega_{\infty}^{+}=\omega_{\infty}^{-}$, and $u_{\infty}:=u_{\infty}^{+}-u_{\infty}^{-}$is a harmonic polynomial of degree at most $d_{0}$ depending on the NTA constants of $\Omega^{ \pm}$.

Together, Theorems 2.6 and 2.9 ensure that the free boundary $\partial \Omega$ is locally bilaterally well approximated by zero sets of harmonic polynomials, whose positive and negative sets are unbounded NTA domains. In this setting, refined information about the boundary was obtained in [6], [7], and [8]. See Theorem B above. In addition to the consequences listed there, we can classify the pseudotangent sets of $\partial \Omega$ along sequences in $\Gamma_{d}$, where the tangent sets of $\partial \Omega$ are zero sets of homogeneous harmonic polynomials of degree $d$. This is a consequence of the special geometry of harmonic varieties; see Theorem 1.4 in [8].

Theorem 2.10 (Theorem 1.1 (iv) in [8]). With the same notation as in Theorem B, assume $Q_{j} \in \Gamma_{d}$ converges to $Q \in \Gamma_{d}$. For all $r_{j} \downarrow 0$, there is a subsequence of $\left(Q_{j}, r_{j}\right)$, which we relabel, such that the pseudotangent set $\lim _{j \rightarrow \infty}\left(\partial \Omega-Q_{j}\right) / r_{j}$ is the zero set of a homogeneous harmonic polynomial of degree $d$.

We now recall some facts about polynomial harmonic measures. Let $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a nonconstant harmonic polynomial. Then $\pm p$ is a Green function with pole at infinity for any connected component of $\{x: \pm p(x)>0\}$. Hence there exists (e.g., see [6]) a unique Radon measure $\omega_{p}$ on $\Sigma_{p}=\{x: p(x)=0\}$ such that

$$
\begin{equation*}
\int_{\Sigma_{p}} \varphi d \omega_{p}=\int p^{ \pm} \Delta \varphi, \quad \text { for all } \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \tag{2.2}
\end{equation*}
$$

As noted above, Kenig and Toro [34] proved that when $\Omega^{ \pm}$are two-sided NTA domains, $\omega^{+} \ll \omega^{-} \ll \omega^{+}$and $\log \left(d \omega^{-} / d \omega^{+}\right) \in \operatorname{VMO}\left(d \omega^{+}\right)$, all pseudoblowups of the harmonic measures $\omega^{ \pm}$are polynomial harmonic measures $\omega_{p}$, where $\{x$ : $\pm p(x)>0\}$ are unbounded NTA domains. However, we note that polynomial harmonic measures can be defined even if the components of $\{x: \pm p(x)>0\}$ are not NTA (an example of such a polynomial is $p(x, y, z)=x^{2}-y^{2}+z^{3}-3 x^{2} z$, see Example 5.1 in [36]).
Lemma 2.11 (Lemma 4.2 in [6]). If $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a homogeneous harmonic polynomial of degree $d \geq 1$, then

$$
\begin{align*}
\omega_{p}(B(0, r)) & =\frac{d}{2} r^{n-2+d}\|p\|_{L^{1}\left(S^{n-1}\right)} \quad \text { for all } r>0  \tag{2.3}\\
\frac{\omega_{p}(B(0, \tau r))}{\omega_{p}(B(0, r))} & =\tau^{n-2+d} \quad \text { for all } \tau, r>0 \tag{2.4}
\end{align*}
$$

Remark 2.12. By our choice of normalization (see (2.1)), if $p=u_{\infty}^{+}-u_{\infty}^{-}$is a pseudoblowup appearing when $\log \left(d \omega^{-} / d \omega^{+}\right) \in \operatorname{VMO}\left(d \omega^{+}\right)$, then $\omega_{p}(B(0,1))=1$.

Thus, if $\lambda p$ and $\lambda^{\prime} p$ both appear as pseudoblowups (even at different base points), then $\lambda=\lambda^{\prime}$. Furthermore, since $\{ \pm p>0\}$ are NTA domains with NTA constants determined the NTA constants of the original domain $\Omega$, standard estimates for the Green function on NTA domains (e.g., see Lemma 4.8 in [30]) ensure that

$$
\begin{equation*}
\sup _{x \in B(0,1)}|p(x)| \simeq \sup _{x \in B(0,1)} u_{\infty}^{ \pm}(x) \simeq \omega_{p}(B(0,1))=1 \tag{2.5}
\end{equation*}
$$

where the implicit constants depend only on the NTA constants of $\Omega$. It follows that for every compact set $K \subset \partial \Omega$,

$$
\sup _{Q \in K} \sup _{0<r \leq 1} \frac{u^{ \pm}(r x+Q) r^{n-2}}{\omega^{-}(B(Q, r))} \simeq 1
$$

for all $0<r \leq r_{0}(K)$.
At flat points $Q \in \Gamma_{1}$, it is known that $\omega$ is locally asymptotically optimally doubling (see [32], [17], [7]). In particular, when $Q \in \Gamma_{1}, \omega^{ \pm}(B(Q, r)) / r^{n-1}$ does not grow faster or slower than any power of $r$. We now verify that this behavior persists at singular points $Q \in \Gamma_{d}, d>1$. In the parlance of geometric measure theory, the following lemma implies the local dimension (e.g., see page 25 of [22]) of $\omega^{ \pm}$at $Q \in \Gamma_{d}$ is $n-2+d$.

Lemma 2.13. With the same notation as in Theorem B, let $1 \leq d \leq d_{0}$ and assume that $K$ is a compact subset of $\Gamma_{d}$. Then, for every $\delta>0$,

$$
\begin{equation*}
\liminf _{r \downarrow 0} \inf _{Q \in K} \frac{\omega^{ \pm}(B(Q, r))}{r^{n-2+d+\delta}}=\infty, \quad \lim \sup _{r \downarrow 0} \sup _{Q \in K} \frac{\omega^{ \pm}(B(Q, r))}{r^{n-2+d-\delta}}=0 . \tag{2.6}
\end{equation*}
$$

Proof. Fix a compact set $K \subset \Gamma_{d}$. We first prove that

$$
\begin{equation*}
\lim _{r \downarrow 0} \sup _{Q \in K}\left|\frac{\omega^{ \pm}(B(Q, \tau r))}{\omega^{ \pm}(B(Q, r))}-\tau^{n-2+d}\right|=0 \quad \text { for all } \tau>0 \tag{2.7}
\end{equation*}
$$

By Theorem 2.10, for every sequence $Q_{j} \in K$ with $Q_{j} \rightarrow Q$ and for every sequence $r_{j} \downarrow 0$, there is a subsequence (which we relabel) and a $d$-homogenous harmonic polynomial $p$, such that $\omega_{j}^{ \pm} \rightharpoonup \omega_{p}$. By Lemma 2.11 and Remark 2.12, $\omega_{p}(B(0, \tau r))=\tau^{n-2+d} \omega_{p}(B(0, r))$ and $\omega_{p}(B(0,1))=1$. It follows that

$$
\omega_{p}(B(0, \tau))=\tau^{n-2+d} \quad \text { and } \quad \omega_{p}(\partial B(0, \tau))=0 \quad \text { for all } \tau>0
$$

Therefore, recalling the definition of $\omega_{j}^{ \pm}$

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{\omega^{ \pm}\left(B\left(Q_{j}, \tau r_{j}\right)\right)}{\omega^{ \pm}\left(B\left(Q_{j}, r_{j}\right)\right)}=\lim _{j \rightarrow \infty} \omega_{j}^{ \pm}(B(0, \tau))=\omega_{p}(B(0, \tau))=\tau^{n-2+d} \tag{2.8}
\end{equation*}
$$

for all $\tau>0$. Because (2.8) holds for an arbitrary initial sequence, we obtain (2.7).
To proceed, fix $\delta>0$ and $\tau \in(0,1)$. Pick $\varepsilon>0$ to be specified later. By (2.7), there exists $r_{0}>0$ such that for all $Q \in K$ and $0<r \leq r_{0}$,

$$
\begin{equation*}
(1-\varepsilon) \tau^{n-2+d} \leq \frac{\omega(B(Q, \tau r))}{\omega(B(Q, r))} \leq(1+\varepsilon) \tau^{n-2+d} \tag{2.9}
\end{equation*}
$$

Fix $Q \in K$. Iterating (2.9) $k$ times, we obtain

$$
\begin{equation*}
(1-\varepsilon)^{k} \tau^{k(n-2+d)} \omega\left(B\left(Q, r_{0}\right)\right) \leq \omega\left(B\left(Q, \tau^{k} r_{0}\right)\right) \tag{2.10}
\end{equation*}
$$

Dividing both sides by $\left(\tau^{k} r_{0}\right)^{n-2+d+\delta}$ yields

$$
r_{0}^{-(n-2+d+\delta)}\left(\frac{1-\varepsilon}{\tau^{\delta}}\right)^{k} \leq \frac{\omega\left(B\left(Q, \tau^{k} r_{0}\right)\right)}{\left(\tau^{k} r_{0}\right)^{n-2+d+\delta}}
$$

Thus, provided we chose $\varepsilon$ sufficiently small to guarantee $(1-\varepsilon) / \tau^{d}>1$,

$$
\left.\liminf _{k \rightarrow \infty} \frac{\omega^{ \pm}\left(B\left(Q, \tau^{k} r_{0}\right)\right)}{\left(\tau^{k} r_{0}\right)^{n-2+d+\delta}}=\infty \quad \text { (uniformly over } Q \in K\right)
$$

The first inequality in (2.6) now follows by a standard argument. The proof of the second inequality is very similar.

We end this section with an observation on the convergence of the gradients under these pseudo-blowups.

Remark 2.14. In Proposition 4.4 of [19], the second author proved that under the assumption $\log (h) \in C(\partial \Omega)$ that the Green functions, $u^{ \pm}$, are locally Lipschitz continuous. This Lipschitz bound depended only on the $L^{2}$ norm of $u^{ \pm}$in the compact set and the $L^{\infty}$ norm of $\log (h)$. In fact note that the $u_{j}^{ \pm}$are uniformly locally bounded in $L_{\text {loc }}^{2}$ (as the sequence is uniformly bounded in $L_{\text {loc }}^{\infty}$ ) and that $h_{j}(P)=d \omega_{j}^{-} / d \omega_{j}^{+}(P)=h\left(r_{j} P+Q_{j}\right)$. Thus recalling that the $u_{j}^{ \pm}$are harmonic on $\left\{u_{j}^{ \pm}>0\right\}$ and repeating the arguments in $\S 4$ of [19] we conclude that the functions $u_{j}^{ \pm}$are uniformly locally Lipschitz.

Also note that the uniform convergence of $u_{j}^{ \pm}$to $p^{ \pm}$implies convergence in $C^{\infty}$ in compact subsets of $\left\{p^{ \pm}>0\right\}$ (as the $u_{j}^{ \pm}$are harmonic there). To show that the $\left|\nabla u_{j}^{ \pm}\right|$converges to $\left|\nabla p^{ \pm}\right|$both in $L_{\text {loc }}^{2}$ and weak-star in $L^{\infty}$ (the former implies the latter), recall that the $p^{ \pm}$are locally Lipschitz and $\mid\left\{x \in B_{R}(0): \operatorname{dist}\left(x,\left\{p^{ \pm}=\right.\right.\right.$ $0\}$ ) $\leq \varepsilon\} \mid<C_{R} \varepsilon$ (see e.g. [13], though for harmonic polynomials it is a simple consequence of analyticity). Thus, by the prior considerations and the local uniform Lipschitz character of $u_{j}^{ \pm}$,

$$
\limsup _{j \rightarrow \infty} \int_{\left|\left\{x \in B_{R}(0): \operatorname{dist}\left(x,\left\{p^{ \pm}=0\right\}\right) \leq \varepsilon\right\}\right|}\left|\nabla u_{j}^{ \pm}\right|^{2}+\left|\nabla p^{ \pm}\right|^{2} \leq C_{R} \varepsilon
$$

The desired $L_{\text {loc }}^{2}$ convergence follows from the triangle inequality and the $C^{\infty}$ convergence of $u_{j}^{ \pm}$to $p^{ \pm}$in compact subsets of $\left\{p^{ \pm}>0\right\}$.

## 3. Start of the proof of the main theorems

For the remainder of the paper, we let $\Omega^{+}=\Omega \subset \mathbb{R}^{n}$ and $\Omega^{-}=\mathbb{R}^{n} \backslash \bar{\Omega}$ denote a fixed pair of two-sided NTA domains. We assume that $\Omega^{ \pm}$are unbounded with NTA constants $R_{\Omega}^{ \pm}=\infty$ and $M_{\Omega}^{ \pm}$. Furthermore, we assume that $\omega^{ \pm}$are harmonic measures for $\Omega^{ \pm}$with pole at infinity such that $\omega^{+} \ll \omega^{-} \ll \omega^{+}$, and the Radon-

Nikodym derivative $h=d \omega^{-} / d \omega^{+}$satisfies $\log h \in C^{0, \alpha}(\partial \Omega)$ for some $\alpha>0$. Thus, we are in a regime where the conclusions of Theorems B and C hold. We adopt all notations and conventions set in $\S 2$.

Remark 3.1. We will be content to prove Theorems 1.1 and 1.2 under the assumptions above. When $\omega^{ \pm}$have finite poles, the proofs go through with only minor modifications: one must restrict estimates to scales where the poles $X^{ \pm}$are relatively far away from the relevant portion of the boundary. A diligent reader with enough paper will have no difficulty verifying the details.

For each $Q \in \partial \Omega$, we define, as in [19], the jump function $v^{(Q)}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
v^{(Q)}(x)=h(Q) u^{+}(x)-u^{-}(x) \quad \text { for all } x \in \mathbb{R}^{n} \tag{3.1}
\end{equation*}
$$

where $u^{ \pm}$are Green's functions with pole at infinity corresponding to $\omega^{ \pm}$, extended beyond $\overline{\Omega^{ \pm}}$by setting $u^{ \pm} \equiv 0$ on $\Omega^{\mp}$. By definition of the Green functions (see Proposition 2.4), we have $\Delta u^{ \pm}=0$ in $\Omega^{ \pm}$and $u^{ \pm}=0$ on $\partial \Omega$. There is no reason to expect that $v^{(Q)}$ defines a global harmonic function (in fact, it does not unless $\omega^{+}=\omega^{-}$).

Using the machinery of $\S 2$, one can show that the pseudoblowups of the functions $v^{(Q)}$ along $\Gamma_{d}$ are homogeneous harmonic polynomials of degree $d$.

Lemma 3.2. For every sequence $Q_{j} \in \Gamma_{d}$ converging to $Q \in \Gamma_{d}$ and every sequence $r_{j} \downarrow 0$, there exists a subsequence of $\left(Q_{j}, r_{j}\right)$, which we relabel, such that the functions

$$
v_{r_{j}}^{\left(Q_{j}\right)}(x):=\frac{v^{\left(Q_{j}\right)}\left(r_{j} x+Q\right) r_{j}^{n-2}}{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}
$$

converge locally uniformly to a homogeneous harmonic polynomial $p$ of degree $d$. Moreover, $\nabla v_{r_{j}}^{\left(Q_{j}\right)} \stackrel{*}{\rightharpoonup} \nabla p$ with respect to the $L^{\infty}$ norm and strongly in $L_{\mathrm{loc}}^{2}$.

Proof. The lemma is valid under the assumption $\log h \in C(\partial \Omega)$. Let $Q_{j}$ be a sequence in $\Gamma_{d}$ converging to $Q$ in $\Gamma_{d}$ and let $r_{j}$ be a sequence of positive numbers converging to 0 . Because $h$ is continuous at $Q$ and $\operatorname{excess}\left(B\left(Q_{j}, r_{j}\right),\{Q\}\right) \rightarrow 0$ as $j \rightarrow \infty$,

$$
\limsup _{j \rightarrow \infty}\left|\frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{\omega^{+}\left(B\left(Q_{j}, r_{j}\right)\right)}-h(Q)\right| \leq \limsup _{j \rightarrow \infty} f_{B\left(Q_{j}, r_{j}\right)}|h(x)-h(Q)| d \omega^{+}(x)=0
$$

by the Radon-Nikodym theorem. Thus,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{\omega^{+}\left(B\left(Q_{j}, r_{j}\right)\right)}=h(Q)=\lim _{j \rightarrow \infty} h\left(Q_{j}\right) \tag{3.2}
\end{equation*}
$$

Moreover, because $\log h$ is continuous, we have $h(Q)>0$ and

$$
\begin{equation*}
\sup _{j \geq 1} \frac{\omega^{+}\left(B\left(Q_{j}, r_{j}\right)\right)}{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}<\infty \tag{3.3}
\end{equation*}
$$

By Theorem 2.6 and Theorem 2.10, there exists a subsequence of $\left(Q_{j}, r_{j}\right)$, which we relabel, such that the functions

$$
u_{j}^{ \pm}(x):=\frac{u^{ \pm}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{ \pm}\left(B\left(Q_{j}, r_{j}\right)\right)}
$$

converge locally uniformly to functions $u_{\infty}^{ \pm}$such that $p:=u_{\infty}^{+}-u_{\infty}^{-}$is a homogeneous harmonic polynomial of degree $d$. By (3.3), it follows that

$$
\frac{u^{+}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}
$$

converges locally uniformly, as well. Therefore, by (3.2),

$$
\begin{aligned}
\lim _{j \rightarrow \infty} v_{r_{j}}^{\left(Q_{j}\right)}(x) & =\lim _{j \rightarrow \infty}\left(\frac{h\left(Q_{j}\right) u^{+}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}-\frac{u^{-}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}\right) \\
& =\lim _{j \rightarrow \infty}\left(\frac{u^{+}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{+}\left(B\left(Q_{j}, r_{j}\right)\right)}-\frac{u^{-}\left(r_{j} x+Q_{j}\right) r_{j}^{n-2}}{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}\right) \\
& =u_{\infty}^{+}(x)-u_{\infty}^{-}(x)=p(x)
\end{aligned}
$$

where the limits converge locally uniformly.
The statement regarding weak-star convergence is proven (in greater generality) in Remark 2.14.

## 4. Almost monotonicity via Almgren's frequency functional

Definition 4.1. For all $f \in W_{\mathrm{loc}}^{1,2}\left(\mathbb{R}^{n}\right)$ and $Q \in \mathbb{R}^{n}$ such that $f(Q)=0$, define
$H(r, Q, f):=\int_{\partial B(Q, r)} f^{2}, \quad D(r, Q, f):=\int_{B(Q, r)}|\nabla f|^{2}, \quad N(r, Q, f):=\frac{r D(r, Q, f)}{H(r, Q, f)}$.
The function $N(r, Q, f)$ is called Almgren's frequency functional.
Remark 4.2. Almgren [1] proved that when $f$ is harmonic, $N(\cdot, Q, f)$ is absolutely continuous and monotone increasing. In this case,

$$
N(0, Q, f):=\lim _{r \downarrow 0} N(r, Q, f)
$$

is an integer and is the order to which $f$ vanishes at $Q$. If $p$ is a homogenous harmonic polynomial of degree $d$, then $N(r, 0, p)=d$ for all $r>0$.

We continue to adopt the notation set in $\S 3$. In addition, given $Q \in \partial \Omega, r>0$, and $E \subset \partial \Omega$, we write

$$
\begin{equation*}
v_{r}^{(Q)}(x):=\frac{v^{(Q)}(r x+Q) r^{n-2}}{\omega^{-}(B(Q, r))} \quad \text { and } \quad \omega_{r, Q}^{-}(E):=\frac{\omega^{-}(r E+Q)}{\omega^{-}(B(Q, r))} \tag{4.1}
\end{equation*}
$$

Choose a compact set $K \subset \partial \Omega$. The estimates carried out below are uniform over $Q \in K$. To ease notation, we assume throughout this section that $0 \in K$ and write $v:=v^{(0)}$ and $\omega_{r, Q}^{-}=\omega_{r}^{-}$.

Ultimately, we would like to estimate $(d / d r) N(r, 0, v)$, but reach an immediate technical difficulty in that $v$ is merely Lipschitz, so $\nabla v$ is not defined everywhere. To address this, we work instead with the family of regularizations $v_{\varepsilon}=v * \varphi_{\varepsilon}(0<$ $\varepsilon \ll 1$ ), where $\varphi \geq 0$ is a $C^{\infty}$ approximation to the identity (i.e., $\operatorname{spt} \varphi \subset B(0,1)$ and $\int_{\mathbb{R}^{n}} \varphi=1$.) We abbreviate $H\left(r, 0, v_{\varepsilon}\right), D\left(r, 0, v_{\varepsilon}\right)$, and $N\left(r, 0, v_{\varepsilon}\right)$ by $H_{\varepsilon}(r)$, $D_{\varepsilon}(r)$, and $N_{\varepsilon}(r)$, respectively.

Remark 4.3. For reference, let us recall how convolution behaves under a simple change of variables. For all $\varepsilon>0, r>0$, and $x, Q \in \mathbb{R}^{n}$, if $f_{r}(x):=f(r x+Q)$, then

$$
\left(\varphi_{\varepsilon} * f\right)(r x+Q)=\left(\varphi_{\varepsilon / r} * f_{r}\right)(x)
$$

We now record several basic computations related to Almgren's frequency functional applied to the functions $v_{\varepsilon}$ and $v^{(Q)}$ (we note that (4.2), (4.3), and (4.4) appear, if not explicitly, then in spirit in [1]).

## Lemma 4.4.

$$
\begin{align*}
& \text { (4.2) } D_{\varepsilon}(r)=\int_{\partial B(0, r)} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma-\int_{B(0, r)} v_{\varepsilon} \Delta v_{\varepsilon},  \tag{4.2}\\
& \text { (4.3) } \frac{d}{d r} D_{\varepsilon}(r)=\frac{n-2}{r} \int_{B(0, r)}\left|\nabla v_{\varepsilon}\right|^{2} d x+2 \int_{\partial B(0, r)}\left(v_{\varepsilon}\right)_{\nu}^{2}-\frac{2}{r} \int_{B(0, r)}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x, \\
& \text { (4.4) } \frac{d}{d r} H_{\varepsilon}(r)=\frac{n-1}{r} H_{\varepsilon}(r)+2 \int_{\partial B(0, r)} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma, \\
& \text { (4.5) } \lim _{r \downarrow 0} N\left(r, Q, v^{(Q)}\right)=d \quad \text { for all } Q \in \Gamma_{d} .
\end{align*}
$$

Proof. Equation (4.2) follows from integration by parts. Equations (4.3) and (4.4) can be derived using the change of variables $y=x / r$. To establish (4.5), assume that $Q \in \Gamma_{d}$ and pick any sequence $r_{j} \downarrow 0$. Then

$$
N\left(r_{j}, Q, v^{(Q)}\right)=\frac{\int_{B(0,1)}\left|\nabla v_{r_{j}}^{(Q)}\right|^{2}}{\int_{\partial B(0,1)}\left(v_{r_{j}}^{(Q)}\right)^{2}}
$$

By Lemma 3.2, we can pass to a subsequence of $r_{j}$, which we relabel, such that $v_{r_{j}}^{(Q)}$ converges locally uniformly to a homogeneous harmonic polynomial $p$, and moreover, since $\nabla v_{r_{j}}^{(Q)} \rightarrow \nabla p$ in $L_{\text {loc }}^{2}$ then $\int_{B(0,1)}\left|\nabla v_{r_{j}}^{(Q)}\right|^{2} \rightarrow \int_{B(0,1)}|\nabla p|^{2}$ (see Remark 2.14). It follows that

$$
\lim _{j \rightarrow \infty} N\left(r_{j}, Q, v^{(Q)}\right)=\lim _{j \rightarrow \infty} N\left(1,0, v_{r_{j}}^{(Q)}\right)=N(1,0, p)=d
$$

by Remark 4.2.
The following lemma is a variation on Lemma 5.6 in [19], which assumed $0 \in \Gamma_{1}$. To extend this result to a general boundary point, we give an alternative "rescaling argument". In the remainder of this section, constants labeled $c$ or $C$ may depend on the NTA constants of $\Omega$, a choice of a compact set $K \subset \partial \Omega$, and $\|\log (h)\|_{C^{0, \alpha}(K)}$, but not on $u, Q, r, \varepsilon$.

Lemma 4.5. Assume that $R>0$ and $\varepsilon \ll R$. There exists a function $\mathbf{E}(R, \varepsilon)$ such that

$$
\begin{aligned}
N_{\varepsilon}(R)+\mathbf{E}(R, \varepsilon)(R-r) & \geq N_{\varepsilon}(r) \quad \text { for all } R / 4<r<R \\
\mathbf{E}(R, \varepsilon) R & \leq k R^{\alpha},
\end{aligned}
$$

where $k>0$ is a constant independent of $\varepsilon, R$.
Proof. Define $\mathbf{E}(R, \varepsilon):=\sup _{R / 4<r<R}\left(N_{\varepsilon}(r)^{\prime}\right)^{-}$, where prime denotes the derivative in $r$. The first claim is immediate.

For the second claim, recall the following formula for $N_{\varepsilon}^{\prime}(r)$ (see (5.4) in [19]):

$$
\begin{align*}
H_{\varepsilon}^{2}(r) N_{\varepsilon}^{\prime}(r)= & 2 r\left(\int_{\partial B_{r}}\left(v_{\varepsilon}\right)_{\nu}^{2} d \sigma \int_{\partial B_{r}} v_{\varepsilon}^{2} d \sigma-\left[\int_{\partial B_{r}} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma\right]^{2}\right) \\
& +2 r \int_{B_{r}} v_{\varepsilon} \Delta v_{\varepsilon} d x \int_{\partial B_{r}} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma-2 H_{\varepsilon}(r) \int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x \tag{4.6}
\end{align*}
$$

The difference in parenthesis on the right-hand side of (4.6) is positive by the Cauchy-Schwarz inequality. Therefore,

$$
\begin{equation*}
\left(N_{\varepsilon}^{\prime}(r)\right)^{-} \leq 2\left|\frac{\int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x}{H_{\varepsilon}(r)}\right|+2\left|\frac{r \int_{B_{r}} v_{\varepsilon} \Delta v_{\varepsilon} d x \int_{\partial B_{r}} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma}{H_{\varepsilon}(r)^{2}}\right| \tag{4.7}
\end{equation*}
$$

Using the Caffarelli-Fabes-Mortola-Salsa (CFMS) type estimate on NTA domains (see Lemma 4.8 in [30]), it can be shown that if $\varepsilon<r / 100$, then

$$
\begin{equation*}
H_{\varepsilon}(r)>c \frac{\omega^{-}(B(0, r))^{2}}{r^{n-3}} \tag{4.8}
\end{equation*}
$$

for some constant $c>0$ independent of $r$ and $\varepsilon$. For details, see Lemma 5.5 in [19].
We now estimate the two error terms on the right-hand side of (4.7).
(A) Estimating $\frac{\int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x}{H_{\varepsilon}(r)}$.

Since $\Delta v_{\varepsilon}=(\Delta v) * \varphi_{\varepsilon}$ in the sense of distributions, we can move the convolution from one term to the other:

$$
\int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x=\int\left[\left(\chi_{B_{r}}(x)\left\langle x, \nabla v_{\varepsilon}\right\rangle\right) * \varphi_{\varepsilon}\right] \Delta v d x .
$$

Evaluate $\Delta v$, as in (1.8), to obtain

$$
\begin{align*}
\left|\int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x\right| & =\left|\int\left(\chi_{B_{r}}(x)\left\langle x, \nabla\left(v * \varphi_{\varepsilon}\right)(x)\right\rangle\right) * \varphi_{\varepsilon}\left(\frac{h(0)}{h(x)}-1\right) d \omega^{-}\right| \\
9) & \leq C r^{1+\alpha} \int\left(\chi_{B_{r}}(x)\left|\nabla\left(v * \varphi_{\varepsilon}\right)\right|\right) * \varphi_{\varepsilon} d \omega^{-} \tag{4.9}
\end{align*}
$$

where the last inequality follows from our assumption $\log (h) \in C^{\alpha}$ and the fact that $|x|<C(r+\varepsilon)<2 C r$ on the domain of integration.

If $x=r y$, then $\nabla_{x} v(x)=\frac{1}{r} \nabla_{y} v(r y)=\frac{\omega^{-}(B(0, r))}{r^{n-1}} \nabla_{y} v_{r}(y)$. Changing variables, equation (4.9) becomes

$$
\begin{align*}
& \left|\int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x\right| \leq C r^{1+\alpha} \frac{\left(\omega^{-}(B(0, r))\right)^{2}}{r^{n-1}} \int\left(\chi_{B_{1}}(y)\left|\nabla v_{r} * \varphi_{\varepsilon / r}\right|\right) * \varphi_{\varepsilon / r} d \omega_{r}^{-} \\
& \text {(4.10) } \quad \leq C r^{\alpha} \frac{\left(\omega^{-}(B(0, r))\right)^{2}}{r^{n-2}} \omega_{r}^{-}(B(0,1+\varepsilon / r)) \leq \tilde{C} r^{\alpha} \frac{\left(\omega^{-}(B(0, r))\right)^{2}}{r^{n-2}} \tag{4.10}
\end{align*}
$$

The penultimate inequality in (4.10) holds because the $v_{r}$ are uniformly Lipschitz, and the last inequality holds because $1+\varepsilon / r<2$ and $\omega_{r}^{-}(B(0,2))$ is bounded uniformly in $r$.

Together, the upper bound (4.10) and the lower bound (4.8) imply

$$
2\left|\frac{\int_{B_{r}}\left\langle x, \nabla v_{\varepsilon}\right\rangle \Delta v_{\varepsilon} d x}{H_{\varepsilon}(r)}\right| \leq C r^{\alpha-1}
$$

(B) Estimating $2 r \int_{B_{r}} v_{\varepsilon} \Delta v_{\varepsilon} d x \int_{\partial B_{r}} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma$.

Arguing as in (4.9) and (4.10), we have

$$
\begin{align*}
\left|\int_{B_{r}} v_{\varepsilon} \Delta v_{\varepsilon} d x\right| & \leq C r^{\alpha} \frac{\omega^{-}(B(0, r))^{2}}{r^{n-2}} \int\left|\left(\chi_{B_{1}}\left(v_{r} * \varphi_{\varepsilon / r}\right)\right) * \varphi_{\varepsilon / r}\right| d \omega_{r}^{-} \\
& \leq C r^{\alpha} \frac{\omega^{-}(B(0, r))^{2}}{r^{n-2}} \omega_{r}^{-}(B(0,1+\varepsilon / r)) \leq C r^{\alpha} \frac{\omega^{-}(B(0, r))^{2}}{r^{n-2}} . \tag{4.11}
\end{align*}
$$

Similarly, we can estimate

$$
\begin{align*}
\left|\int_{\partial B_{r}} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma\right| & =\frac{\omega^{-}(B(0, r))^{2}}{r^{2 n-3}} r^{n-1} \int_{\partial B_{1}}\left|\left(v_{r} * \varphi_{\varepsilon / r}\right)\left(\nabla v_{r} * \varphi_{\varepsilon / r}\right) \cdot \nu\right| d \sigma \\
& \leq C \frac{\omega^{-}(B(0, r))^{2}}{r^{n-2}} . \tag{4.12}
\end{align*}
$$

The lower bound (4.8) combined with (4.11) and (4.12) yields

$$
\left|\frac{2 r \int_{B_{r}} v_{\varepsilon} \Delta v_{\varepsilon} d x \int_{\partial B_{r}} v_{\varepsilon}\left(v_{\varepsilon}\right)_{\nu} d \sigma}{H_{\varepsilon}(r)^{2}}\right| \leq C r^{\alpha-1}
$$

This completes the proof of the lemma.
We are ready to estimate the growth of $N(r)$. Compare Theorem 4.6 with Remark 4.2.

Theorem 4.6 (Almost monotonicity). For all compact sets $K \subset \partial \Omega$, there exists $C>0$ such that for all $Q \in K$ and $0<r \leq 1$,

$$
\frac{1}{r}\left(N\left(r, Q, v^{(Q)}\right)-N\left(0, Q, v^{(Q)}\right)\right)>-C r^{\alpha-1}
$$

where

$$
\begin{equation*}
N\left(0, Q, v^{(Q)}\right)=\lim _{r \downarrow 0} N\left(r, Q, v^{(Q)}\right) \tag{4.13}
\end{equation*}
$$

Proof of Theorem 4.6. By Lemma 4.4, $N\left(0, Q, v^{(Q)}\right)$ as defined in (4.13) exists. As such, for any $r>0$, there exists $\tilde{r} \ll r$ such that

$$
\left|N\left(\tilde{r}, Q, v^{(Q)}\right)-N\left(0, Q, v^{(Q)}\right)\right|<r^{\alpha}
$$

Pick $\varepsilon \ll \tilde{r}$ small enough so that Lemma 4.5 applies for $R \in(\tilde{r}, r)$ and such that

$$
\left|N\left(\tilde{r}, Q, v_{\varepsilon}^{(Q)}\right)-N\left(\tilde{r}, Q, v^{(Q)}\right)\right|+\left|N\left(r, Q, v_{\varepsilon}^{(Q)}\right)-N\left(r, Q, v^{(Q)}\right)\right|<r^{\alpha}
$$

This is possible, because $v_{\varepsilon}^{(Q)} \rightarrow v^{(Q)}$ in $W^{1,2}$ as $\varepsilon \downarrow 0$. Choose $j \in \mathbb{Z}$ such that $2^{-j} r \leq \tilde{r}<2^{-j+1} r$. Then

$$
\begin{aligned}
& N\left(r, Q, v_{\varepsilon}^{(Q)}\right)-N\left(\tilde{r}, Q, v_{\varepsilon}^{(Q)}\right) \\
& \geq N\left(2^{-j+1} r, Q, v_{\varepsilon}^{(Q)}\right)-N\left(\tilde{r}, Q, v_{\varepsilon}^{(Q)}\right)+\sum_{\ell=0}^{j-2}\left(N\left(2^{-\ell} r, Q, v_{\varepsilon}^{(Q)}\right)-N\left(2^{-\ell-1} r, Q, v_{\varepsilon}^{(Q)}\right)\right) \\
& \geq-\mathbf{E}\left(2^{-j+1} r, \varepsilon\right)\left(2^{-j+1} r-r^{\prime}\right)-\frac{1}{2} \sum_{\ell=0}^{j-2} \mathbf{E}\left(2^{-\ell} r, \varepsilon\right) 2^{-\ell} r \\
& \stackrel{\text { Lemma }}{ }^{\geq}{ }^{4.5}-k r^{\alpha} \sum_{\ell=0}^{j-1}\left(2^{-\ell}\right)^{\alpha / 2} \geq-k r^{\alpha} \sum_{\ell=0}^{\infty} 2^{-\ell \alpha / 2}=-C_{\alpha} r^{\alpha} .
\end{aligned}
$$

Combining all the inequalities above, we conclude that

$$
N\left(r, Q, v^{(Q)}\right)-N\left(0, Q, v^{(Q)}\right)>-C r^{\alpha}
$$

## 5. Bounding the growth of the Weiss type functional

Recall the definition of the Weiss-type monotonicity formula $W_{d}(r, Q, f)$ from $\S 1.2$ :

$$
W_{d}(r, Q, f)=\frac{1}{r^{n-2+2 d}} \int_{B(Q, r)}|\nabla f|^{2} d x-\frac{d}{r^{n-1+2 d}} \int_{\partial B(Q, r)} f^{2} d \sigma
$$

In this section, we estimate the growth of $W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)$, and in particular, we prove that $\left|W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)\right|$ is bounded above by a power of $r$. See Proposition 5.2.

The key idea in this section is that although $v_{\varepsilon}^{(Q)}$ is not harmonic, near $Q \in \partial \Omega$ the function "almost minimizes" the Dirichlet energy. This is related, but slightly different than almost minimizers in the sense of [18], because the inequality that we establish only holds on sufficiently small balls centered at $Q \in \partial \Omega$. However, as in [16], this almost minimization allows us to apply monotonicity techniques. To establish almost minimization of $v_{\varepsilon}^{(Q)}$, it is crucial that we have estimates on the local dimension of the harmonic measure provided by Lemma 2.13.

Lemma 5.1. For every $\alpha^{\prime} \in(0, \alpha)$, integer $d \geq 1$, and every compact set $K$ in $\Gamma_{d}$, there exists a constant $C>0$ with the following property. For all $Q \in K, r \in(0,1]$,
$0<\varepsilon<r / 100$, and $\zeta_{r, \varepsilon} \in W^{1,2}\left(B_{1}(Q)\right)$ with

$$
\left.\zeta_{r, \varepsilon}(\cdot+Q)\right|_{\partial B_{1}}=\left.\frac{v_{\varepsilon}^{(Q)}(r \cdot+Q)}{r^{d}}\right|_{\partial B_{1}}
$$

we have $W_{d}\left(1, Q, \zeta_{r, \varepsilon}\right)+C r^{\alpha^{\prime}} \geq W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)$.
Proof. Fix $r \in(0,1]$ and let $\zeta_{\varepsilon}(x+Q)=r^{d} \zeta_{r, \varepsilon}(x / r+Q)$, so that $W_{d}\left(1, Q, \zeta_{r, \varepsilon}\right)=$ $W_{d}\left(r, Q, \zeta_{\varepsilon}\right)$ and $\left.\zeta_{\varepsilon}\right|_{\partial B_{r}(Q)}=\left.v_{\varepsilon}^{(Q)}\right|_{\partial B_{r}(Q)}$. If $\zeta_{\varepsilon}^{*}$ is the harmonic function on $B_{r}(Q)$ with boundary values equal to $\left.\zeta_{\varepsilon}\right|_{\partial B_{r}(Q)}$, then $W_{d}\left(r, Q, \zeta_{\varepsilon}\right) \geq W_{d}\left(r, Q, \zeta_{\varepsilon}^{*}\right)$, because $\zeta^{*}$ minimizes the Dirichlet energy in its trace class. Thus, it suffices to prove

$$
W_{d}\left(r, Q, \zeta_{\varepsilon}^{*}\right)+C r^{\alpha^{\prime}} \geq W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)
$$

Equivalently, because $\left.\zeta_{\varepsilon}^{*}\right|_{\partial B_{r}}=\left.v_{\varepsilon}^{(Q)}\right|_{\partial B_{r}}$, it suffices to prove

$$
\begin{equation*}
\frac{1}{r^{n-2+2 d}} \int_{B_{r}(Q)}\left|\nabla \zeta_{\varepsilon}^{*}\right|^{2}+C r^{\alpha^{\prime}} \geq \frac{1}{r^{n-2+2 d}} \int_{B_{r}(Q)}\left|\nabla v_{\varepsilon}^{(Q)}\right|^{2} \tag{5.1}
\end{equation*}
$$

We compute

$$
\begin{align*}
\int_{B_{r}(Q)}\left|\nabla \zeta_{\varepsilon}^{*}\right|^{2} d x & =\int_{B_{r}(Q)}\left|\nabla v_{\varepsilon}^{(Q)}+\nabla\left(\zeta_{\varepsilon}^{*}-v_{\varepsilon}^{(Q)}\right)\right|^{2} d x \\
& \geq \int_{B_{r}(Q)}\left|\nabla v_{\varepsilon}^{(Q)}\right|^{2} d x+2 \int_{B_{r}(Q)} \nabla\left(\zeta_{\varepsilon}^{*}-v_{\varepsilon}^{(Q)}\right) \cdot \nabla v_{\varepsilon}^{(Q)} d x  \tag{5.2}\\
& =\int_{B_{r}(Q)}\left|\nabla v_{\varepsilon}^{(Q)}\right|^{2} d x-2 \int_{B_{r}(Q)}\left(\zeta_{\varepsilon}^{*}-v_{\varepsilon}^{(Q)}\right) \Delta v_{\varepsilon}^{(Q)} d x
\end{align*}
$$

In light of (5.2), to prove (5.1), we need only to show

$$
\left|\frac{1}{r^{n-2+2 d}} \int_{B_{r}(Q)}\left(\zeta_{\varepsilon}^{*}-v_{\varepsilon}^{(Q)}\right) \Delta v_{\varepsilon}^{(Q)}\right| \leq C r^{\alpha^{\prime}}, \quad \forall 0<\varepsilon<r / 100
$$

By the maximum principle, $\zeta_{\varepsilon}^{*}$ on $B_{r}(Q)$ is less than the maximum of $v_{\varepsilon}^{(Q)}$ on $\partial B_{r}(Q)$, which in turn is less than $C \omega^{-}(B(Q, r)) / r^{n-2}$ (see (4.1)). This estimate, the fact that $\varepsilon<r$, the uniform doubling of $\omega^{-}$and (1.9) yield

$$
\begin{align*}
&\left|\frac{1}{r^{n-2+2 d}} \int_{B_{r}(Q)}\left(\zeta_{\varepsilon}^{*}-v_{\varepsilon}^{(Q)}\right) \Delta v_{\varepsilon}^{(Q)}\right| \leq 2 \frac{\omega^{-}(B(Q, r))}{r^{2 n-4+2 d}} \int_{B_{r}(Q)}\left|\varphi_{\varepsilon} * \Delta v^{(Q)}\right| \\
& \leq C\left(\operatorname{osc}_{P \in B_{2 r}(Q)} \frac{h(P)}{h(Q)}\right) \frac{\omega^{-}(B(Q, r)) \omega^{-}(B(Q, 2 r))}{r^{2 n-4+2 d}} \\
& \leq C r^{\alpha}\left(\frac{\omega^{-}(B(Q, r))}{r^{n-2+d}}\right)^{2} \stackrel{\text { Lemma }}{\leq} C r^{\alpha^{\prime}} \tag{5.3}
\end{align*}
$$

This completes the proof of the lemma.

Proposition 5.2. For every $\alpha^{\prime} \in(0, \alpha)$, integer $d \geq 1$, and every compact set $K$ in $\Gamma_{d}$, there exist constants $C>0$ and $r_{K}>0$ such that if $0<r \leq r_{K}$, then

$$
\begin{equation*}
\left|W_{d}\left(r, Q, v^{(Q)}\right)\right| \leq C r^{\alpha^{\prime}} \tag{5.4}
\end{equation*}
$$

Proof. Let $0<\alpha^{\prime}<\alpha^{\prime \prime}<\alpha$. To show $W_{d}\left(r, Q, v^{(Q)}\right) \geq-C r^{\alpha^{\prime}}$, first observe that

$$
\begin{equation*}
W_{d}(r, Q, f)=\frac{H(r, Q, f)}{r^{n-1+2 d}}(N(r, Q, f)-d) \tag{5.5}
\end{equation*}
$$

From (5.5), the estimate

$$
\frac{H\left(r, Q, v^{(Q)}\right)}{r^{n-1+2 d}} \leq C\left(\frac{\omega^{-}(B(Q, r))}{r^{n-2+d}}\right)^{2}
$$

(which is obtained using a CFMS type estimate, see Lemma 4.8 in [30]) Theorem 4.6, and Lemma 2.13 we get the lower bound on $W_{d}$. As an immediate consequence,

$$
\begin{equation*}
\liminf _{r \downarrow 0} W_{d}\left(r, Q, v^{(Q)}\right) \geq 0 \tag{5.6}
\end{equation*}
$$

To establish the upper bound on $W_{d}$, let $1 \geq r_{0}>r_{1}>0$ and $\varepsilon<r_{1} / 100$ so that we can apply Lemma 5.1 for all $r \in\left[r_{1}, r_{0}\right]$. Recall (1.2) with $f=v_{\varepsilon}^{(Q)}$. By ignoring the positive integral on the right-hand side of (1.2), we obtain

$$
\begin{align*}
& \frac{d}{d r} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right) \\
& \quad \geq-\frac{n+2 d-2}{r} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)+\frac{n+2 d-2}{r} W_{d}\left(1,0, V_{r, Q, \varepsilon}\right)=: I(r) \tag{5.7}
\end{align*}
$$

where $V_{r, Q, \varepsilon}$ denotes the $d$-homogenous function about $Q$ that agrees with the function $r^{-d} v_{\varepsilon}^{(Q)}(r x+Q)$ on $\partial B_{1}$. Apply the epiperimetric inequality to $V_{r, Q, \varepsilon}$ (see Proposition 1.6) to conclude that $I$ as defined in (5.7) satisfies

$$
\begin{equation*}
I(r) \geq-\frac{n+2 d-2}{r} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)+\frac{n+2 d-2}{r(1-\kappa)} W_{d}\left(1,0, \zeta_{r, \varepsilon, Q}\right) \tag{5.8}
\end{equation*}
$$

where $\zeta_{r, \varepsilon, Q} \in W^{1,2}\left(B_{1}\right)$ denotes the harmonic extension of $\left.V_{r, Q, \varepsilon}\right|_{\partial B_{1}}$, and

$$
\begin{equation*}
\kappa=\frac{1}{n+2 d-1} . \tag{5.9}
\end{equation*}
$$

By Lemma 5.1 (applied with $\alpha^{\prime \prime}<\alpha$ ),

$$
\begin{equation*}
I(r) \geq \frac{n+2 d-2}{r}\left(\frac{\kappa}{1-\kappa} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)-\frac{C}{1-\kappa} r^{\alpha^{\prime \prime}}\right) \tag{5.10}
\end{equation*}
$$

for $r \in\left[r_{1}, r_{0}\right]$ and $\varepsilon>0$ as above. Observe that $(n+2 d-2) \kappa /(1-\kappa)=1$ by (5.9). Thus (5.7) and (5.10) yield

$$
\begin{equation*}
\frac{d}{d r} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right) \geq I(r) \geq \frac{1}{r} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)-\frac{(n+2 d-2) C}{(1-\kappa) r} r^{\alpha^{\prime \prime}} \tag{5.11}
\end{equation*}
$$

for $r \in\left[r_{1}, r_{0}\right]$ and $\varepsilon>0$ as above. Furthermore, $C>0$ is independent of $\varepsilon, r_{0}, r_{1}$, and the particular point $Q \in K$.

Fix $\tilde{C}>0$ large to be chosen below and define

$$
\widetilde{W}(r)=W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} r^{\alpha^{\prime \prime}}
$$

Then

$$
\begin{align*}
\frac{d}{d r} \widetilde{W}(r) & =\frac{d}{d r} W\left(r, Q, v_{\varepsilon}^{(Q)}\right)+\alpha^{\prime \prime} \tilde{C} r^{\alpha^{\prime \prime}-1} \\
& \stackrel{(5.11)}{\geq} \frac{1}{r} W_{d}\left(r, Q, v_{\varepsilon}^{(Q)}\right)+\left(\alpha^{\prime \prime} \tilde{C}-\frac{(n+2 d-2) C}{1-\kappa}\right) r^{\alpha^{\prime \prime}-1} \tag{5.12}
\end{align*}
$$

By the lower bound on the growth of $W_{d}$ from above (5.11), if $\varepsilon \ll r_{1}$ and $\tilde{C}=\tilde{C}(\kappa, \alpha, n, d) \gg 1$, then we have $\widetilde{W}>0$ for $r \in\left[r_{1}, r_{0}\right]$ and $\varepsilon \ll r_{1}$ and $\alpha^{\prime \prime} \tilde{C}-(n+2 d-2) C /(1-\kappa) \geq \alpha^{\prime} \tilde{C}$. With these assumptions, (5.12) implies

$$
\begin{equation*}
\frac{d}{d r} \widetilde{W}(r) \geq \frac{\alpha^{\prime}}{r} \widetilde{W}>0 \tag{5.13}
\end{equation*}
$$

Thus, we have

$$
\frac{d}{d r} \frac{\widetilde{W}(r)}{r^{\alpha^{\prime}}} \geq 0 \quad \text { for all } r \in\left[r_{1}, r_{0}\right] \text { and } \varepsilon \ll r_{1}
$$

It follows that

$$
\begin{equation*}
\left(W_{d}\left(r_{0}, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} r_{0}^{\alpha^{\prime \prime}}\right) r_{0}^{-\alpha^{\prime}} \geq\left(W_{d}\left(r_{1}, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} r_{1}^{\alpha^{\prime \prime}}\right) r_{1}^{-\alpha^{\prime}} \tag{5.14}
\end{equation*}
$$

for all $\varepsilon \ll r_{1}$. Note that $\tilde{C}$ is independent of $r_{0}, r_{1}$, and $\varepsilon$ as long as $\varepsilon$ is small enough. Therefore, letting $\varepsilon \downarrow 0$ and $r_{0}=1$ in (5.14) (and noting that $\left.W_{d}\left(1, Q, v_{\varepsilon}^{(Q)}\right) \leq\left\|v^{(Q)}\right\|_{\operatorname{Lip}(K)}^{2}\right)$,

$$
\begin{equation*}
\left(\tilde{C}+\left\|v^{(Q)}\right\|_{\operatorname{Lip}(K)}^{2}\right) r_{1}^{\alpha^{\prime}}=: C_{K} r_{1}^{\alpha^{\prime}} \geq W_{d}\left(r_{1}, Q, v^{(Q)}\right) \tag{5.15}
\end{equation*}
$$

Recall that in Remark 1.3 we noted that the epiperimetric argument necessitates a loss of exponent. One sees this in the argument above, specifically in the discussion before (5.13) that one can only prove a rate of growth with exponent $\alpha^{\prime}$ which is strictly less than the exponent $\alpha^{\prime \prime}$ that comes from the epiperimetric inequality. This issue is independent from the behavior of the quotient $r^{-(n+d-2)} \omega^{ \pm}(B(Q, r))$ and occurs even if one wants to prove $C^{1,1}$ regularity of harmonic functions using the epiperimetric inequality.

## 6. $C^{1, \beta}$ convergence to the blowup at singular points

We now use Proposition 5.2 to show that $v^{(Q)}$ converges at a Hölder rate to its blowups, uniformly over compact subsets of $\Gamma_{d}$. Let $K$ denote a compact subset of $\Gamma_{d}$, let $Q \in K$, and let $0<\varepsilon \ll s<r \leq 1$. We abbreviate the blowups of $v_{\varepsilon}^{(Q)}$ and $\nabla v_{\varepsilon}^{(Q)}$ at $Q$ by

$$
Y(t, x) \equiv \frac{v_{\varepsilon}^{(Q)}(t x+Q)}{t^{d}}, \quad Z(t, x) \equiv \frac{\nabla v_{\varepsilon}^{(Q)}(t x+Q)}{t^{d}}
$$

By the chain rule,

$$
\frac{d}{d t} Y(t, x)=x \cdot Z(t)-\frac{d}{t} Y(t, x)
$$

Thus, by the fundamental theorem of calculus and Hölder's inequality, for $\gamma>0$ to be specified,

$$
\begin{aligned}
|Y(r, x)-Y(s, x)|^{2} & =\left(\int_{s}^{r}\left[x \cdot Z(t, x)-\frac{d}{t} Y(t, x)\right] d t\right)^{2} \\
& \leq\left(\int_{s}^{r} t^{\gamma-1} d t\right)\left(\int_{s}^{r} \frac{1}{t^{\gamma-1}}\left[x \cdot Z(t, x)-\frac{d}{t} Y(t, x)\right]^{2} d t\right)
\end{aligned}
$$

Using Tonelli's theorem and a change of variables $y=t x+Q$, it follows that

$$
\begin{aligned}
& \int_{\partial B(0,1)}|Y(r, x)-Y(s, x)|^{2} d \sigma(x) \\
& \leq \frac{r^{\gamma}-s^{\gamma}}{\gamma} \int_{\partial B(0,1)} \int_{s}^{r} \frac{1}{t^{\gamma-1}}\left[x \cdot Z(t, x)-\frac{d}{t} Y(t, x)\right]^{2} d t d \sigma(x) \\
&(6.1) \quad=\frac{r^{\gamma}-s^{\gamma}}{\gamma} \int_{s}^{r} \frac{1}{t^{\gamma}} \frac{1}{t^{n-2+2 d}} \int_{\partial B(Q, t)}\left[\nu \cdot \nabla v_{\varepsilon}^{(Q)}(y)-\frac{d}{t} v_{\varepsilon}^{(Q)}(y)\right]^{2} d \sigma(y) d t,
\end{aligned}
$$

where $\gamma \in(0, \beta)$ is arbitrary. On the other hand, let $0<\beta=\alpha^{\prime}<\alpha^{\prime \prime}<\alpha<1$ and let $\tilde{C}$ be large enough so that both $\widetilde{W}(s)=W\left(s, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} s^{\alpha^{\prime \prime}}>0$ and so that the final line of (6.2) below holds (by Proposition 5.2 such a $\tilde{C}$ need only to depend on $\left.K, \beta, \alpha^{\prime \prime}, n, d\right)$. Using (1.2) for all $t \in[s, r]$ and (5.11) we have

$$
\begin{aligned}
& \frac{1}{t^{\gamma}} \frac{1}{t^{n-2+2 d}} \int_{\partial B_{t}(Q)}\left(\nu \cdot \nabla v_{\varepsilon}^{(Q)}(y)-\frac{d v_{\varepsilon}^{(Q)}(y)}{t}\right)^{2} d \sigma(y)=\frac{1}{t^{\gamma}} \frac{d}{d t} W_{d}\left(t, Q, v_{\varepsilon}^{(Q)}\right)-\frac{I(t)}{t^{\gamma}} \\
& \leq \frac{1}{t^{\gamma}}\left(\frac{d}{d t} W_{d}\left(t, Q, v_{\varepsilon}^{(Q)}\right)-\frac{1}{t} W_{d}\left(t, Q, v_{\varepsilon}^{(Q)}\right)+\frac{(n+2 d-2) C}{(1-\kappa) t} t^{\alpha^{\prime \prime}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\leq \frac{d}{d t}\left(\frac{W_{d}\left(t, Q, v_{\varepsilon}^{(Q)}\right)}{t^{\gamma}}\right)+\frac{d}{d t}\left(\frac{(n+2 d-2) C}{(1-\kappa)\left(\alpha^{\prime \prime}-\gamma\right)} t^{\alpha^{\prime \prime}-\gamma}\right) \leq \frac{d}{d t}\left(\frac{W\left(t, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} t^{\alpha^{\prime \prime}}}{t^{\gamma}}\right) \tag{6.2}
\end{equation*}
$$

We note that this estimate is valid, because $\varepsilon \ll s$. Chaining together (6.1) and (6.2), we conclude that

$$
\begin{align*}
\int_{\partial B(0,1)}|Y(r, x)-Y(s, x)|^{2} d \sigma(x) & \leq \frac{r^{\gamma}-s^{\gamma}}{\gamma}\left[\frac{W\left(t, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} t^{\alpha^{\prime \prime}}}{t^{\gamma}}\right]_{t=s}^{t=r}  \tag{6.3}\\
& <\frac{W\left(r, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} r^{\alpha^{\prime \prime}}}{\gamma}
\end{align*}
$$

because $\widetilde{W}(s)=W\left(s, Q, v_{\varepsilon}^{(Q)}\right)+\tilde{C} s^{\alpha^{\prime \prime}}>0$ by the definition of $\tilde{C}>0$. Finally, letting $\varepsilon \downarrow 0$ and invoking (5.4) one more time, we conclude that
(6.4) $\int_{\partial B(0,1)}|Y(r, x)-Y(s, x)|^{2} d \sigma(x) \leq C_{\beta, K} r^{\beta} \quad$ for all $Q \in K, 0<s<r \leq 1$, where $\beta$ is any exponent less than $\alpha$.

With (6.4) in hand, we can now obtain uniqueness of pseudoblowups along $\Gamma_{d}$ and existence of the density.

Theorem 6.1. For all $1 \leq d \leq d_{0}$ and $Q \in \Gamma_{d}$, there exists a unique d-homogenous harmonic polynomial $p=p^{(Q)}$ such that for all sequences $Q_{i} \in \Gamma_{d}$ with $Q_{i} \rightarrow Q$ and $r_{i} \downarrow 0$ the blowups $v_{r_{i}}^{\left(Q_{i}\right)} \rightarrow p^{(Q)}$ as $i \rightarrow \infty$ uniformly on compact sets. Moreover,

$$
\begin{equation*}
D^{n-2+d}\left(\omega^{-}, Q\right):=\lim _{r \downarrow 0} \lim _{P \in \Gamma_{d}, P \rightarrow Q} \frac{\omega^{-}(B(P, r))}{r^{n-2+d}} \quad \text { exists } \tag{6.5}
\end{equation*}
$$

and $D^{n-2+d}\left(\omega^{-}, Q\right) \in(0, \infty)$.
Proof. Let $Q \in \Gamma_{d}$. We first prove the existence of $D^{n-2+d}\left(\omega^{-}, Q\right)$. Consider arbitrary sequences $r_{j} \downarrow 0$ and $Q_{j} \in \Gamma_{d}$ with $Q_{j} \rightarrow Q$ such that

$$
\delta:=\lim _{j \rightarrow \infty} \frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{r_{j}^{n-2+d}} \in[0, \infty]
$$

exists. By passing to a subsequence, we know $v_{r_{j}}^{\left(Q_{j}\right)} \rightarrow p$ for some $d$-homogenous harmonic polynomial $p$ by Lemma 3.2. By definition,

$$
\frac{v^{\left(Q_{j}\right)}\left(r_{j} x+Q_{j}\right)}{r_{j}^{d}}=\frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{r_{j}^{n-2+d}} v_{r_{j}}^{\left(Q_{j}\right)}(x) .
$$

Thus, applying (6.4) to $r$ and $r_{j}$ we get that (pick $j$ large enough so that $r_{j}<r$ )

$$
\begin{equation*}
\int_{\partial B_{1}}\left|\frac{v^{\left(Q_{j}\right)}\left(r x+Q_{j}\right)}{r^{d}}-\frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{r_{j}^{n-2+d}} v_{r_{j}}^{\left(Q_{j}\right)}(x)\right|^{2} \leq C r^{\beta} . \tag{6.6}
\end{equation*}
$$

By Remark 2.12, $\sup _{B(0,1)}\left|v_{r_{j}}^{\left(Q_{j}\right)}\right| \simeq 1$ for all sufficiently large $j$. Since $v^{\left(Q_{j}\right)}\left(r x+Q_{j}\right)$ $=h\left(Q_{j}\right) u^{+}\left(r x+Q_{j}\right)-u^{-}\left(r x+Q_{j}\right)$ and $u^{ \pm}$and $h$ are continuous, $\lim _{j \rightarrow \infty} v^{\left(Q_{j}\right)}(r x+$ $\left.Q_{j}\right)=h(Q) u^{+}(r x+Q)-u^{-}(r x+Q)=v^{(Q)}(r x+Q)$ uniformly on $x \in \partial B_{1}$. This yields $\delta<\infty$, otherwise we reach a contradiction by letting $j \rightarrow \infty$ in (6.6). If $\delta=0$, then letting $j \rightarrow \infty$ in (6.6), we have

$$
\begin{equation*}
\left(\frac{\omega^{-}(B(Q, r))}{r^{n-2+d}}\right)^{2} \int_{\partial B_{1}}\left|v_{r}^{(Q)}(x)\right|^{2}=\int_{\partial B_{1}}\left|\frac{v^{(Q)}(r x+Q)}{r^{d}}\right|^{2}<C r^{\beta} \tag{6.7}
\end{equation*}
$$

Hence

$$
\int_{\partial B_{1}}\left|v_{r}^{(Q)}(x)\right|^{2}<C\left(\frac{r^{n-2+d+\beta / 2}}{\omega^{-}(B(Q, r))}\right)^{2} \xrightarrow{r \downarrow 0} 0
$$

by Lemma 2.13. This contradicts the fact that $\sup _{x \in B(0,1)}\left|v_{r}^{(Q)}(x)\right| \simeq 1$. Thus, $\delta \in(0, \infty)$. Since the sequences $r_{j} \downarrow 0$ and $Q_{j} \in \Gamma_{d}$ with $Q_{j} \rightarrow Q$ were arbitrary this shows that

$$
\begin{align*}
0<\lambda(Q) & :=\liminf _{r \downarrow 0, P \in \Gamma_{d}, P \rightarrow Q} \frac{\omega^{-}(B(P, r))}{r^{n-2+d}} \\
& \leq \limsup _{r \downarrow 0, P \in \Gamma_{d}, P \rightarrow Q} \frac{\omega^{-}(B(P, r))}{r^{n-2+d}}=: \Lambda(Q)<\infty . \tag{6.8}
\end{align*}
$$

Let $r_{j} \downarrow 0, Q_{j} \in \Gamma_{d}$ with $Q_{j} \rightarrow Q$ and $s_{\ell} \downarrow 0, P_{\ell} \in \Gamma_{d}$ with $P_{\ell} \rightarrow Q$ such that

$$
\begin{equation*}
\lambda(Q)=\lim _{\ell \rightarrow \infty} \frac{\omega^{-}\left(B\left(P_{\ell}, s_{\ell}\right)\right)}{s_{\ell}^{n-2+d}} \quad \text { and } \quad \Lambda(Q)=\lim _{j \rightarrow \infty} \frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{r_{j}^{n-2+d}} \tag{6.9}
\end{equation*}
$$

Modulo passing to a subsequence (which we relabel), we know that $v_{r_{j}}^{\left(Q_{j}\right)} \rightarrow p$ for some $d$-homogenous harmonic polynomial $p$ and $v_{s_{\ell}}^{\left(P_{\ell}\right)} \rightarrow q$ for some $d$-homogenous harmonic polynomial $q$ by Lemma 3.2. Our goal is to show that $\lambda(Q)=\Lambda(Q)$ and $p=q$. In order to do this, we estimate the following quantity for $s_{j}, r_{j} \leq r$. Using (6.6), we have

$$
\begin{align*}
& \int_{\partial B_{1}}\left|\frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{r_{j}^{n-2+d}} v_{r_{j}}^{\left(Q_{j}\right)}(x)-\frac{\omega^{-}\left(B\left(P_{j}, s_{j}\right)\right)}{s_{j}^{n-2+d}} v_{s_{j}}^{\left(P_{j}\right)}(x)\right|^{2}  \tag{6.10}\\
& \lesssim \int_{\partial B_{1}}\left|\frac{\omega^{-}\left(B\left(Q_{j}, r_{j}\right)\right)}{r_{j}^{n-2+d}} v_{r_{j}}^{\left(Q_{j}\right)}(x)-\frac{v^{\left(Q_{j}\right)}\left(r x+Q_{j}\right)}{r^{d}}\right|^{2} \\
&+\int_{\partial B_{1}}\left|\frac{v^{\left(Q_{j}\right)}\left(r x+Q_{j}\right)}{r^{d}}-\frac{v^{\left(P_{j}\right)}\left(r x+P_{j}\right)}{r^{d}}\right|^{2} \\
&+\int_{\partial B_{1}} \left\lvert\, \frac{\omega^{-}\left(B\left(P_{j}, s_{j}\right)\right)}{s_{j}^{n-2+d} v_{r_{j}}^{\left(P_{j}\right)}(x)-\left.\frac{v^{\left(P_{j}\right)}\left(r x+P_{j}\right)}{r^{d}}\right|^{2}}\right. \\
& \leq C r^{\beta}+C \int_{\partial B_{1}}\left|\frac{v^{\left(Q_{j}\right)}\left(r x+Q_{j}\right)}{r^{d}}-\frac{v^{\left(P_{j}\right)}\left(r x+P_{j}\right)}{r^{d}}\right|^{2} .
\end{align*}
$$

Letting $j \rightarrow \infty$ in (6.10) yields

$$
\begin{equation*}
\int_{\partial B_{1}}|\Lambda(Q) p-\lambda(Q) q|^{2} \leq C r^{\beta} \quad \text { for all } r>0 \tag{6.11}
\end{equation*}
$$

Thus, letting $r \rightarrow 0$ in (6.11), we have

$$
\begin{equation*}
\int_{\partial B_{1}}|\Lambda(Q) p-\lambda(Q) q|^{2}=0 \tag{6.12}
\end{equation*}
$$

Since $p$ and $q$ are homogenous polynomials of degree $d$, (6.12) implies that $\Lambda(Q) p=$ $\lambda(Q) q$. By Remark 2.12, we conclude that $\Lambda(Q)=\lambda(Q)$ and $p(x)=q(x)$.
Definition 6.2. For each $1 \leq d \leq d_{0}$ and $Q \in \Gamma_{d}$, let $\tilde{p}^{(Q)}$ denote the homogeneous harmonic polynomial of degree $d$ defined by

$$
\tilde{p}^{(Q)} \equiv\left(\lim _{r \downarrow 0} \frac{\omega^{-}(B(Q, r))}{r^{n-2+d}}\right) p^{(Q)}
$$

$p^{(Q)}$ is the homogeneous harmonic polynomial which is the unique limit of $v_{r}^{(Q)}$.
Note that

$$
\frac{v^{(Q)}(r x+Q)}{r^{d}} \rightarrow \tilde{p}^{(Q)}(x)
$$

Remark 6.3. Note that (6.5) ensures that

$$
0<\lim _{r \downarrow 0} \frac{\omega^{-}(B(Q, r))}{r^{n-2+d}}<\infty \quad \text { for all } Q \in \Gamma_{d}
$$

Moreover, the proof of Theorem 6.1 gives a locally uniform bound on the density:

$$
\begin{equation*}
0<\lim _{r \downarrow 0} \inf _{Q \in K \cap \Gamma_{d}} \frac{\omega^{-}(B(Q, r))}{r^{n-2+d}} \leq \lim _{r \downarrow 0} \sup _{Q \in K \cap \Gamma_{d}} \frac{\omega^{-}(B(Q, r))}{r^{n-2+d}}<\infty \tag{6.13}
\end{equation*}
$$

for every $K \subset \subset \Gamma_{d}$.
Now that we know the blowup of $v^{(Q)}$ is unique, a power rate of convergence follows immediately from (6.4).

Corollary 6.4. For every $\beta \in(0, \alpha)$, integer $d \geq 1$, and every compact set $K$ in $\Gamma_{d}$, there exists a constant $C>0$ such that for all $Q \in K$ and $0<r<1$,

$$
\begin{equation*}
\left\|\frac{v^{(Q)}(r \cdot+Q)}{r^{d}}-\tilde{p}^{(Q)}\right\|_{L^{2}\left(\partial B_{1}(0)\right)}^{2}<C r^{\beta} \tag{6.14}
\end{equation*}
$$

Finally, we prove that the blowups change in a Hölder continuous manner.
Corollary 6.5. For $\beta \in(0, \alpha)$, integer $d \geq 1$, and every compact set $K$ in $\Gamma_{d}$, there exists a constant $C>0$ such that for all $Q_{1}, Q_{2} \in K$,

$$
\begin{equation*}
\left\|\tilde{p}^{\left(Q_{1}\right)}-\tilde{p}^{\left(Q_{2}\right)}\right\|_{C\left(B_{1}\right)} \leq C\left|Q_{1}-Q_{2}\right|^{\alpha \beta /(\beta+2)} \tag{6.15}
\end{equation*}
$$

Moreover, for all $0<r \leq 1$ and $x \in B_{r / 2}\left(Q_{1}\right) \cap B_{r / 2}\left(Q_{2}\right)$,

$$
\begin{equation*}
\left|\tilde{p}^{\left(Q_{1}\right)}\left(x-Q_{1}\right)-\tilde{p}^{\left(Q_{2}\right)}\left(x-Q_{2}\right)\right| \leq C r^{d}\left(r^{\beta / 2}+\left|Q_{1}-Q_{2}\right|^{\alpha}\right) \tag{6.16}
\end{equation*}
$$

Proof. When $Q_{1}, Q_{2}$ are far apart, (6.15) holds with $C$ large, since $\left\|\tilde{p}^{Q}\right\|_{L^{\infty}}$ is uniformly bounded over $Q \in K \cap \Gamma_{d}$ by Remark 6.3. Thus, to prove (6.15), we may assume that $Q_{1}, Q_{2}$ are close enough together so that $\left|Q_{1}-Q_{2}\right|^{1 / 2 d}<1 / 2$.

Pick $\rho>0$ such that $\left|Q_{1}-Q_{2}\right|^{1-\alpha} \geq \rho \geq\left|Q_{1}-Q_{2}\right|$. Because $h \in C^{0, \alpha}(\partial \Omega)$,

$$
\left|\frac{v^{\left(Q_{1}\right)}\left(\rho x+Q_{1}\right)}{\rho^{d}}-\frac{v^{\left(Q_{2}\right)}\left(\rho x+Q_{2}\right)}{\rho^{d}}\right|
$$

$$
\begin{align*}
& \leq \frac{C\left|Q_{1}-Q_{2}\right|^{\alpha}}{\rho^{d}} \sup _{y \in B_{C \rho}\left(Q_{1}\right)}\left(\left|Q_{1}-Q_{2}\right|^{1-\alpha}\left|\nabla u^{ \pm}\right|+\left|u^{+}\right|\right)  \tag{6.17}\\
& \leq C \frac{\left|Q_{1}-Q_{2}\right|^{\alpha} \omega^{ \pm}\left(B\left(Q_{1}, C \rho\right)\right)}{\rho^{d+n-2}}\left(\frac{\left|Q_{1}-Q_{2}\right|^{1-\alpha}}{\rho}+1\right) \\
& \stackrel{(6.13)}{\leq} C\left|Q_{1}-Q_{2}\right|^{\alpha}\left(1+\frac{\left|Q_{1}-Q_{2}\right|^{1-\alpha}}{\rho}\right) \leq C\left(\frac{\left|Q_{1}-Q_{2}\right|}{\rho}\right)
\end{align*}
$$

where the second inequality follows because $u_{j}^{ \pm}$is bounded in $L^{\infty}$ (recall Remark 2.14) and the last inequality follows from our choice of $\rho$. Combining (6.14) and (6.17), we obtain

$$
\begin{equation*}
\left\|\tilde{p}^{\left(Q_{1}\right)}-\tilde{p}^{\left(Q_{2}\right)}\right\|_{L^{2}\left(\partial B_{1}(0)\right)}^{2} \leq C \rho^{\beta}+C\left(\frac{\left|Q_{1}-Q_{2}\right|^{\alpha}}{\rho}\right)^{2} \tag{6.18}
\end{equation*}
$$

Since $\tilde{p}^{\left(Q_{i}\right)}$ for $i=1,2$ are homogeneous harmonic polynomials of bounded degree, (6.18) plus equivalence of norms on finite dimensional vector spaces yield $\left\|\tilde{p}^{\left(Q_{1}\right)}-\tilde{p}^{\left(Q_{2}\right)}\right\|_{L^{\infty}\left(B_{1}(0)\right)}^{2} \leq C\left\|\tilde{p}^{\left(Q_{1}\right)}-\tilde{p}^{\left(Q_{2}\right)}\right\|_{L^{2}\left(\partial B_{1}(0)\right)}^{2} \leq C \rho^{\beta}+C\left(\frac{\left|Q_{1}-Q_{2}\right|^{\alpha}}{\rho}\right)^{2}$.
Taking $\rho^{\beta / 2}=\left|Q_{1}-Q_{2}\right|^{\alpha} / r$, we obtain (6.15) (note that if $\rho^{\beta / 2+1}=\left|Q_{1}-Q_{2}\right|^{\alpha}$, then $\left|Q_{1}-Q_{2}\right|^{1-\alpha}>\rho>\left|Q_{1}-Q_{2}\right|$ so our choices are compatible).

We turn to proving (6.16) and let $0<r \leq 1$. Estimate (6.14) implies

$$
f_{B_{r}(Q)}\left|v^{(Q)}(z)-\tilde{p}^{(Q)}(z-Q)\right|^{2} \leq C r^{2 d+\beta}
$$

(To pass from integrating on the sphere to integrating on the ball, integrate (6.14) in $r$.) Furthermore, for $z \in B_{r}\left(Q_{1}\right) \cap B_{r}\left(Q_{2}\right)$,

$$
\left|v^{\left(Q_{1}\right)}(z)-v^{\left(Q_{2}\right)}(z)\right| \leq C\left|Q_{1}-Q_{2}\right|^{\alpha}\left|u^{+}(z)\right| \leq C\left|Q_{1}-Q_{2}\right|^{\alpha} \frac{\omega^{+}\left(B\left(Q_{1}, r\right)\right)}{r^{n-2}}
$$

Combining these estimates and noting that $x \in B_{r / 2}\left(Q_{1}\right) \cap B_{r / 2}\left(Q_{2}\right)$ implies that $B_{r / 2}(x) \subset B_{r}\left(Q_{1}\right) \cap B_{r}\left(Q_{2}\right)$, we obtain

$$
\begin{aligned}
& f_{B_{r / 2}(x)}\left|\tilde{p}^{\left(Q_{1}\right)}\left(y-Q_{1}\right)-\tilde{p}^{\left(Q_{2}\right)}\left(y-Q_{2}\right)\right|^{2} \\
& \leq C\left|Q_{1}-Q_{2}\right|^{2 \alpha}\left(\frac{\omega^{+}\left(B\left(Q_{1}, r\right)\right)}{r^{n-2}}\right)^{2}+C r^{2 d+\beta}
\end{aligned}
$$

Because $Q_{1} \in K$, we have $r^{-(n-2)} \omega^{+}\left(B\left(Q_{1}, r\right)\right) \leq C r^{d}$ by Remark 6.3. Taking square roots yields (6.16) (since the average of the $L^{2}$ norm on the set $B_{r / 2}(x)$ bounds the value at $x$ for any harmonic function).

## 7. Higher order rectifiability of the singular set

In this section, we complete our proof of Theorem 1.2 and show that the singular set is contained in a countable union of $C^{1, \beta}$ manifolds of dimension $\leq n-3$. To state our result rigorously, we need to introduce a notion of "dimension" of a point.

Definition 7.1 (cf. Definition 1.3.7 in [26]). For each $Q \in \partial \Omega \backslash \Gamma_{1}$ define the dimension of the point, $d(Q)$, by

$$
d(Q)=\operatorname{dim}\left\{\zeta \in \mathbb{R}^{n} \mid \zeta \cdot \nabla p^{(Q)}(x)=0 \text { for all } x \in \mathbb{R}^{n}\right\}
$$

Sometimes we abuse terminology and refer to $d(Q)$ as the dimension of $p^{(Q)}$.
For $d, j \in \mathbb{N}$, define $\Gamma_{d}^{j}=\left\{Q \in \Gamma_{d} \mid d(Q)=j\right\}$.
Remark 7.2. If $Q \in \partial \Omega \backslash \Gamma_{1}$, then $d(Q) \leq n-3$, because $p^{(Q)}$ is a homogeneous harmonic polynomial of degree at least 2 and the set $\mathbb{R}^{n} \backslash\left\{p^{(Q)}=0\right\}$ has two connected components. See the introduction of [8] for details.

Theorem 1.2 follows from the following proposition.

Proposition 7.3. For every $\beta \in(0, \alpha), d \in \mathbb{N}$, and $0 \leq j \leq n-3$, the set $\Gamma_{d}^{j}$ is contained in a countable union of $j$-dimensional $C^{1, \beta}$ manifolds.

From here the proof of Proposition 7.3 follows a now classical argument using the implicit function theorem (cf. the proof of Theorem 1.3.8 in [26] for a similar approach to study the singular set in the thin obstacle problem). We include the main statements here for completeness, but omit some details when the two-phase problem for harmonic measure provides no additional complications.

An extension of the classical Whitney extension theorem with respect to an arbitrary modulus of continuity was established by Glaeser [28]. We will use the following special case, which provides a criterion to guarantee that an extended function has Hölder continuous derivatives.

Theorem 7.4 (See e.g. Theorem 15 in [35]). Let $\beta \in(0,1), k, \ell, n \in \mathbb{N}, A \subset \mathbb{R}^{n}$ be closed, and for each $a \in A$ a polynomial $P_{a}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell}$ such that $\operatorname{deg} P_{a} \leq k$. Define for $K \subseteq A, r>0$ and multi-index $\alpha$ with $0 \leq|\alpha| \leq k$,

$$
\rho_{\alpha}(K, r)=\sup \left\{\frac{\left|D^{\alpha} P_{b}(b)-D^{\alpha} P_{a}(b)\right|}{|a-b|^{k-|\alpha|}}: a, b \in A,|a-b| \leq r\right\} .
$$

If for each compact $K \subset A$ and each multi-index $\alpha$ with $0 \leq|\alpha| \leq k$,

$$
\rho_{\alpha}(K, r) \leq C r^{\beta}
$$

then there exists $F \in C_{\operatorname{loc}}^{k, \beta}\left(\mathbb{R}^{n} ; \mathbb{R}^{\ell}\right)$ such that for all $a \in A$ and multi-index $\alpha$, $D^{\alpha} F(a)=D^{\alpha} P_{a}(a)$.

For $m, d \in \mathbb{N}$, define the set

$$
K_{d, m}=\left\{\left.Q \in B_{m}(0) \cap \partial \Omega\left|\frac{1}{m} \rho^{d} \leq \sup _{\partial B_{\rho}(Q)}\right| u^{ \pm}(x) \right\rvert\, \leq m \rho^{d}, \forall \rho \in[0,1]\right\} .
$$

Clearly $K_{d, m}$ is compact. Furthermore, by Remark 6.3 since $\sup _{B_{r}(Q)} u^{ \pm} \leq$ $C \omega^{-}\left(B_{r}(Q)\right) / r^{n-2}$ we know that $K_{d, m} \subset \Gamma_{d}$ and $\Gamma_{d}=\bigcup_{m} K_{d, m}$.
Lemma 7.5. Fix $a d \in \mathbb{N}$. For any $m \in \mathbb{N}$ the polynomials $\left\{\tilde{p}^{(Q)}(x-Q) \mid Q \in\right.$ $\left.K_{m, d}\right\}$ satisfy the conditions of Theorem 7.4 , with $k=d$, for any $\beta \in(0, \alpha / 2)$. In particular, there is a function $F \in C^{d, \beta}\left(B_{m}(0)\right)$ such that for all $Q \in K_{m, d}$ and multi-indices $\chi$ with $|\chi| \leq d$ we have $D^{\chi} F(Q)=D^{\chi} p^{(Q)}(0)$.

Proof. Fix $Q_{1}, Q_{2} \in K$ and consider the harmonic function

$$
H(x):=\tilde{p}^{\left(Q_{1}\right)}\left(x-Q_{1}\right)-\tilde{p}^{\left(Q_{2}\right)}\left(x-Q_{2}\right)
$$

With this notation, to satisfy conditions of Theorem 7.4, we must show

$$
\left|D^{\chi} H\left(Q_{1}\right)\right| \leq C\left|Q_{1}-Q_{2}\right|^{\beta+d-|\chi|}
$$

Note that it suffices to prove this for $Q_{1}, Q_{2}$ close together, say $\left|Q_{1}-Q_{2}\right|<1 / 1000$. For $Q_{1}, Q_{2}$ further apart, the upper estimate is rendered trivial in light of the fact that that $\left\|\tilde{p}^{\left(Q_{1}\right)}\right\|_{C^{\ell, \beta}\left(B_{1}\right)} \leq C_{\ell, \beta}\left\|\tilde{p}^{\left(Q_{1}\right)}\right\|_{L^{\infty}\left(B_{1}\right)}$ for all $d$-homogenous harmonic polynomials (and that the norm $\left\|\tilde{p}^{\left(Q_{1}\right)}\right\|_{L^{\infty}\left(B_{1}\right)}$ is bounded uniformly over $Q_{1} \in K$ by Remark 6.3).

We have the classical interior harmonic estimate

$$
\sup _{B\left(Q_{1}, 2\left|Q_{1}-Q_{2}\right|\right)}\left|D^{\chi} H\right| \leq C\left|Q_{1}-Q_{2}\right|^{-|\chi|} \sup _{B\left(Q_{1}, 4\left|Q_{1}-Q_{2}\right|\right)}|H| .
$$

As $B\left(Q_{1}, 4\left|Q_{1}-Q_{2}\right|\right) \subset B\left(Q_{2}, 10\left|Q_{1}-Q_{2}\right|\right)$, (6.16) tells us

$$
\sup _{B\left(Q_{1}, 4\left|Q_{1}-Q_{2}\right|\right)}|H| \leq C\left|Q_{1}-Q_{2}\right|^{d}\left(\left|Q_{1}-Q_{2}\right|^{\beta}+\left|Q_{1}-Q_{2}\right|^{\alpha}\right) \leq C\left|Q_{1}-Q_{2}\right|^{\beta+d}
$$

Putting these estimates together,

$$
\left|D^{\chi} H\left(Q_{1}\right)\right| \leq \sup _{B\left(Q_{1}, 2\left|Q_{1}-Q_{2}\right|\right)}\left|D^{\chi} H\right| \leq C\left|Q_{1}-Q_{2}\right|^{\beta+d-|\chi|}
$$

which guarantees that the hypothesis of Theorem 7.4 holds.
Proof of Proposition 7.3. Fix, $m, d, j \in \mathbb{N}$ and let $x_{0} \in \Gamma_{d}^{j} \cap K_{m, d}$. We show that there is an open neighborhood $\mathcal{O}$ of $x_{0}$ such that $\mathcal{O} \cap\left(\Gamma_{d}^{j} \cap K_{m, d}\right)$ is contained in a $C^{1, \beta}$ manifold of dimension $j$. By compactness we can cover all of $\Gamma_{d}^{j} \cap K_{m, d}$ with finitely many of these such neighborhoods. Finally, $\Gamma_{d}^{j} \subset \Gamma_{d}=\bigcup_{m} K_{m, d}$ so taking a countable union of finite covers gives us the desired collection of $j$-dimensional $C^{1, \beta}$ manifolds.

By Lemma 7.5 and Theorem 7.4, associated to $K_{m, d}$ is a $C^{1, \beta}$ function $F$ such that for each multi-index $\chi$ with $|\chi| \leq d$ we have $D^{\chi} F(Q)=D^{\chi} \tilde{p}^{(Q)}(0)$, where $Q \in K_{m, d}$. As $x_{0} \in \Gamma_{d}^{j}$ we claim that there are $n-j$ multi-indices, $\left\{\chi_{i}\right\}_{i=1}^{n-j}$, with $\left|\chi_{i}\right|=d-1$ such that $v_{i}:=\nabla D^{\chi_{i}} \tilde{p}^{x_{0}}(0)$ is a set of $n-j$ linearly independent vectors. For details see the proof of Theorem 1.3.8 in [26].

Define $\tilde{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-j}$ by $\tilde{F}(x)=\left(D^{\chi_{1}} F(x), D^{\chi_{2}} F(x), \ldots, D^{\chi_{n-j}} F(x)\right)$. One can check that $K_{m, d} \subset\{\tilde{F}=0\}$. On the other hand, by the claim above, $D F\left(x_{0}\right)$ has rank $n-j$ and therefore, by the implicit function theorem, there is a neighborhood of $x_{0}$ on which $\{\tilde{F}=0\}$ is actually a $j$-dimensional $C^{1, \beta}$ manifold.

## A. An epiperimetric inequality for harmonic functions

Recall that for any $f \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{n}\right), Q \in \mathbb{R}^{n}, r>0$, and $d \in(0, \infty)$, we define

$$
W_{d}(r, Q, f):=\frac{1}{r^{n-2+2 d}} \int_{B(Q, r)}|\nabla f|^{2} d x-\frac{d}{r^{n-1+2 d}} \int_{\partial B(Q, r)} f^{2} d \sigma
$$

Proposition A. 1 (An epiperimetric inequality for harmonic functions). For every integer $n \geq 2$ and real number $d>0$, there exists $\kappa \in(0,1)$ such that if $u \in$ $W^{1,2}(B(Q, r))$ is homogeneous of degree $d$ about $Q$ and $f$ denotes the harmonic extension of $\left.u\right|_{\partial B(Q, r)}$ to $B(Q, r)$, then

$$
\begin{equation*}
W_{d}(r, Q, f) \leq(1-\kappa) W_{d}(r, Q, u) \tag{A.1}
\end{equation*}
$$

In fact, when $d$ is an integer we can take $\kappa=1 /(n+2 d-1)$.
Proof. Without loss of generality, we may assume that $Q=0$ and $r=1$. Let $u \in W^{1,2}(B(0,1))$ be homogeneous of degree $d \in(0, \infty)$. Then $c:=\left.u\right|_{\partial B(0,1)} \in$ $L^{2}\left(\partial B_{1}(0)\right)$, and thus, the harmonic extension $f$ of $c$ to $B(0,1)$ is well-defined.

Expand $c=\sum_{j=1}^{\infty} c_{j} \phi^{j}$, where $\left\{\phi^{j}: j \geq 1\right\}$ denotes a sequence of spherical harmonics that form an orthonormal basis of $L^{2}(\partial B(0,1))$. For each $j \geq 1$, let $d_{j}=\operatorname{deg} \phi^{j}$. Then

$$
u(r, \theta)=\sum_{j=1}^{\infty} c_{j} r^{d} \phi^{j}(\theta) \quad \text { and } \quad f(r, \theta)=\sum_{j=1}^{\infty} c_{j} r^{d_{j}} \phi^{j}(\theta)
$$

On one hand, since $f$ is harmonic,

$$
\int_{B_{1}(0)}|\nabla f|^{2} d x=\int_{\partial B_{1}(0)}(x \cdot \nabla f) f d \sigma=\sum_{j=1}^{\infty} d_{j} c_{j}^{2}
$$

which implies

$$
\begin{equation*}
W_{d}(1,0, f)=\sum_{j=1}^{\infty}\left(d_{j}-d\right) c_{j}^{2} \tag{A.2}
\end{equation*}
$$

On the other hand,

$$
|\nabla u|^{2}=\left(\partial_{r} u\right)^{2}+\frac{1}{r^{2}}\left(\partial_{\theta} u\right)^{2}=r^{2 d-2}\left[\left(\sum_{j=1}^{\infty} d c_{j} \phi^{j}(\theta)\right)^{2}+\left(\sum_{j=1}^{\infty} c_{j} \partial_{\theta} \phi^{j}(\theta)\right)^{2}\right] .
$$

Hence

$$
\int_{B_{1}(0)}|\nabla u|^{2} d x=\frac{d^{2}}{n+2 d-2} \sum c_{j}^{2}+\frac{1}{n+2 d-2} \sum c_{j}^{2} \int_{\partial B_{1}(0)}\left(\partial_{\theta} \phi^{j}\right)^{2} d \theta .
$$

Note that $\phi^{j}$ is an eigenfunction of the Laplace-Beltrami operator on the sphere with eigenvalue $\lambda_{j}:=d_{j}\left(n+d_{j}-2\right)$. Thus,

$$
\int_{\partial B_{1}(0)}\left(\partial_{\theta} \phi^{j}\right)^{2} d \theta=\lambda_{j} \int_{\partial B_{1}(0)}\left(\phi^{j}\right)^{2} d \theta=d_{j}\left(n+d_{j}-2\right) .
$$

All together,

$$
\int_{B_{1}(0)}|\nabla u|^{2} d x=\sum \frac{d^{2}+d_{j}\left(n+d_{j}-2\right)}{n+2 d-2} c_{j}^{2}
$$

Therefore,

$$
\begin{equation*}
W_{d}(1,0, u)=\sum_{j=1}^{\infty} \frac{d^{2}+d_{j}\left(n+d_{j}-2\right)-d(n+2 d-2)}{n+2 d-2} c_{j}^{2} \tag{A.3}
\end{equation*}
$$

Compare (A.2) and (A.3). To complete the proof, it suffices to find $\kappa \in(0,1)$ such that

$$
j-d \leq(1-\kappa) \frac{d^{2}+j(n+j-2)-d(n+2 d-2)}{n+2 d-2} \quad \text { for all } j \in \mathbb{N}
$$

or equivalently,

$$
\begin{equation*}
j-d \leq(1-\kappa) \frac{(j-d)(n+j+d-2)}{n+2 d-2} \quad \text { for all } j \in \mathbb{N} . \tag{A.4}
\end{equation*}
$$

When $j \leq d$, inequality (A.4) holds for any $\kappa \geq 0$. When $j>d$, or equivalently, when $j \geq\lfloor d\rfloor+1$, inequality (A.4) holds provided that

$$
1 \leq(1-\kappa) \frac{n+j+d-2}{n+2 d-2}
$$

Thus, it suffices to choose $\kappa \in(0,1)$ so that

$$
1=(1-\kappa) \frac{n+\lfloor d\rfloor+1+d-2}{n+2 d-2}
$$

Therefore, (A.1) holds with

$$
\kappa:=\frac{1+\lfloor d\rfloor-d}{n+\lfloor d\rfloor+d-1} .
$$

Note that when $d \in \mathbb{Z}$ we get the desired formula for $\kappa$.
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