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Evolutionary Niching in the GAtor Genetic Algorithm
for Molecular Crystal Structure Prediction’

Farren Curtis,*” Timothy Rose,” and Noa Marom*“b¢

The goal of molecular crystal structure prediction (CSP) is to find all plausible polymorphs for
a given molecule. This requires performing global optimization over a high dimensional search
space. Genetic algorithms (GAs) perform global optimization by starting from an initial population
of structures and generating new candidate structures by breeding the fittest structures in the
population. Typically, the fitness function is based on relative lattice energies, such that structures
with lower energies have a higher probability of being selected for mating. GAs may be adapted
to perform multi-modal optimization by using evolutionary niching methods that support the for-
mation of several stable subpopulations and suppress the over-sampling of densely populated
regions. Evolutionary niching is implemented in the GAtor molecular crystal structure prediction
code by using techniques from machine learning to dynamically cluster the population into niches
of structural similarity. A cluster-based fitness function is constructed such that structures in less
populated clusters have a higher probability of being selected for breeding. Here, the effects of
evolutionary niching are investigated for the crystal structure prediction of 1,3-dibromo-2-chloro-5-
fluorobenzene. Using the cluster-based fitness function increases the success rate of generating

the experimental structure and additional low-energy structures with similar packing motifs.

1 Introduction

Molecular crystals have numerous applications in pharmaceuti-
cals, organic electronics, pigments, and explosives. "1 Hence,
there has been increasing interest in reliable crystal structure pre-
diction (CSP) methods. CSP methods computationally explore
various crystal packing arrangements of a given organic com-
pound, aiming to generate any experimentally determined crystal
structure(s) in addition to any potential low-energy polymorphs
that may be possible to synthesize. CSP methods are increasingly
being used to complement experimental investigations of molec-
ular crystal polymorphs. 12-16

A robust CSP method must be able to produce the global min-
imum structure in addition to other structures that are close in
energy, as molecular crystal polymorphs are typically within a few
kJ/mol. 17-20 The global optimization method used needs to effi-
ciently search an enormous configuration space with many local
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minima that are very close in energy. Genetic algorithms (GAs)
are a versatile class of global optimization methods inspired by
the evolutionary principle of survival of the fittest. 21723 GAs are
suitable for organic CSP because they can handle systems with
complex multidimensional search spaces, including those with
many extrema. A GA starts from an initial population of lo-
cally optimized structures and proceeds by repeatedly mating the
fittest structures in the population through crossover and muta-
tion operators until a convergence criterion is reached. Typically
the GA fitness function is based on the relative energy of struc-
tures in the population. In this scenario, breeding operators drive
the evolutionary search by exploiting the structural motifs asso-
ciated with lower total energies. GAs have been used extensively
for CSP of crystalline solids24-36 and clusters, 21-23,37-46

One drawback of GAs is that they may be prone to ‘genetic
drift’, meaning that the algorithm over-samples certain regions of
the potential energy surface associated with the fittest structures
in the population, while under-sampling other regions. The ori-
gin of genetic drift may be related to the nature of the potential
energy surface, with some stable crystal packing motifs found in
wide basins, whereas others are found in isolated funnels that are
rarely sampled. 4’ Systematic biases of the total energy method
towards or against particular packing motifs may also contribute
to genetic drift. 8 Another issue of GAs is that the composition of
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the initial population may bias the outcome of the search. 44

To overcome these issues, GAs can be adapted to perform multi-
modal optimization by incorporating evolutionary niching meth-
ods. These methods aim to increase diversity in the population
and converge several promising solutions simultaneously. In or-
der to identify niches, i.e. clusters comprised of structures with
similar geometric features, unsupervised clustering techniques
from machine learning may be employed to influence the GA
search strategy as new data is accumulated. >4’ Clustering can
help identify the structural motifs that are over or under repre-
sented in the population. This information can be used to modify
the fitness function and/or selection strategy.

Recently, we have presented the GAtor genetic algorithm for
molecular crystal structure prediction from first principles. 4’
GAtor offers the option to perform evolutionary niching by dy-
namically clustering the population by structural similarity and
then employing a cluster-based fitness function. In Ref. 47, we
have demonstrated the effectiveness of evolutionary niching for
generating the experimental structure of tricyano-1,4-dithiino[c]-
isothiazole (Target XXII from the sixth CSP blind test*® orga-
nized by the Cambridge Crystallographic Data Centre (CCDC)).
Therein, clustering was performed with respect to a descriptor
based on the lattice parameters. Here, we further investigate the
effect of using cluster-based fitness functions based on different
molecular crystal descriptors versus a traditional energy-based fit-
ness function. As an example, we have chosen 1,3-dibromo-2-
chloro-5-fluorobenzene (Target XIII from the fourth CCDC blind
test>0), illustrated in Fig. 1, which contains several halogen ele-
ments, namely Cl, F, and Br. The theoretical description of halo-
gen bonds is challenging because it requires an accurate treat-
ment of both electrostatic and dispersion interactions.>!~>* In
Ref. 47, the experimental structure of Target XIII was rarely gen-
erated when using a traditional energy-based fitness function,
making this molecule a good test case for exploring the effect of
incorporating evolutionary niching via a modified cluster-based
fitness function. In the following, we show that the use of evolu-
tionary niching provides uniform sampling of the potential energy
surface by evolving several subpopulations simultaneously. This
helps find the experimental structure of Target XIII and several
additional low-energy structures that are not otherwise generated
in control runs that employ an energy-based fitness function.

-

Fig. 1 The molecular diagram of 1,3-dibromo-2-chloro-5-fluorobenzene
(Target X139, C, H, Br, Cl, and F atoms are colored in grey, white,
brown, pink, and yellow, respectively.
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2 Methodology

To study the effect of evolutionary niching, a set of GA runs were
conducted starting from two initial pools as described in Section
2.1. Section 2.2 describes the DFT settings used for energy eval-
uations and local optimizations performed in GAtor. For each ini-
tial pool, the GA was run four times with the settings described in
Section 2.3. One run was used as a control, which employed a tra-
ditional energy-based fitness function. The other three runs used
evolutionary niching by employing a cluster-based fitness func-
tion with three different molecular crystal descriptors, described
in Section 2.4. The effect of using a cluster-based fitness function
on the final population of structures produced was analyzed for
each run and descriptor.

2.1 Initial Population

Two initial pools consisting of 45 molecular crystal structures of
Target XIII (Z=4) were prepared using the Random and Diverse
workflows of the molecular crystal structure generation package
Genarris, > previously generated as reported in Ref. 55. Briefly,
a raw pool of 5,000 structures was generated in all space groups
compatible with Z=4. For the random initial pool, the final struc-
tures were randomly selected from the raw pool. For the diverse
initial pool, fragment-based density functional theory (DFT) and
clustering techniques from machine learning were used for the
selection of the final structures. For a more detailed explanation
of the preparation of the initial pools, see Ref. 55. Both initial
pools were locally optimized using the DFT settings presented in
Section 2.2.

2.2 DFT Settings

For energy evaluations and local structural optimizations within
the GA, the generalized gradient approximation of Perdew-Burke-
Ernzerhof (PBE)®0>7 is used with the pairwise Tkatchenko-
Scheffler (TS) dispersion—correction58 with lower-level numerical
settings, which correspond to the tier 1 basis sets and light numer-
ical settings of FHI-aims.>? For all calculations, a 3 x 3 x 3 k-point
grid is used. During local optimization, the space group symme-
try is allowed to vary. Atomic ZORA scalar relativity®® settings
are used for the heavier halogen elements. For postprocessing,
the top structures produced are re-relaxed and re-ranked using
a 3 x 3 x 3 k-point grid, PBE+TS, and higher-level numerical set-
tings, which correspond to the tier 2 basis sets and tight numerical
settings of FHI-aims. >?

2.3 GA Settings

Four different GA runs were performed starting from each initial
pool using GAtor.47 For all runs, the GA was terminated when
the final population reached a total of 385 structures including
the initial pool. All runs used 50% crossover and 50% mutation
and tournament selection with a tournament size of 20 structures.
For closeness checks, the minimum distance between two atoms
of different molecules was set to 0.7 of the sum of their van der
Waals radii. A relative energy cutoff of 0.75 eV per molecule was
used for single-point energy (SPE) evaluations, such that struc-
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tures generated with energies per molecule greater than the cur-
rent global minimum plus 0.75 eV were rejected without perform-
ing local optimization.

For each initial pool, a control run was conducted using a tra-
ditional energy-based fitness function. In this fitness scheme, the
total energy E; of the ith structure in the population is evaluated
using dispersion-inclusive DFT as detailed in Section 2.2. The
energy-based fitness f; of each structure is given by,

&
fi=zi£i 0<f<l €9)]
&= Emax — E; (2)

Emax — Emin

where g; is the ith structure’s relative energy, and Emax and
Enin correspond to the structures with the dynamically updated
highest and lowest total energies in the population, respec-
tively, 43444760 Hence, in this fitness scheme structures with
lower relative energies have higher fitness values.

For each initial pool, three additional GA runs were conducted
using a cluster-based fitness function. In this scheme, the pop-
ulation is dynamically-clustered into niches of structural simi-
larity using different molecular crystal descriptors (See Section
2.4). Then, a fitness sharing scheme is implemented such that
the cluster-based fitness f{ of each structure is given by

- F .

¢ = 0< <1 3

fl fmax 7f7 ()

q=d 4)
m;

where m; is each structure’s niche count given by the number of
structures in each individual’s cluster and f; is the ith structure’s
energy-based fitness. With this fitness scheme, structures in less
populated clusters with under-represented structural motifs have
higher fitness values, and hence a higher probability of being se-
lected for mating. Penalizing the fitness of over-sampled clusters
and steering the GA towards under-sampled clusters provides a
more uniform sampling of the configuration space. If all cluster
sizes were equal, this fitness scheme would equivalent to energy-
based fitness.

2.4 Clustering

When using GAtor’s cluster-based fitness function, every time a
new structure is added to the common pool of structures, cluster-
ing is performed to group the common population into niches. As
the GA evolves, the clusters are updated automatically, affecting
each structure’s cluster-based fitness value. For clustering, the
affinity propagation (AP)®! clustering algorithm is used, as im-
plemented in scikit-learn. ®2 AP detects the number of clusters in
a data set as opposed to pre-specifying them a priori. The input
of AP is a pairwise similarity matrix between data points. All data
points are initially considered as possible “exemplars”, i.e., points
that are representative members of each cluster. The algorithm
iteratively refines the candidate exemplars until well-defined ex-
emplars and corresponding clusters are identified. For a more
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detailed description of the AP algorithm, see Ref. 61. AP cluster-
ing has been shown to successfully resolve small isolated clusters
with distinct structural motifs. >>

We used three different molecular crystal descriptors for clus-
tering. The first descriptor L is given by#”
L= - (abe) ®)
oy
where V is the unit cell volume and a, b, and c are the structure’s
lattice parameters after employing Niggli reduction 6366
cell standardization. All unit cells are standardized such that a
points along the £ direction, b lies in the xy plane, and the con-
vention a < b < ¢ is used. For the lattice parameter based descrip-
tor, a negative squared euclidean metric is used for construction
of the pairwise similarity matrix for AP clustering.

and unit

The second descriptor combines several radial distribution
function (RDF) vectors of selected interatomic contacts. The ra-
dial distribution function for atom types A and B is given by

Yijexp(—(r—rij)?)

Ny 6

Gap(r) =

where r;; is the distance between the ith and jth atom of atom
types A and B, respectively, and N, is the number of A atoms.
RDF vectors for atom types A and B are constructed by sampling
Gap(r) at finite intervals in a user-defined range. Multiple RDF
vectors of different atom type pairs are concatenated to form a
combined RDF descriptor. For Target XIII, Gap(r) is sampled for
interatomic Br- - -Br, H- - -Br, H- - -F, and H- - -Cl contacts in bins of
1Afor1 A <r<8A. For the RDF descriptor, a negative squared
euclidean metric is used for construction of the pairwise similarity
matrix for AP clustering.

The third molecular crystal descriptor is the relative coordinate
descriptor (RCD).>> RCD was developed to capture the packing
motif of molecular crystals by using the relative center of mass
position P and orientation Q of N (16 by default) neighboring
molecules with respect to a reference molecule. The relative ori-
entation 0 between two molecules is computed by taking the dot
product of orthogonal reference axes centered on each molecule,
constructed as described in Ref. 55. The RCD descriptor for a
given molecular crystal is given by

RCD = [(P',0"), ... (PY,0")]. 7

AP clustering allows the user to input custom similarity metrics
that determine how similar two input vectors are to one another.
When using the RCD descriptor with AP clustering in GAtor, the
distance matrix between two RCD vectors is given by

5L g2 . .
P - P 1/ =i =
D= % + = <|Q11_Q21|2)- ®
|Py||Py ] 3

The M (8 by default) smallest entries of D are selected, such that
no two entries have the same value for i or j. The sum of these
M entries serves as the input pairwise similarity for the the AP
clustering algorithm.
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3 Results and Discussion

For each initial pool GAtor was run four times. One of the four
runs employed a traditional energy-based fitness function, while
the other three runs used a cluster-based fitness function with the
lattice parameter based descriptor L, the combined RDF descrip-
tor, and the RCD descriptor. Panel (a) of Fig. 2 shows the average
energy of the common population as a function of GA iteration for
all eight runs, scaled with respect to the total energy of the global
minimum structure. Here an iteration corresponds to when a sin-
gle structure has been added to the common population. The av-
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Fig. 2 (a) The average energy of the common population and (b) the
global minimum structure produced as a function of GA iteration for differ-
ent GA runs. For the displayed crystal structures, the @, 5, and & crystal-
lographic lattice vectors are colored in red, green, and blue, respectively.

erage energy of the initial population corresponds to iteration 0.
The common populations produced from the random (R) and di-
verse (D) energy-based control runs, shown in light and dark red,
respectively, display the lowest average energy (approximately 9
kJ/mol per molecule) when the GA was terminated. The run that
used the random initial pool and the cluster-based fitness func-
tion with the RDF descriptor, shown in light blue, has an aver-
age energy slightly above 9 kJ/mol per molecule when the GA
was terminated. All other runs that used a cluster-based fitness
function show average energies 1-2 kJ/mol per molecule higher
than the energy-based fitness runs for the last 200 iterations. This
behavior may be attributed to the fact that the use of a cluster-
based fitness function promotes the generation of structures with
under-represented structural motifs, which may have higher en-
ergies. Panel (b) of Fig. 2. shows the minimum energy struc-
ture as a function of GA iteration. The experimental structure
(corresponding to the PBE+TS global minimum energy) and the
second-lowest energy structure are displayed. By the time the GA
was terminated, five of the six runs that employed a cluster-based
fitness function generated the experimental structure, the excep-
tion being the run that used the diverse initial pool and the lattice
parameter based descriptor. Neither of the control runs generated
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the experimental structure, but both generated the second-lowest
energy structure within the first 50 GA iterations. The layered

packing motif of the second-lowest energy structure is prevalent
47

in the low-energy structures generated by the control runs.

5 10 15 20
Relative Energy (kJ/mol/molecule)

Fig. 3 Structures of Target XIll produced from the evolution of the ran-
dom (left) and diverse (right) initial pools. Structures are represented on
a 3D space consisting of each structure’s niggli-reduced lattice parame-
ters a, b, and ¢ and colored according to their energy relative to the global
minimum. The distribution of the initial population structures are shown
in panels (a-b). The structures produced by the GA runs that used the
energy-based fitness function are shown in (c-d). The structures pro-
duced by the GA runs that used cluster-based fitness functions with L,
RDF, and RCD are shown in panels (e-f), (g-h), and (i-j), respectively.
The location of the experimental structure, if generated in a given run, is
indicated by a green X'

Fig. 3. demonstrates the effect of evolutionary niching by visu-
alizing the structures generated by each GA run in a 3D space con-
sisting of each structure’s unique, Niggli-reduced «a, b, and ¢ lattice
parameters. All points are colored by their total PBE+TS energy
(with lower-level numerical settings) relative to the global min-
imum. For the runs that generated the experimental structure,
its location is indicated by a green X’. Panels (a) and (b) show
the random and diverse initial populations, respectively. The di-
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Fig. 4 Structures representative of (a-b) layered packing motifs (c) zig-
zag packing motifs (d-e) herringbone packing motifs and (f) large c-
parameters. The &, b, and ¢ crystallographic lattice vectors are colored in
red, green, and blue, respectively.

verse initial pool displays structures with a greater variety of lat-
tice parameters than the random pool, as expected. Panels (c)
and (d) depict the structures produced by the GA runs that used
the energy-based fitness function with the random and diverse
initial pools, respectively. Both of these control runs exhaustively
explored the low-lying region of structures that had c-parameters
with a maximum value of approximately 13 A, a region that con-
tains many low-energy structures with layered packing motifs but
does not contain the experimental structure. Structures represen-
tative of this region are shown in Fig. 4, panels (a) and (b). Al-
though the control run that used the diverse initial pool had more
low-energy structures with a variety of lattice parameters to start
with, over time it thoroughly sampled the same regions of the PES
as the control run that used the random initial pool. This is an ex-
ample of genetic drift, where the search is biased towards exhaus-
tively exploring particular basins of the potential energy surface,
which may or may not contain the experimental structure and/or
other desirable low-energy crystal structures. Panels (e-f), (g-h),
and (i-j) of Fig. 3 show the final populations of structures pro-
duced by the GA runs that used cluster-based fitness with the lat-
tice parameter descriptor, the combined RDF descriptor, and the
RCD descriptor, respectively. All of the runs that used a cluster-
based fitness function explored the region containing the experi-
mental structure more frequently than the control runs, with five
out of the six runs successfully generating the experimental struc-
ture. The region containing the experimental structure contains
numerous structures with zig-zag and herringbone packing mo-
tifs and elongated unit cells, examples of which are shown in Fig.
4, panels (c-e). The runs that used the cluster-based fitness func-
tion with the lattice parameter descriptor, shown in Fig. 3, pan-
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els (e-f), additionally explored a higher-energy region containing
structures with large ¢ lattice parameters greater than approxi-
mately 20 A. A representative structure of this region is shown
in panel (f) of Fig. 4. The exploration of structures with large
c-parameters was particularly the case for the run that used the
diverse initial pool with the lattice parameter descriptor, which
did not generate the experimental structure. The lattice parame-
ter descriptor, given by equation (5), scales as the inverse of the
cube root of the unit cell volume. Therefore, the cluster-based
fitness function based on it occasionally promotes the selection of
structures with larger unit cell volumes, which may have higher
energies.

This demonstrates how evolutionary niching helps overcome
initial pool biases and genetic drift by evolving several subpopu-
lations simultaneously. GA runs employing cluster-based fitness
more frequently sample regions of the potential energy surface
that are not well represented in the initial pool compared to con-
trol runs employing energy based fitness. Furthermore, GA runs
using cluster-based fitness more frequently sample different re-
gions than those sampled preferentially by GA runs employing
energy-based fitness. Some of these underrepesented populations
contain important low-energy structures, whereas others may not
necessarily produce structures that could be viable polymorphs.
This is consistent with the findings reported for Target XXII in
Ref. 47. We now proceed to perform a more detailed analysis of
the effect of the descriptor on evolutionary niching.

Fig. 5 presents an analysis of the final clusters generated by
the GA runs that were started from the random initial pool and
used the lattice parameter descriptor (panel a), the RDF descrip-
tor (panel b), and the RCD descriptor (panel c). For each run
that utilized evolutionary niching, AP was used to cluster the fi-
nal population of structures with respect to the same descriptor
used in the GA. The resulting distributions are shown in blue.
AP was then used to predict the cluster labels of the structures
generated in the energy-based control run, shown in red. For all
descriptors, a negative squared euclidean metric is used for con-
struction of the pairwise similarity matrix for AP clustering. The
distribution of initial pool structures contained in each cluster is
shown in grey. The cluster assigned to the experimental structure
is indicated by a green arrow. Additionally, the average and stan-
dard deviation of the relative energies of the structures in each
cluster is plotted in orange. Histograms produced from the GA
runs that were started from the diverse initial pool are provided
in the Supporting Informationf.

For all three descriptors, the use of a cluster-based fitness func-
tion suppressed the sampling of clusters that are over-sampled in
the control run (e.g. clusters 6-7 in panel (a), clusters 5 and 10 in
panel (b), and clusters 7 and 10 in panel (c)). In addition, the GA
runs that utilized evolutionary niching generally sampled more
structures in clusters that were not represented in the initial pool
than the control runs. For the runs that used the lattice parame-
ter descriptor and the RDF descriptor, the respective clusters that
contained the experimental structure (clusters 8 and 19, respec-
tively) were more frequently sampled than in the control run. The
runs based on L and RDF yield more uniform distributions than
the run based on RCD. Additionally, the RCD descriptor produces
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Fig. 5 The distribution of clusters produced by different GA runs initialized from the random initial pool. Histograms corresponding to runs that used
evolutionary niching are shown in blue and histograms corresponding to the control run are shown in red. The structures are clustered with respect to
(a) L, (b) RDF, and (c) RCD. In all plots the average relative energy and standard deviation for each cluster are shown in orange. The cluster assigned

to the experimental structure for each run is indicated by a green arrow.

more overall variance in the average energies of the clusters than
L and RDF. The fact that fewer structures with similar energies
are grouped together with RCD may be related to the weaker cor-
relation of RCD with unit cell volume, demonstrated in Ref. 55.

The three descriptors differ in the final number of clusters pro-
duced. The lattice parameter based run yields 9 final clusters,
while the runs that used the RDF and RCD descriptors yield 22
and 37 clusters, respectively. By construction, the RDF and RCD
descriptors capture the various packing motifs of Target XIII bet-
ter than the lattice parameter descriptor. While elongated unit
cells may correlate with zig-zag and herringbone motifs, and
more box-like unit cells may correlate with layered motifs, there
are more subtle differences between packing motifs that are not
captured with the lattice parameter descriptor. Additionally, the
lattice parameter descriptor promoted sampling of higher-energy
structures with large c-parameters. For these reasons, the lattice
parameter descriptor is probably too crude for the purposes of
evolutionary niching.

The recommended best practice when using GAtor is to run the
GA several times with different settings and then collect all the
resulting structures, remove duplicates, and re-relax all unique
structures with higher-level numerical settings. The final struc-
tures may then be re-ranked using a series of increasingly ac-
curate energy methods.4” The primary focus of this work is to
study the effect of evolutionary niching. Therefore, the best struc-
tures produced from the GA runs here are locally optimized using
PBE+TS and higher-level numerical settings, and no further re-
ranking is performed. Thermal contributions to the total energy,
which may influence the relative stabilities of polymorphs, 7 are
also not included in the present study.

Table 1 presents the top 10 lowest energy structures produced
from all the runs combined, as computed using PBE+TS and
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higher-level numerical settings. In the last column, the specific
runs that generated a given low-energy structure are indicated.
The experimental structure, which has a zig-zag packing motif
and elongated unit cell, is ranked as #1 and was only generated
in GA runs that used clustering. The structures ranked #6 and
#8, shown in panels (d-e) in Fig. 4, have herringbone packing
motifs and were also only generated in runs that used clustering.
These structures were not produced in our previous study of this
molecule, in which evolutionary niching was not used. 4’ Seven of
the ten top structures (ranked #2-#5, #7, #9-#10) were gener-
ated by the control runs using energy-based fitness. The majority
of these structures display a layered packing motif. For exam-
ple, the structures ranked #2 and #4 are shown in panels (a)
and (b) of Fig. 4, respectively. Six of the seven top structures
found in runs that used energy-based fitness were also generated
by at least one GA run that used cluster-based fitness. This shows
that evolutionary niching can be a valuable tool for generating
novel structures that may be overlooked when using a traditional
energy-based fitness function.

4 Concluding Remarks

The effect of using evolutionary niching in the GAtor genetic algo-
rithm was investigated for the crystal structure prediction of 1,3-
dibromo-2-chloro-5-fluorobenzene (Target XIII from the fourth
CCDC blind test®?). Evolutionary niching was performed by us-
ing the affinity propagation machine learning algorithm to dy-
namically cluster the population based on structural similarity.
Clustering was conducted with respect to three structural descrip-
tors: the first was based on the lattice parameters (L); the second
was based on the combined radial distribution functions (RDFs)
of Br---Br, H---Br, H---F, and H- - -Cl interatomic distances; the
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third was a relative coordinate descriptor (RCD), based on the
relative positions and orientations of neighboring molecules. A
cluster-based fitness function was then used to steer the GA to-
wards under-sampled regions of the potential energy surface by
penalizing the fitness of structures found in populous clusters,
thus reducing their probability of being selected for mating.

The results of GA runs that used evolutionary niching based on
L, RDF, and RCD were compared to control runs that employed
a traditional energy-based fitness function. To examine the ef-
fect of the initial population, two sets of runs were launched from
a random pool and from a diverse pool, generated by Genarris.
Evolutionary niching promoted sampling in regions of the poten-
tial energy landscape that were not well represented in the initial
population as well as in regions rarely sampled by the control
runs. We have thus demonstrated that evolutionary niching can
help overcome initial pool biases and evolutionary drift in a ge-
netic algorithm.

The experimental structure of Target XIII is characterized by
a zig-zag packing motif, in contrast to most of the other low-
energy structures that are characterized by layered packing ar-
rangements. The region of the experimental structure was there-
fore rarely sampled by the control runs with the energy-based
fitness function. Employing evolutionary niching based on all
three descriptors significantly enhanced the likelihood of generat-
ing the experimental structure, as well as other low-energy struc-
tures with herringbone packing motifs.

Some differences were observed in the GA behavior when evo-
lutionary niching was performed based on different descriptors.
Using the L descriptor resulted in increased sampling of a region
characterized by structures with very long c-parameters, particu-
larly when the GA was started from the diverse initial pool. This
was counterproductive in the case of Target XIII because this re-
gion did not contain any important low-energy structures. The L
descriptor was additionally found to produce fewer clusters than
the RDF and RCD descriptors. This suggests that the sensitivity of
the L descriptor may be insufficient to resolve different packing
motifs, which do not necessarily correlate with the unit cell shape
and volume.

In conclusion, the recommended best practice for molecular
crystal structure prediction with GAtor is to run the GA several
times with different settings. At least one of the runs should em-
ploy a cluster-based fitness function using the RDF or RCD de-
scriptors. The best structures produced from all GA runs should
be combined for postprocessing. This increases the likelihood of
generating more low-energy structures overall than when run-
ning GAtor with the energy-based fitness function alone. Evolu-
tionary niching using cluster-based fitness functions is a promis-
ing strategy for generating important structures located in differ-
ent basins of the potential energy surface for CSP applications.
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