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Abstract—We investigate a novel multiple user scalable 8K
360◦ video mobile virtual reality arcade streaming system that
enables high reliability and immersion f delity, and low interactive
latency, by the synergistic integration of scalable 360◦ content,
expected VR user viewport modeling, millimeter wave (mmWave)
communication and network edge computation capability. The
high data rate mmWave link is used to transmit the video content
of the expected user 360 viewport at enhanced quality. To com-
pensate for the dynamic nature of mmWave links and prospective
expected viewport characterization error, we integrate a fall
back transmission based on Wi-Fi broadcast of a baseline
representation of the 360 panorama to all users. In our proposed
transmission strategy, the expected viewport content can be sent
as raw or encoded at different qualities, which enhances the end-
to-end performance, by exploiting effective trade-offs between
communication and computation latency at the receiving user.
With the aim of maximizing the minimum VR immersion f delity
across all users, we investigate the joint optimization of the
mmWave access point (AP) to user association, the data rate
for the encoded portion of the 360 viewport content that is
to be transmitted, and computation resource allocation. Our
experimental results demonstrate that the proposed system can
achieve signif cant improvement in delivered VR user immersion
f delity and quality of experience relative to a state-of-the-art
reference method that leverages Wi-Fi transmission only.

I. INTRODUCTION
Virtual reality (VR) technologies are increasingly popular,

as they can enable a range of societal applications, spanning
education and training, health-care, telepresence and remote
work, search and rescue, disaster relief, etc. It is anticipated
that VR will represent a 120 billion market by 2022 [1]. 360◦
video is an integral part of Virtual Reality. Therefore, the
delivery of high quality 360◦ video is extremely important
to adopt VR widely. 360◦ videos can provide an immersive
experience by immersing viewers at the center of a remote
scene. The latency in 360◦ video streaming system needs to be
restricted to 10-20 milliseconds. Relative to traditional videos,
360◦ require much more bandwidth to deliver the entire scene.
Presently, only low-quality low-resolution 360 videos can be
streamed over wired networks [2], [3].
A user, at any moment can watch only a limited region

of the 360 spatial panorama determined by the f eld of view
(FOV) of the VR head mounted display (HMD) of the user
and his navigation actions. VR server may predict the future
viewport of the user. Therefore, only a part of the 360 video
content which covers the predicted future viewport of the
user is delivered by the VR server to the user. Once the
encoded tiles of the video are received at the user, they need
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to be decoded and rendered at the processing unit of the VR
devices. The PC-based VR devices, e.g., Oculus Rift [2], HTC
Vive [3], are tethered to a powerful gaming computer and
perform decoding locally on the computer/console. Therefore,
these devices lack portability. Mobile VR, untethered from a
PC/console, but attached to a smartphone, such as Samsung
Gear VR [4], Google Daydream [5], etc., has portability.
However, it exhibits limited computation capability which may
result in high computation delay and therefore negatively affect
the user experience.

Fig. 1. The proposed next generation VR arcade system that we investigate.

In this paper, we investigate a novel streaming system for
a next generation VR arcade that enables high VR immersion
f delity, and low interactive latency via a novel integration
of high f delity 8K 360-degree scalable video, mobile-edge
computing (MEC) and mmWave. By enabling high compu-
tation capability at the network edge and high transmission
rate using mmWave technology, it becomes possible to decode
part of the 360 video content at the server and transmit
the raw data using mmWave with low overall system delay.
This approach helps to reduce the decoding delay of the 360
video content at the user and improves the system eff ciency,
in the mobile setting, where the user device has inferior
computing capabilities. In our system, each user is assigned
an mmWave AP and the video content of the expected user
360 viewport is transmitted using high data rate mmWave link
at enhanced quality. Among the 360 video content which is
sent through mmWave link to an user, a part of the video
content is sent as a raw data while the remaining part is sent
encoded. To compensate for the uncertainty of mmWave links
and prospective expected viewport characterization error, a
baseline representation of the 360 panorama is broadcasted
to all users using Wi-Fi. Our system is illustrated in Fig. 1.
We investigate the joint optimization of the mmWave AP to
user assignment, data rate for the transmission of the encoded
360 content, and computation resource allocation. The aim is978-1-7281-1817-8/19/$31.00 c©2019 IEEE
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B. Wi-Fi Communication
The full set of GoP-tiles are broadcasted using Wi-Fi

communication. Each GoP-tile l ∈ L has immersion distortion
Dl related to the data rate of the GoP-tile as Dl = alR

bl
l where

al and bl are constants [10]. Let the immersion distortion of
each GoP-tile l ∈ L which is sent over Wi-Fi communication
is Dµ and the corresponding data rate of the GoP-tile is Rµ.
The bandwidth allocated for Wi-Fi communication is Bw.
Therefore the delay in transmitting all the GoP-tiles l ∈ L
using broadcast is τc = LRµ/Bw log(1 + γbr) where γbr is
the broadcast SNR using Wi-Fi 1. Once the encoded GoP-tiles
are received at the VR headset of each user u ∈ U , it decodes
all the GoP-tiles using the available computing equipment.

C. mmWave commmunication
Among the Lu set of GoP-tiles which are to be sent using

mmWave AP a, the Lu,r ⊂ Lu set of GoP-tiles are sent
raw while Lu \ Lu,r are sent encoded. Let the size of the
enhancement layer of each GoP-tile l ∈ Lu,r after decoding
be br in number of bits and the data rate of each encoded
GoP-tile l ∈ Lu \ Lu,r is Rl. The user already receives the
base layer of each GoP-tile l ∈ Lu (of data rate Rµ) in Wi-Fi
communication. The number of bits required to be sent for
each compressed GoP-tile l ∈ Lu \ Lu,r is (Rl − Rµ) using
mmWave communication. Therefore, the delay in transmitting
all the GoP-tiles l ∈ Lu using mmWave communication is

τa,u =
|Lu,r|br +

∑

l∈Lu\Lu,r
(Rl −Rµ)

ra,u
(1)

where ra,u is the mmWave transmission rate through the link
between AP a and user u and it depends upon transmit power,
channel gain, noise power, and directional antenna gain [11,
12]. Interference is not present among the users due to the
directional pencil beam communication between AP and user.
Once the GoP-tiles are received at the VR headset of user
u ∈ U , the tiles l ∈ Lu \Lu,r are decoded at the VR headset.

D. CPU Time analysis
Here, we analyze the time delay to decode the GoP-tiles

at the edge cloud and the user. The time required to decode
a GoP-tile depends upon the data rate of the GoP-tile. We
assume that each GoP-tile l ∈ Lu,r is decoded from the
highest data rate (best quality) Rl,max of the GoP-tile available
at the edge. The GoP-tiles l ∈ Lu,r \ Lu of data rate Rl

and the GoP-tiles l ∈ L of data rate Rµ are decoded at the
user. To f nd the decoding time for these GoP-tiles, we f rst
analyze the required CPU cycles to decode these GoP-tiles.
Our experimental results demonstrate that the relationship
between required CPU cycles for decoding a GoP-tile, denoted
by β, and the data rate of the GoP-tile R can be established
by a polynomial function as β = cR3 − dR2 + eR+ f where
c, d, e and f are positive constants.
Let the processing capability of the VR headset of each user

u ∈ U is fu and let fu,1 and fu,2 be the processing power

1The broadcast SNR is the minimal SNR among all the links. We assume
channel state information is available at the transmitter to adapt its transmis-
sion rate accordingly.

allocated by the user to process the GoP-tiles that are received
over Wi-Fi and mmWave, respectively, where fu,1+fu,2 ≤ fu.
Therefore, the CPU cycles required to decode the GoP-tiles
l ∈ L of quality Rµ at the user is L(cR3

µ−dR2
µ+eRµ+f) and

the delay in decoding is Tc = L(cR3
µ−dR2

µ+eRµ+f)/fu,1.
The total decoding delay of Lu,r set of GoP-tiles at the edge
cloud is Tu,1 =

∑

l∈Lu,r
βl,kr

/Fu where, βl,kr
= cR3

l,max −

dR2
l,max+ eRl,max+ f is the number of CPU cycles required

to decode each of these GoP-tile and Fu is the computation
resource allocated at the edge server to user u. The decoding
delay of all the GoP-tiles Lu \ Lu,r at the VR headset of
user u is Tu,2 =

∑

l∈Lu\Lu,r
(cR3

l − dR2
l + eRl + f)/fu,2.

Therefore, the total delay to receive all the GoP-tiles l ∈ L in
Wi-Fi communication is Tc+ τc and the total delay to receive
all the GoP-tiles l ∈ Lu using mmWave communication is
Tu,1 + Tu,2 + τa,u.

III. PROBLEM FORMULATION

Let Π denotes the set of all possible AP to user assignments,
for the AP set A and user set U , such that every member
set π ∈ Π features AP to user assignments comprising |U |
disjoint AP user pairs. For example, with A = {a1, a2} and
U = {u1, u2}, we have two different AP user assignments
partitions {(a1, u1), (a2, u2)}, and {(a1, u2), (a2, u1)} and
Π = {{(a1, u1), (a2, u2)}, {(a1, u2), (a2, u1)}}.
Leveraging our recent advances in [9], we are able to

characterize the likelihood of every GOP tile appearing in
the user viewport over that GOP. We can then leverage this
characterization to f nd expected user viewport as a set of
GoP-tiles l ∈ Lu and analytically formulate the expected
immersion f delity (or distortion) experienced by the user over
the GOP. In particular, let wu

l , l ∈ Lu denote this navigation
likelihood of GOP tile l ∈ Lu. Then, we can formulate the
delivered expected immersion distortion of viewport of user
u is

∑

l∈Lu,r
wu

l alR
bl
l,max+

∑

l∈Lu\Lu,r
wu

l alR
bl
l . Our aim is

to minimize the maximum expected immersion distortion of
viewport among all the users u ∈ U in the network. Therefore,
the optimization problem of interest can be expressed as

min
π∈Π,F ,R
fu,1,fu,2

max
u∈U

∑

l∈Lu,r

wu
l alR

bl
l,max +

∑

l∈Lu\Lu,r

wu
l alR

bl
l

(2)

s.t.
L(cR3

µ − dR2
µ + eRµ + f)

fu,1
+

LRµ

r′
≤ τ u ∈ U

∑

l∈Lu,r
βl,kr

Fu

+

∑

l∈Lu\Lu,r
cR3

l − dR2
l + eRl + f

fu,2

+
|Lu,r|br +

∑

l∈Lu\Lu,r
(Rl −Rµ)

ra,u
≤ τ u ∈ U

∑

u∈U

Fu ≤ F, fu,1 + fu,2 ≤ fu, u ∈ U

where r′ = Bw log(1 + γbr), F is the vector of all values
of Fu, u ∈ U , R is a set that contains all possible Rl,
∈ Lu \ Lu,r, u ∈ U , and τ is the maximum tolerable delay
within which each GoP needs to be sent such that users do
not experience any lag. The f rst constraint in (2) imposes that
the total delay of receiving all baseline GoP-tiles l ∈ L at
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the user, via Wi-Fi communication, be bounded by τ . The
second constraint imposes that the total delay of receiving
all enhancement GoP-tiles l ∈ L at the user via mmWave
communication be bounded by τ . The computation resource
allocations at the edge cloud is restricted by the total available
computation resource F as shown in the third constraint. The
restriction on computation resource allocation for each user
u ∈ U is given by the fourth constraint. Minimizing the
distortion is the same as maximizing the immersion f delity
due to the one-to-one mapping between them. Since (2) is a
mixed-integer programming, it is hard to solve optimally in
practice. First, we consider f xed cloud resource allocation,
for which the problem in (2) decomposes into independent
data rate and user computing power allocation for each user
u to AP. The solution to each of these independent problems
is obtained in Section V. Based on this solution, the user to
AP assignment is obtained in Section IV. Finally, the joint
computation resource allocation of the edge cloud and the
users, and data rate selection of the part of the expected
viewport is obtained in Section VI.

IV. AP TO USER ASSIGNMENT

The optimal solution of AP to user assignment can be ob-
tained by searching over all possible assignments Π. However,
this requires searching over (M + N)!/M ! user assignments
where M = |U | is the number of users and N = |A| is the
number of APs. Alternatively, AP to user assignment problem
reduces to the simpler user assignment problem which we
proceed to solve optimally by means of a graph-theoretic
matching algorithm.
We begin by reviewing some concepts of bipartite graph

theory matching [13, 14]. A graph G comprising a vertex set
V and an edge set E is bipartite if V can be partitioned into V1

and V2 (the bipartition), such that every edge in E connects a
vertex in V1 to one in V2. A matching in G is a subset of E
such that every vertex v ∈ V is incident to at most one edge of
the matching. A maximum matching in G contains the largest
possible number of edges. For the bipartite graph in Fig. 3(b),
the two possible maximum matchings are {(v1a, v

1
u), (v

2
a, v

2
u)}

and {(v1a, v
2
u), (v

2
a, v

1
u)}.

To solve the AP to user assignment, f rst the network is
represented as a weighted bipartite graph in which each AP
a ∈ {1, .., N} and each user u ∈ {1, ..,M} are represented
by vertices v1a ∈ V1 and v2u ∈ V2, respectively, and the weight
of the edges (v1a, v2u) is expressed as ω(v1

a,v
2
u)

= D∗
a,u where

D∗
a,u is the immersion distortion when user u is assigned AP

a. In section V, the procedure to obtain the value of each D∗
a,u

is described. Fig. 3 shows graph construction for a network
with two users and two APs in which the immersion distortion
between each user and APs are obtained from Section V as
D∗

1,1 = 0.08, D∗
1,2 = 0.05, D∗

2,1 = 0.07, and D∗
2,2 = 0.02

The user selection problem in (2) can be expressed as a
bottleneck matching (BM) problem of the graph def ned by
the maximum matching whose the largest edge weight is as
small as possible, i.e.,

min
φ∈Φ

max
(v1

a,v
2
u)∈φ

ω(v1
a,v

2
u)

(3)

Fig. 3. Example of a bipartite graph for the network with 2 APs and 2 users.

where Φ contains all possible maximum matchings. For
the graph in Fig. 3(b), the bottleneck matching is
{(v1a, v

2
u), (v

2
a, v

1
u)} and so the corresponding assignment is:

AP 1 is assigned to user 2, and AP 2 is assigned to user 1.
The user assignment problem can be solved optimally using
the BM algorithm proposed in [14] with complexity O

(

N2.5
)

.
V. CALCULATION OF AP TO USER WEIGHT

To f nd the AP to user weight, we begin by considering
f xed cloud resource allocation. Here, we consider equal cloud
resource allocation, i.e., Fu = F/M . Due to f xed cloud
resource allocation, (2) can be separated into the following
subproblems

min
R,fu,1,fu,2

∑

l∈Lu\Lu,r

wu
l alR

bl
l (4)

s.t.
L(cR3

µ − dR2
µ + eRµ + f)

fu,1
+

LRµ

r′
≤ τ

∑

l∈Lu,r
βl,kr

Fu

+

∑

l∈Lu\Lu,r
cR3

l − dR2
l + eRl + f

fu,2

+
|Lu,r|br +

∑

l∈Lu\Lu,r
(Rl −Rµ)

ra,u
≤ τ

fu,1 + fu,2 ≤ fu,

for each user u and AP a selection in an assignment π. Note
that the f rst term in the objective function of (2) is constant
for a f xed assignment π. Hence, we omit this term here. The
above problem is nonconvex. It can be converted to a GP
problem via the single condensation method [15]. According
to this method, for a constraint which is a ratio of posynomials,
the denominator posynomial (say f(x)) can be approximated
into a monomial using the following inequality:

f(x) =
∑

ℓ

fℓ(x) ≥ f̂(x) =
∏

ℓ

[

fℓ(x)

δℓ

]δℓ

, (5)

where δℓ > 0 and
∑

ℓ δℓ = 1. Then, for δℓ = fℓ(x̂)/f(x̂), f̂(x̂)
is the best monomial approximation of f(x) near x = x̂.
We formulate an iterative technique to optimally solve (4).

At each iteration t, the f rst constraint in (4) is converted into
a posynomial using (5) as

(

τr′fu,1(t)

δ1(t)

)−δ1(t)
(

r′LdR2
µ

δ2(t)

)−δ2(t)

·
(

r′L(cR3
µ + eRµ + f) + fu,1LRµ

)

≤ 1 (6)
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where δ1(t), and δ2(t) are obtained as

δ1(t) =
τr′fu,1(t− 1)

τr′fu,1(t− 1) + r′LdR2
µ

,

δ2(t) =
r′
∑

l∈L dR2
µ

τr′fu,1(t− 1) + r′LdR2
µ

. (7)

Similarly, at each iteration t, the second constraint in (4) is
converted into a posynomial using (5) as
(

τFura,ufu,2(t)

δ3(t)

)−δ3(t)
(

Fufu,2(t)
∑

l∈Lu\Lu,r
Rµ

δ4(t)

)−δ4(t)

·
∏

l∈Lu\Lu,r

(

Fura,udRl(t)
2

δ5l(t)

)−δ5l(t)


ra,ufu,2(t)
∑

l∈Lu,r

βl,kr

+Fura,u
∑

l∈L

(cRl(t)
3 + eRl(t) + f) + Fufu,2(t)

(

|Lu,r|br +
∑

l∈Lu\Lu,r

Rl(t)
)



 ≤ 1

(8)

where δ3(t), δ4(t) and δ5l(t) are obtained from the solution at
the (t − 1)-th iteration as δ3(t) = c1/(c1 + c2 + c3), δ4(t) =
c2/(c1 + c2 + c3), δ5l(t) = c3/(c1 + c2 + c3) with c1 =
τFura,ufu,2(t − 1), c2 = Fufu,2

∑

l∈Lu\Lu,r
Rµ, and c3 =

Fura,udRl(t − 1)2. Let Da,u(t) =
∑

l∈Lu\Lu,r
wu

l alRl(t)
bl .

Thus, the overall optimization to be solved at iteration t is

min
R,fu,1,fu,2

Da,u(t) (9)

s.t. (6), (8), fu,1(t) + fu,2(t) ≤ fu,

The above optimization problem is GP problem and can be
solved optimally. The iterative optimization is carried out until
|Da,u(t)−Da,u(t− 1)| ≤ ǫ with 0 ≤ ǫ ≪ 1. An algorithmic
implementation is included in Algorithm 1, which converges to
the global solution [15]. The optimal value of the optimization

Algorithm 1 GP based solution for (4).
1: Set t = 1, fu,1(t) = fu,2(t) = fu/2, Initialize Rl(t)
2: while true do ⊲ inf nite loop
3: t = t+ 1
4: Calculate δ1(t), δ2(t)
5: Find the optimum fu,1(t), fu,2(t) Da,u(t), Rl(t) solv-
ing (9) using GGPLAB [16]

6: if |Da,u(t)−Da,u(t− 1)| ≤ ǫ then
7: Break
8: end if
9: end while
10: Assign D∗

a,u =
∑

l∈Lu,r
wu

l alR
bl
l,max +Da,u(t).

problem (4) is obtained as Da,u(t) after termination of the Al-
gorithm. Therefore, the optimal immersion f delity when user
u assigned to AP a is D∗

a,u =
∑

l∈Lu,r
wu

l alR
bl
l,max+Da,u(t).

VI. CLOUD RESOURCE ALLOCATION

In section V, we consider f xed cloud resource allocation to
solve the user to access point assignment at lower complexity.

Now, for a given user to AP assignment, we can investigate
a joint data rate, edge cloud and user computing power
allocation. Therefore, for a given user to AP assignment, the
optimization in (2) extends to the following problem

min
F ,∀u,R
fu,1,fu,2

max
u∈U

∑

l∈Lu\Lu,r

wu
l alR

bl
l (10)

s.t.
L(cR3

µ − dR2
µ + eRµ + f)

fu,1
+

LRµ

r′
≤ τ u ∈ U

∑

l∈Lu,r
βl,kr

Fu

+

∑

l∈Lu\Lu,r
cR3

l − dR2
l + eRl + f

fu,2

+
|Lu,r|br +

∑

l∈Lu\Lu,r
(Rl −Rµ)

ra,u
≤ τ u ∈ U

∑

u∈U

Fu ≤ F, fu,1 + fu,2 ≤ fu, u ∈ U

The optimization problem can be converted as a GP by using
single condensation method by following similar steps as given
in Section V. Therefore optimal solution is obtained by GP
based iterative algorithm similar to the Algorithm 1.

VII. EXPERIMENTATION

Here, we present simulation results that evaluate the per-
formance of the proposed strategy in terms of PSNR (Peak
Signal to Noise Ratio), which is the most common quality
metric in video processing. It can be expressed as PSNR =
10 log10(255

2/
∑

l∈L wu
l Dl) where Dl is the distortion of tile

l ∈ L. PSNR for the entire video is obtained by calculating
PSNR for each GoP and averaging over them. For evaluation,
we used the ‘Runner’ 360◦ video sequence captured at 8K
resolution and 30 frames per second frame rate, from the
STJU immersive video dataset [17]. Five users are uniformly
distributed in a 5m × 5m square room. The mmWave APs
and the Wi-Fi router linked to an edge computing server are
placed at the corner of the room. The simulation parameters
are Rl,max = 15 Mbps, Rµ = 0.2 Mbps, M = 5, N = 10,
F = 150 GHz, τ = 1 sec., N0 = −147 dBM/Hz, ǫ = 10−5.
The set Lu,r consists of two randomly chosen tiles from the
expected viewport tiles. As a reference method, to which we
compare, we consider the ’Wi-Fi only’ strategy where all
the encoded GoP-tiles are sent over Wi-Fi at the maximum
possible data rate enabled by the Wi-Fi link, achievable under
the latency constrain of τ .
Fig. 4 demonstrates the PSNR performance of the proposed

strategy when the mmWave data rate for all the links is equal
and it varies from 400 Mbps to 900 Mbps, and fu = 3
GHz. As the mmWave data rate increases, the PSNR of the
proposed strategy increases. This is because with an increase
in mmWave data rate, the GoP-tiles of the expected viewport
encoded at much higher data rate can be sent of much higher
data rate within the latency constraint and the immersion
f delity increases. For mmWave data rate 400 Mbps and 900
Mbps, the proposed strategy achieves respectively 6 and 8
dB PSNR improvement over Wi-Fi only scheme which are
signif cant gains and advances relative to the state-of-the-art.
In Fig. 5, we analyze the performance of the proposed

strategy when the computing power of the user’s mobile device



6

400 450 500 550 600 650 700 750 800 850 900
mmWave rate (Mbps)

43

44

45

46

47

48

49

50

51

52

53

P
S

N
R

 (d
B

)

PSNR Wi-Fi Only
PSNR Proposed

Fig. 4. PSNR versus mmWave transmission rate for 5 users and 10 APs.
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Fig. 5. PSNR versus user CPU power for 5 users and 10 APs.

increases from 3 GHz to 7 GHz. The mmWave data rate for
the AP to user links are in the range of 600Mbps to 900Mbps.
As the user’s computing power increases, the decoding time at
the user end decreases. Therefore, GOP-tiles encoded at much
higher data rate can be sent within the latency constraint and
the immersion f delity increases.
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Fig. 6. End-to-end delay with variation of user CPU power.
In Fig. 6, we investigate the end-to-end delay for VR video

delivery of the proposed strategy compared to the reference
method when the Wi-Fi only scheme can hypothetically trans-
mit at the same data rate and deliver the same immersion
f delity as our proposed strategy. For this pupose, we consider
that for Wi-Fi only scheme, all the GoP-tiles are sent encoded
as the same data rate as that for our proposed strategy. As the
user computing power increases from 3 GHz to 7 GHz, the
immersion f delity increases for the proposed scheme while
maintaining the end-to-end delay. However, a much higher
end-to-end latency is induced by the Wi-Fi only scheme,
due to the need to decode the received voluminous tiles

encoded at high f delity in this case. Thus, the end-to-end
delay considerably increases. The induced delay for the Wi-Fi
only scheme becomes thereby 2.5 times to 4.5 times higher
than proposed scheme, which would dramatically penalize the
quality of experience of the user, as it would considerably
lower the interactive nature of the VR application.

VIII. CONCLUSION

In this paper, we investigated a novel multiple user scalable
360◦ video mobile VR streaming arcade which enables high
reliability and immersion f delity, and low latency, by the
integration of scalable 360 content, mmWave communication
and network edge computation capability. We have considered
the joint optimization of the mmWave access AP to user
association, data rate for the transmission of the part of
the encoded 360 viewport content, and computation resource
allocation to maximize the minimum VR immersion f delity
across all users. The problem is mixed integer programming.
Hence, we propose a low complexity solution for the problem.
Simulation results show that the proposed system can achieve
signif cant improvement of user immersion f delity/quality (6
dB to 8 dB) compared to a state-of-the-art approach that
leverages Wi-Fi transmission only.
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