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a b s t r a c t 

The δ-Eddington simulations of broadband shortwave net radiation fluxes at the top of the atmosphere 

( F TOA ) and the surface ( F SURF ) are evaluated with different parameterizations of the forward fraction of 

scattering ( f ), including the square of the asymmetry factor ( f = g 2 ), the fraction of the forward single- 

scattered intensity over the total single-scattered intensity ( f = f p ), and the cube of the asymmetry factor 

( f = g 3 ). g 2 and g 3 are respectively the 2nd and 3rd moments of the Henyey–Greenstein (HG) phase func- 

tion and hence approximate measures of the variance and skewness of the phase function. The factor 

f p for spherical droplets is estimated using a truncation angle, which separates the forward peak and 

diffusive portions of a highly anisotropic phase function. The results show that the simulations of F TOA 
and F SURF are not improved, if the conventional approach f = g 2 is replaced by f = f p in the δ-Eddington 
approximation for an atmosphere in the presence of liquid clouds. For the optically thick conditions, 

multiple scattering plays a dominant role in determining the reflectance ( R ) and transmittance ( T ) of 

the cloudy layer; the conventional parameterization f = g 2 is most accurate among the three parameter- 

izations. For the optically thin conditions, single scattering dominates over multiple scattering and thus 

f = g 2 results in biased F TOA and F SURF calculations, particularly with low solar elevations. For such cases, 

f = g 3 shows most accurate F TOA and F SURF results for both liquid and ice clouds, though f = g 3 also results 

in smaller cloud layer heating rates in general. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

The scattering of sunlight by atmospheric particles, such as

loud water droplets, ice particles, and aerosol particles, can be

ighly anisotropic and complex (e.g., [1–5] ), which makes accu-

ate modeling of such processes computationally expensive. Many

pplications such as in general circulation models (GCMs) require

apid and reasonably accurate calculations of solar fluxes and heat-

ng rates through the entire atmosphere; as a result, the radiative

ransfer equation must be solved with certain analytical approxi-

ations. Among the various approximations, the two-stream ap-

roximation (assuming only one downward beam and one upward

eam) and its variants [2] have been extensively used. One short-

oming of two-stream approximation is the handling of highly

symmetric phase functions [1] , as in the case of cloud particles

nd coarse-mode dust aerosols in the atmosphere. Therefore, the

wo-component method has been introduced in estimations of ra-

iative fluxes, where the highly strong peak of forward scatter-

ng is treated as the Dirac delta function ( δ) and separated from
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he diffusive portion of the phase function [1,6] . When the trun-

ated diffusive part takes the form of the Eddington approxima-

ion [7] , the two-component method is called the δ-Eddington
pproximation [1] . When the truncated diffusive part uses more

han two terms of the associated Legendre expansion [8] , the two-

omponent method is the called δ-M approximation [6] . The re-

lacement of the forward scattering peak by the delta function re-

ults in scaled optical parameters, and hence this method is also

alled the δ-scaling approach. Joseph et al. [1] also show the equiv-

lence between the δ-scaling approach and the similarity principle

e.g. [9] ). 

The δ-Eddington approximation and other δ-scaling two-stream

ethods (e.g., [10] ) have been widely used in GCM radiation

chemes [11–13] . The δ-scaling two-stream methods are generally

ore accurate than the conventional two-stream methods [14] .

y comparing different two-stream methods under a variety of

onditions, King and Harshvardhan [15] concluded that no single

ethod is always adequately accurate in various solar zenith angle

nd optical thickness regimes, but the δ-Eddington approximation

ay be the most suitable for GCMs due to its reasonble accuracy

or moderately thick cloud layers over a wide range of solar zenith

ngles. However, previous studies also reported persistent biases

https://doi.org/10.1016/j.jqsrt.2019.106694
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introduced by the δ-scaling two-stream GCM approximations in

aerosol radiative forcing [13] and surface net shortwave flux [14] . 

The parameterization of the forward scattering fraction ( f ) in

the δ-Eddington approximation [14,16,17] can contribute to the

radiation flux uncertainties. The δ-scaling approach results in a
scaled asymmetry factor ( g ́) that represents the asymmetry of the

diffusive part of the phase function; g ́is smaller than the origi-

nal asymmetry factor ( g ). Moreover, g ́decreases with increasing f .

In other words, the diffusive part of the phase function is less

asymmetric with increasing f . When the δ-scaling approach was

introduced, Joseph et al. [1] suggested f be set to g 2 , the 2nd mo-

ment of the Henyey–Greenstein (HG) phase function, making the

δ-Eddington and HG phase functions agree up to three terms. The

2nd moment is related to the variance of the phase function. How-

ever, it is challenging to figure out and remains unclear how f

should be parameterized in order to provide the best accuracy of

the δ-Eddington approximation [17] . Later studies tried different

empirical parameterizations of f [14,16,17] . Li [16] parameterized

f as a function of g , solar zenith angle ( θ0 ), and single-scattering

albedo ( ω) and showed improved results in non-conservative ( ω <

1) cases with small θ0 and in optically thin conservative ( ω = 1)

cases. Qiu [17] parameterized f as a function of g, θ0 , ω, optical

thickness ( τ ), and surface reflectance and showed significantly im-

proved results in the condition of τ ≤ 1. Räisänen [14] parame-

terized f separately for water clouds, ice clouds, and aerosols and

showed significantly improved flux simulations based on GCM ex-

periments, particularly with low solar elevations. In the study by

Räisänen [14] , f is set to the cube of the asymmetry factor ( g 3 ) for

aerosols, which generally have a relatively small τ . The cube of the
asymmetry factor ( g 3 ) is the 3rd moment of the HG phase func-

tion, which is related to the skewness of the phase function. 

Recent studies [18,19] applied the small-angle approximation

(SAA; e.g., [20] and references therein) in the two-component

method for solving the angular distribution of radiance. Instead of

approximating the forward scattering peak in terms of the delta

function, Sun et al. [19] characterize the forward scattering com-

ponent by an exponential function of the scattering angle ( �),

where an approximate analytical solution of the forward radiance

can be obtained using the SAA; a truncation angle ( �c ) is selected

to separate the forward and diffusive components of the phase

function, and the forward fraction of single-scattering ( f TA ) is es-

timated. In Sun et al. [19] , the radiance angular distribution of the

diffusive component is solved using the successive order of scatter-

ing (SOS) method, which has a computational time proportional to

τ [21–24] . Consequently, although the combined SAA + SOS method

in Sun et al. [19] provides an improved angular distribution of

radiance, this method is expensive for optically thick conditions.

Hereinafter, we refer the combined SAA + SOS method in Sun et al.

[19] as truncation angle method. 

If only the upward and downward radiative fluxes are to be

solved, to the best of our knowledge, it remains unclear whether

the estimation of f TA using �c [19] can be used to parameter-

ize f in the computationally efficient δ-scaling two-stream meth-

ods. The separation of forward and diffusive components using

�c also provides a way of evaluating the ratio of forward single-

scattered intensity over total single-scattered intensity ( f p ). In ad-

dition to f TA and f p , the phase function skewness is also a measure

of the asymmetry of the phase function. It also remains unclear

whether δ-scaling two-stream methods will show better accuracy

if f p or some measure of the phase function skewness is used in

the parameterization of f . Therefore, the objectives of this study

include: (1) finding a way of choosing �c ; (2) parameterizing f TA 
and f p as functions of effective radius ( r eff); and (3) examining the

performance of f = f g2 = g 2 , f = f TA , f = f p , and f = f g3 = g 3 in the δ-
Eddington approximation in terms of the radiation fluxes at the top

of the atmosphere (TOA; F TOA ) and the surface ( F SURF ). The parame-
erizations of f are tested through the simulations in overcast con-

itions of liquid clouds. If any parameterization shows improved

 TOA and F SURF , then this parameterization is further tested in over-

ast ice cloud conditions. Section 2 introduces the methods and

adiative transfer models used in this study. Simulations results

ith different parameterizations of f are presented in Section 3 ,

ollowed by conclusions in Section 4 . 

. Methodology 

.1. Two-component method 

Both the δ-scaling and truncation angle approaches start with

he two-component method, in which the phase function ( p ) is ap-

roximated as a linear combination of the forward peak and diffu-

ive components: 

p(χ ) = 2 fδ(1 − χ) + (1 − f ) p s (χ ) , (1)

here χ is the cosine of the scattering angle ( χ = cos �) and p s ( χ )

s the scaled phase function. In the δ-Eddington approximation,

 s ( χ ) = ω(1 + 3 g´χ ), where g ́is the scaled asymmetry factor of the

iffusive component [1] . The phase function decomposition [19] in

he truncation angle approach 

p(χ ) = f TA p 
f (χ ) + (1 − f TA ) p 

d (χ ) (2)

an be obtained by letting 
 

f = f TA 
2 δ(1 − χ) = p f (χ ) 

p s (χ ) = p d (χ ) 

(3)

n Eq. (1) , where the forward and diffusive phase function compo-
ents p f ( χ ) and p d ( χ ) are given by 

p f (χ ) = 

1 

f TA 

{
p(χ ) − p( χc ) exp 

[
−( χ − χc ) / n ph ( 1 − χc ) 

]
, χ ≥ χc 

0 , χ < χc 

(4)

p d (χ ) = 

1 

1 − f TA 

{
p( χc ) exp 

[
−( χ − χc ) / n ph ( 1 − χc ) 

]
, χ ≥ χc 

p( χ) , χ < χc 

(5)

nd the forward fraction of single-scattering f TA is given by 

f TA = 

1 

2 

∫ 1 
χc 

{
p(χ ) − p( χc ) exp 

[
−( χ − χc ) / n ph ( 1 − χc ) 

]}
dχ, (6)

atisfying 

1 

2 

∫ 1 
−1 

p f,d (χ ) dχ = 1 . (7)

The continuity of the derivative of p d ( χ ) or p f ( χ ) at the trunca-

ion angle χ = χ c = cos �c requires 

 ph = − p( χc ) 

p ′ ( χc )(1 − χc ) 
, (8)

here p ́( χ c ) is the derivative of phase function at the truncation

ngle χ c . 

In the two-stream approximations, the analytical solutions of

he reflectance ( R ) and transmittance ( T ) of an atmospheric layer

re functions of τ , ω, and g [2] . The δ-scaling method transforms

, ω, and g into scaled values: 
 

τ ′ = (1 − ω f ) τ
ω 

′ = (1 − f ) ω / (1 − ω f ) 
g ′ = (g − f ) / (1 − f ) 

, (9)
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Fig. 1. Phase functions p ( �) at 0.532 μm for 6 selected gamma size distributions of water droplets that have effective radii of 5.09, 15.06, 24.93, 35.33, 44.59, and 54.12 μm, 

respectively. In each panel, the dashed line marks the associated truncation angle ( �c ). 
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here τ ,́ ω ,́ and g ́are the scaled optical thickness, single-scattering

lbedo, and asymmetry factor, respectively [1] . The three parame-

ers are functions of f only. Consequently, the modification of R and

 by the δ-scaling method depends only on how the forward frac-

ion of scattering f is parameterized in the two-stream approxima-

ions. Due to the phase function decomposition analogy between

he δ-scaling and truncation angle methods Eqs. (1) –(3) , the eval-

ation of f TA in the truncation angle method Eq. (6) may be used

o parameterize f in the δ-scaling method by setting f = f TA . 

.2. Selection of truncation angle 

In the truncation angle method, the motivation of selection of

 truncation angle is to most appropriately separate the sharp for-

ard peak scattering from the diffusive scattering, where the scat-

ered intensity varies smoothly with the scattering angle [19] . In

ddition, given a particle size distribution, the phase function of

he particles varies with of the wavelength of the incident light.

ence, we suggest that a truncation angle �c may be defined as

he angle �, where the change of the derivative of phase function

tarts to become “slow” at a certain wavelength: 

∂ 

∂�

(
∂ p(χ ) 

∂χ

)∣∣∣∣
�≥�c 

< 

180 

π
c 0 

λ

λ0 

, (10) 

here λ is wavelength; c 0 is an empirical constant that may be

ubjectively selected to define how slow the derivative is con-

idered as “slow” at the wavelength λ0 . We subjectively choose

 0 = 10 4 at λ0 = 0.532 μm and test the choice c 0 at any other wave-

ength λ using the phase functions of spherical water droplets

ith different effective radii ( r eff). The precision of �c determined

hrough criterion (10) is limited by the selected angles where

hase functions and their derivatives are evaluated. We let �c take

ngles with one decimal digit. 

Based on the Morrison microphysics scheme, a gamma size dis-

ribution of spherical water droplets is assumed [25] . This study

ses that empirical relationship between the relative radius disper-

ion and the water droplet number concentration [25,26] to gener-
te 82 gamma size distributions whose effective radii range from

.53 to 58.49 μm. The water droplet number concentration is fixed

o 100 cm 
−3 and 82 liquid water content (LWC; kg m 

−3 ) values

re selected in generating the distributions. Then, the Lorenz–Mie

cattering program [27] is used to calculate the phase function at

.532 μm for each generated gamma size distribution of spherical

ater droplets. The complex refractive index of water at 0.532 μm

s taken from Hale and Querry [28] . The truncation angles found

or the 82 phase functions range from 3.3 ° to 5.0 ° Fig. 1 shows

hat the larger a water droplet is, the stronger the forward peak

cattering is and the smaller the truncation angle is. 

Once �c is determined, f TA can be calculated using the Eq. (6) .

n addition, the ratio of forward single-scattered intensity over to-

al single-scattered intensity ( f p ) can be estimated through the fol-

owing equation: 

f p = 

∫ �c 

0 p(�) sin (�) d�∫ π
0 p(�) sin (�) d�

= 

1 

2 

∫ �c 

0 

p(�) sin (�) d�. (11) 

As shown in Fig. 2 , it appears both f TA and f p are smaller than

 g2 ( = g 2 ) and f g3 ( = g 3 ) in the δ-scaling approach; f TA and f p are
loser to f g3 than to f g2 , i.e. f g2 > f g3 > f TA (or f p ). The results sug-

est that g ́( f = f g2 ) < g ́( f = f g3 ) < g ́( f = f TA or f p ). In other words, the

iffusive part of the phase function is least asymmetric if f = f g2 
nd most asymmetric if f = f TA or f p at 0.532 μm. As r eff increases

rom 2.53 to 58.49 μm, f TA increases from 0.180 to 0.494, f p in-

reases from 0.378 to 0.499, f g3 increases from 0.573 to 0.683,

nd f g2 increases from 0.690 to 0.776. When the size parameter

 a = 2 π r eff / λ) is adequately large, the forward single-scattered in-

ensity is always about half of the total single-scattered intensity,

.e. f p ≈0.500, which is not sensitive to small variations of �c (not

hown). Actually, the forward diffraction of particles with a large

ize parameter is approximately half of the total incident energy

e.g., [29] ). 

Previous parameterization studies suggested that the bulk opti-

al properties of water and ice clouds—such as the extinction coef-

cient ( βext ), ω, and g —are more sensitive to the effective particle
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Fig. 2. Forward fraction of scattering ( f ) of cloud water droplets parameterized us- 

ing the 2nd ( f g2 = g 2 ) and 3rd ( f g3 = g 3 ) moments of the HG phase function, the 

truncation angle approach ( f TA ), and the ratio of forward single-scattered intensity 

to the total single-scattered intensity ( f p ) at a wavelength of 0.532 μm. The dashed 

curves are fitted f TA and f p lines using Eq. (12) . 
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size than to the shape of the size distribution of water droplets or

ice particles [30–32] . In this study, we parameterize f TA and f p as

3rd-order polynomials of the inverse of r eff: { 

f TA , fitted = α0 + 

α−1 

r eff 
+ 

α−2 

r 2 
eff 

+ 

α−3 

r 3 
eff 

f p , fitted = β0 + 

β−1 

r eff 
+ 

β−2 

r 2 
eff 

+ 

β−3 

r 3 
eff 

, (12)

where the coefficients αi and β i ( i = 0, −1, −2, −3) may be deter-

mined in a least-square sense. As shown in Fig. 2 , this parameter-

ization (12) provides a best fit of f TA and f p . The discontinuities on

the f TA and f p curves shown in Fig. 2 result from the discretiza-

tion of the tested values of �c through criterion (10) . For example,

when r eff increases from 4.53 μm to 4.71 μm, �c decreases from

5.0 ° to 4.8 °. However, these discontinuities of f TA and f p with re-

spect to r eff shown in Fig. 2 do not affect the results and conclu-

sions of this study and are basically compensated for by using the

fitted values of f TA and f p . 

Another 389 gamma size distributions of spherical water

droplets are generated by letting both droplet number concentra-

tion and LWC take random numbers, making the shapes of the new
Fig. 3. Scatterplots at 0.532 μm of (a) f TA,fitted vs. f TA (b) and f p ,fitted vs. f p , using 38
89 size distributions different from the 82 ones used to fit the

oefficients αi and β i ( i = 0, −1, −2, −3) in Eq. (12) . As shown in

ig. 3 , f TA,fitted and f p ,fitted generally overestimate f TA and f p , respec-

ively. The parameterization in Eq. (12) of f TA and f p show small

MSEs of 0.011 and 0.006, respectively, for the 389 new randomly

enerated size distributions, suggesting that f TA and f p are more

ensitive to the effective radius than the shape of the gamma size

istribution of the spherical water droplets. 

.3. Model configuration 

The parameterization in Eq. (12) provides a chance to compare

he difference of the two-component methods with f TA,fitted , f p ,fitted ,

 g3 , and f g2 in net radiation fluxes at the TOA ( F TOA ) and the sur-

ace ( F SURF ). The δ-Eddington method is adopted for the compari-

on. The Rapid Radiative Transfer Model (RRTM) shortwave model

RRTM_SW; [33] ) and its simplified version for GCMs (RRTMG_SW;

34,35] ) are used for this comparative study. The RRTMG_SW has

een applied in both global and regional models, such as the Com-

unity Earth System Model (CESM; [36] ) and the Weather Re-

earch and Forecasting (WRF) model [37,38] . In RRTM_SW, multi-

le scattering is treated using the δ-M scaling approach [6] , which

ombines δ-scaling [1] and the Discrete Ordinate Radiative Trans-
er model (DISORT; e.g., [39,40] ). This is more accurate than the

wo-stream approximations in the RRTMG_SW. We therefore take

RTM_SW as the reference model and use the RRTMG_SW to test

he performance of the two-stream approximations with the for-

ard fractions of scattering ( f ) parameterized in different ways (i.e.

 = f TA,fitted , f = f p ,fitted , f = f g3 = g 3 , and f = f g2 = g 2 ). 

The shortwave spectrum wavenumbers between 820 and

0,0 0 0 cm 
−1 (or λ= 0.200 and 12.2 μm) is divided into 14 bands

Bands 16–29) based on the absorption features of the primary and

inor atmospheric species in the RRTM_SW/RRTMG_SW ( Fig. 4 ;

33] ). The refractive index dataset of water by Hale and Querry

28] is used to calculate the phase functions of spherical water

roplets with a gamma size distribution for each of the 14 bands.

or each band, the phase functions associated with all the wave-

engths in this band where refractive indices are available are cal-

ulated using the Lorenz–Mie program [27] . Then, the mean phase

unction for each band p Bandi ( �, r eff) is estimated by averaging the

hase functions at the available wavelengths p λi ( �, r eff) within this

and using the scattering cross sections C sca , λi as the weights

 Fig. 5 ): 

p Bandi (�, r eff ) = 

∑ 

i p λi (�, r eff ) C sca,λi ∑ 

i C sca,λi 
. (13)
9 randomly generated gamma size distributions of spherical water droplets. 
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Fig. 4. The real and imaginary parts of the refractive index of water [28] in the shortwave region with the RRTM_SW/RRTMG_SW band divisions (Bands 16–29). 
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Band 22 is so narrow that no refractive index from this dataset

s available within the band and in that band the refractive index

s linearly interpolated between the two nearest available wave-

engths. 

After the mean phase functions for all 14 bands p Bandi ( �, r eff)

 i = 16, 17,…, 29) are obtained, criterion (10) is applied to all the

hase functions to get their truncation angles. Then, Eqs. (6) and

11) are used to derive f TA and f p for each band. In the longer

avelength regime (Bands 16, 17, and 29), f p is generally greater

han 0.5. Eq. (12) are then used to parameterize f TA and f p for each

f the 14 bands, where the coefficients αi and β i ( i = 0, −1, −2,

3) are fitted in a least-square sense. In the infrared bands (Bands

6–22 and 29), the forward scattering is not strong for smaller par-

icle sizes, and therefore no truncation angle can be found through

he criterion (10) . For such cases, we find a smallest r 0 such that

runcation angles can be found through the criterion (10) for all

he gamma size distributions whose effective radii are greater than

 0 . Then, we assume f TA and f p equal to 0 for 2.50 μm ≤ r eff < r 0 ,

eaning the scaling of τ , ω, and g ( Eq. (9) ) is not necessary for the

pherical water droplets that have small effective radii for these

ands (Bands 16–22 and 29). Eq. (12) are applied to parameterize

 TA and f p for r 0 ≤ r eff ≤ 60.00 μm, namely 

f TA , fitted = 

{
0 , 2 . 50 μm ≤ r eff < r 0 
α0 + 

α−1 

r eff 
+ 

α−2 

r 2 
eff 

+ 

α−3 

r 3 
eff 

, r 0 ≤ r eff ≤ 60 . 00 μm 
, (14) 

f p , fitted = 

{
0 , 2 . 50 μm ≤ r eff < r 0 
β0 + 

β−1 

r eff 
+ 

β−2 

r 2 
eff 

+ 

β−3 

r 3 
eff 

, r 0 ≤ r eff ≤ 60 . 00 μm 

, (15) 

here r 0 is the smallest effect radius at which a truncation angle

an be found through the criterion (10) . For bands 16–22, r 0 = 7.21,

.17, 5.50, 4.89, 4.53, 3.88, and 3.45 μm, respectively; for bands

3–28, r 0 = 2.53 μm; for band 29, r 0 = 10.22 μm. The parameter-

zations of f TA and f p in the 14 bands are incorporated in the

RTMG_SW. Then, δ-Eddington simulations of radiation fluxes at
he TOA and surface are conducted using the RRTMG_SW with the

orward fraction of scattering f parameterized by f TA,fitted , f p ,fitted ,

 f g3 = g 3 ), and ( f g2 = g 2 ) respectively, for a comparison. The results

re presented in the next section. 

. Results 

.1. Comparison of f g2 , f p ,fitted , and f g3 

As stated in Section 2.3 , the treatment of multiple scattering us-

ng DISORT is more accurate than using the two-component meth-

ds, and hence DISORT has been widely used as the reference

odel to test the performance of more simplified methods (e.g.,

14,41,42] ). Tang et al. [42] used the 16-stream DISORT (8 down-

ard and 8 upward beams) as the reference model to examine

aster radiation schemes [43,44] of the cloud longwave scattering

n terms of the longwave broadband irradiance. Turner [45] and

urner et al. [46] used the 16-stream DISORT to determine cloud

hase (water, ice, or mixed water and ice) based on the mea-

urements from the Atmospheric Emitted Radiance Interferometer

AERI). The RRTM_SW with the δ-16-stream DISORT configuration

s therefore adopted as the reference model in this study. 

As documented in Table 1 , a number (62,640) of conditions are

elected to compare the irradiances at the TOA ( F TOA ) and the sur-

ace ( F SURF ) with f = f TA,fitted , f p ,fitted , f g3 , and f g2 in the optically thin

CWP = 20 g m 
−2 ) and thick (CWP = 200 g m 

−2 ) regimes . The pa-

ameterization by Hu and Stamnes [31] is divided into 3 different

adii intervals, 2.5–12 μm, 12–30 μm, and 30–60 μm, bringing dis-

ontinuous features of simulated F TOA and F SURF near the bound-

ries of the radii intervals (not shown). Therefore, we do not use

he Hu and Stamnes [31] , but we compute look-up-tables (LUTs) of

he bulk optical properties in each of the 14 RRTM_SW/RRTMG_SW

ands using the Lorenz–Mie scattering program [27] . The LUTs pro-

ide extinction coefficient ( βext ), ω, and g for 58 gamma size dis-

ributions that have effective radii from 2.5 to 59.5 μm with an
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Fig. 5. Forward fraction of scattering ( f ) of cloud water droplets for the 14 RRTM_SW/RRTMG_SW bands parameterized using the 2nd ( f g2 = g 2 ) and 3rd ( f g3 = g 3 ) moments 

of the HG phase function, the truncation angle approach ( f TA ), and the ratio of forward single-scattered intensity to total single-scattered intensity ( f p ). The dashed curves in 

each panel are the fitted f TA and f p using Eq. (12) . The wavelength interval in the parenthesis in each panel is the bandwidth of that band. 

Table 1 

Selected conditions for the comparison simulations. 

RRTMG_SW/RRTM_SW input 

parameters Selected values (or options) 

Atmospheric profiles U.S. Standard Atmosphere, 1976 

Tropical 

Midlatitude summer 

Midlatitude winter 

Subarctic summer 

Subarctic winter 

Parameterization Lorenz-Mie-based LUTs 

Cloud layer height (km) Between 1.75 and 2.00 km 

Cloud water paths (CWP; g m 
−2 ) 20 and 200 

Solar zenith angles, θ 0 ( °) From 0.5 to 89.5 with an increment of 

1.0 

Effective radii, r eff ( μm) From 2.5 to 59.5 with an increment of 

1.0 

Surface albedo 0.2 

 

 

 

 

 

 

 

t  

t

a  

u  

w  

t  

E  

a  

a  

(

 

t  

f  

o  

v  

I  

o  

i  

s  

f  

o  

t  

m

 

t  
increment of 1.0 μm. The refractive index dataset of water by Hale

and Querry [28] is used in making the LUTs. The simulation results

with f = f TA,fitted and f p ,fitted are almost identical (not shown), and

hence we only show the results with f = f p ,fitted here. As compared

to the δ-16-stream reference simulations, Figs. 6 a and 7 a show that

the conventional δ-Eddington approach ( f = f g2 = g 2 ) overestimates

F and F at low solar elevations ( θ > 70 °) in the optically
TOA SURF 0 
hin condition. In the optically thick condition, while Fig. 9 a shows

hat the conventional δ-Eddington approach overestimates of F SURF 
t low solar elevations ( θ0 > 80 °), Fig. 8 a shows that the F TOA sim-

lations by the conventional δ-Eddington approach generally agree
ith those by the δ-16-stream approach with relative errors less

han 5% for most conditions. The success of the conventional δ-
ddington method in the optically thick regime and the degraded

ccuracy of the conventional δ-Eddington method at intermediate

nd small optical depths have been reported by previous studies

e.g., [15] ). 

As shown in Figs. 6 b and 7 b, the F TOA and F SURF simula-

ions do not show overall improvement in terms of the RMSE, if

 = f g2 = g 2 is replaced by f = f p ,fitted in the δ-Eddington method in

ptically thin condition. F TOA is underestimated at low solar ele-

ations (around θ0 = 70 °) in the method where f = f p ,fitted ( Fig. 6 b).

n Figs. 8 b and 9 b, F TOA and F SURF are greatly underestimated and

verestimated, respectively, in the optically thick regime ( τ > 20

n shortwave bands) in the method where f = f p ,fitted . The results

uggest that although a truncation-angle-based separation of the

orward and diffusive components may improve the estimation

f the angular distribution of radiance [19] , it does not appear

hat setting f = f p improves the flux calculations in the δ-Eddington
ethod, particularly at large optical depths. 

However, if we set f to the 3rd moment of the HG phase func-

ion ( g 3 ), a measure of the phase function skewness, Fig. 6 c shows
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Fig. 6. The relative errors of the radiation fluxes at the TOA ( 
F TOA / F TOA ) for (a) f = f g2 = g 2 , (b) f = f p,fitted , and (c) f = f g3 = g 3 with the cloud water path fixed to 20 g m 
−2 . The 

dashed black and brown lines are the contours of the bands with minimum and maximum r eff associated with the labeled optical thicknesses ( τ ) = 1, 2, or 5 among the 

14 RRTM_SW/RRTMG_SW bands, respectively. In each panel, RMSE is the root mean square error; N is the number of samples. The U.S. Standard Atmosphere, 1976 , profile is 

used. 

Fig. 7. Same as Fig. 6 except for the radiation fluxes at the surface ( 
F SURF / F SURF ). 
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fl  
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p  

t  
hat the F TOA simulations improve in the optically thin regime with

n RMSE reducing from 10.56 to 8.88 W m 
−2 for the U.S. Standard

tmosphere, 1976 . In Fig. 7 c, with f = g 3 the F SURF simulations also

mprove in the optically thin regime. The improvements of F TOA 
nd F SURF at intermediate and small optical depths ( τ < 5 in short-

ave bands) by setting f = g 3 also apply for other atmospheric pro-

les as documented in Table 2 . 

Figs. 8 c and 9 c show that the estimations of F TOA and F SURF 
re not improved with f = g 3 at large optical depths, however. The

onventional δ-Eddington approximation ( f = g 2 ) is more accurate

han setting f = g 3 in optically thick conditions. This is because the

ultiple scattering is the dominant term in determining the re-
ectance ( R ) and transmittance ( T ) of an atmospheric layer. As long

s the optical thickness is large, a large portion of the photons

rom the incident light will deviate from the original direction, no

atter how strong the forward peak of the phase function is. It

ppears that the δ-Eddington phase function (forward + diffusive

omponents) that shares the same variance (i.e. 2nd moment) with

he original phase function is more accurate than the δ-Eddington
hase function that shares the same skewness (i.e. 3rd moment)

ith the original phase function in such optically thick conditions.

owever, single scattering of the incident light becomes more im-

ortant in determining R and T in optically thin conditions, making

he parameterization of f using a measure of the skewness of phase
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Fig. 8. Same as Fig. 6 except that the cloud water path is fixed to 200 g m 
−2 . 

Fig. 9. Same as Fig. 7 except that the cloud water path is fixed to 200 g m 
−2 . 

Table 2 

RMSEs of F TOA and F SURF (W m 
−2 ) for different parameterizations of f under differ- 

ent atmospheric conditions with the cloud water path fixed to 20 g m 
−2 . 

Atmospheric 

profiles 

F TOA F SURF 

f δ f p ,fitted f g3 f δ f p ,fitted f g3 

U.S. Standard Atmosphere 10.56 10.21 8.88 7.12 12.67 6.79 

Tropical 9.81 9.89 8.23 6.89 10.86 5.68 

Midlatitude summer 10.13 10.05 8.53 6.85 11.49 6.08 

Midlatitude winter 10.87 10.34 9.29 7.35 13.17 7.13 

Subarctic summer 10.38 10.09 8.70 6.97 12.20 6.49 

Subarctic winter 11.10 10.45 9.55 7.71 13.75 7.47 
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f  

g

a SURF  

function more accurate than that using a measure of the variance

of the phase function. 
It should be noted that although f = g 3 provides more accu-

ate F TOA and F SURF simulations in optically thin conditions, set-

ing f = g 3 results in a smaller heating rate within the cloud layer

nd generally larger heating rates below (not shown). The result

uggests that f = g 3 tends to let more photons pass through the

loud layer. The conventional approach f = g 2 is the most accurate

mong the 3 parameterizations of f ( f g2 , f p,fitted , and f g3 ) in terms of

he heating rate within the cloud layer ( H cld ) or the heating rate

f the atmospheric column that includes the cloud layer and be-

ow ( H col ). While the cloud longwave forcing impacts mostly on

he atmospheric column, the cloud shortwave forcing is primarily

elt by the surface (e.g., [47,48] ). Hence, notwithstanding the de-

raded accuracy of H cld and H col , the resultant more accurate F TOA 
nd F make f = g 3 applicable to cloud shortwave forcing evalu-
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Fig. 10. Phase functions of the aggregate model and the THM in Band 25 (visible) of the RRTM_SW/RRTMG_SW for ice particles with effective radii of (a) 20.0 μm and (b) 

100.0 μm. 

Fig. 11. The relative errors of the radiation fluxes at the TOA ( 
F TOA / F TOA ) for (a) f = f δ = g 2 and (b) f = f mom3 = g 3 with the ice water path fixed at 20 g m 
−2 using the 

aggregate model. The dashed black and brown lines are the contours of the minimum and maximum cloud optical thicknesses ( τ ) among the 14 RRTM_SW/RRTMG_SW 

bands, respectively. The U.S. Standard Atmosphere, 1976 , profile is used. 

a  

a  

d

 

o

3

 

tions. We therefore suggest the following 3rd order Pade function

s an improved parameterization of f for an atmosphere of cloud

roplets: 

f = f Pade = 

g 3 + ( τ/ 2 . 5 ) 
3 g 2 

1 + ( τ/ 2 . 5 ) 
3 

. (16) 
c  
The simulation results of F TOA , F SURF , and H col with f = f Pade are

mitted here and are available in the supplemental material. 

.2. f = g 3 for ice clouds 

As previously shown, F TOA and F SURF can be computed more ac-

urately in an optically thin atmosphere of liquid clouds by set-
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Fig. 12. Same as Fig. 11 except that the THM is used. 

Fig. 13. Same as Fig. 11 except for the radiation fluxes at the surface ( 
F SURF / F SURF ). 
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ting f = g 3 in the δ-Eddington approximation. Here, we test this

parameterization for ice clouds. Simulations of an atmosphere of

ice clouds are conducted using RRTMG_SW and RRTM_SW for a

number (129,600) of conditions documented in Table 3 . Two re-

cently developed ice particle models, the surface-roughened 8-

hexagonal-column aggregate model (aggregate model hereinafter;

[49] ) and the two-habit model (THM; [50] ) are added into the

RRTMG_SW and RRTM_SW and adopted for the simulations. The

aggregate model is used in the Moderate Resolution Imaging Spec-

troradiometer (MODIS) Collection 6 cloud retrievals [51] . The THM

model consists of a surface-roughened single-hexagonal-column

and a 20-column aggregate model with a specified increasing per-

centage of 20-column aggregates as the particle size increases [50] .

The development of such a THM is motivated by the observational
vidence of increased complexity of ice particles with increasing

article size [52,53] . As reported by the previous study [50] , one

istinct feature of the THM is that g decreases as particle size in-

reases at visible wavelengths because the fraction of fluffy parti-

les that have a smaller g increases with increasing particle size

n the THM. Fig. 10 shows examples of the phase function av-

raged over small ( r eff = 20 μm) and large ( r eff = 100 μm) particle

izes. 

To derive the bulk optical properties for each of the 14 bands of

RTM_SW/RRTMG_SW shown in Fig. 4 , and assuming gamma size

istributions with constant 0.1 effective variance, computations are

erformed for various values of r eff, which is defined as the ratio of

he volume to the projected area of ice particles [54–56] . The same

amma size distribution is assumed in MODIS Collection 6 cloud
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Fig. 14. Same as Fig. 13 except that the THM is used. 

Table 3 

Selected conditions for the comparison simulations for ice clouds. 

RRTMG_SW/RRTM_SW input parameters Selected values (or options) 

Atmospheric profiles U.S. Standard Atmosphere, 1976 

Tropical 

Midlatitude summer 

Midlatitude winter 

Subarctic summer 

Subarctic winter 

Ice particle models Aggregate model (Yang et al. 2013) 

Two-habit model (Loeb et al. 2018) 

Cloud layer height (km) Between 9.0 and 9.5 km 

Ice water paths (CWP; g m 
−2 ) 20 and 200 

Solar zenith angles, θ 0 ( °) From 0.5 to 89.5 with an increment of 1.0 

Effective radii, r eff ( μm) From 5.5 to 64.5 with an increment of 1.0 

Surface albedo 0.2 
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etrievals [51] . In each band, βext , ω, and g are parameterized as

unctions of r eff as follows: 

 

 
 

 
 

βext / IWC = A 1 r eff + A 0 + 

A −1 

r eff 
+ 

A −2 

r 2 
eff 

+ 

A −3 

r 3 
eff 

1 − ω = B 1 r eff + B 0 + 

B −1 

r eff 
+ 

B −2 

r 2 
eff 

+ 

B −3 

r 3 
eff 

g = C 1 r eff + C 0 + 

C −1 

r eff 
+ 

C −2 

r 2 
eff 

+ 

C −3 

r 3 
eff 

, (17) 

here IWC is ice water content (g m 
−3 ), and A i , B i , C i ( i = 1, 0, −1,

2, −3) are coefficients that are determined by a least-square. An

ce density of 0.9167 g cm 
−3 is assumed [30] . 

As with the simulations of liquid clouds in Figs. 6–9 and

able 2 , the simulations of ice clouds in Figs. 11–14 and Table 4

lso suggest improved F TOA and F SURF , if f = g 2 is replaced by f = g 3 

n the δ-Eddington approximation in optically thin conditions. The

verestimations of F TOA at low solar elevations ( θ0 > 70 °) and the
nderestimations of F SURF ( θ0 < 20 °) at high solar elevations are
educed, if the 3rd order moments of the δ-Eddington phase func-
ion (forward + diffusive components) and original phase function

re made the same, i.e. setting f = g 3 . Table 4 shows that when

 = g 3 , F TOA has smaller RMSEs for all 6 selected atmospheric pro-

les; F SURF also has smaller RMSEs except for midlatitude and sub-

rctic winter when the aggregate model is used. When ice clouds

re optically thick, in agreement with the situations for liquid

louds ( Figs. 8 and 9 ), setting f = g 3 is no better than the conven-
ional δ-Eddington approximation (not shown). Letting f = g 3 also

esults in a smaller heating rate within the cloud layer and gen-

rally larger heating rates below for ice clouds (not shown). The

onventional approach f = g 2 is also the most accurate among the

 parameterizations of f ( f g2 , f p,fitted , and f g3 ) in terms of H cld and

 col calculations for ice clouds. Because the ice cloud layer is high,

he cooling bias introduced by f = g 3 within the cloud layer is more

r less compensated for by the warming bias below (not shown).

ased on the improved simulations of F TOA and F SURF in the over-

ast conditions of optically thin ice clouds, we suggest that the pa-

ameterization in Eq. (16) should be used with both liquid and ice

louds. The simulation results of F TOA , F SURF , and H col with f = f Pade 
or ice clouds are omitted here and available in the supplemental

aterial. 

. Conclusions 

The δ-scaling method has been used for solving shortwave ra-

iative transfer in a highly anisotropic scattering atmosphere. In

he conventional δ-Eddington approximation, f is set to g 2 , which

s a measure of the variance of the phase function. As already re-

orted by a previous study [15] , the conventional approach ( f = g 2 )

hows accurate results for optically thick clouds ( τ ≥ 5). However,

or the optically thin clouds ( τ < 5), single scattering becomes
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Table 4 

RMSEs of F TOA and F SURF (W m 
−2 ) for different parameterizations of f under different atmospheric 

conditions with the ice water path fixed to 20 g m 
−2 , using the aggregate model and the two-habit 

model. 

Atmospheric 

profiles 

Aggregate model Two-habit model 

F TOA F SURF F TOA F SURF 

f g2 f g3 f g2 f g3 f g2 f g3 f g2 f g3 

U.S. Standard Atmosphere 9.54 7.28 6.96 6.83 10.26 9.12 7.36 6.51 

Tropical 8.81 5.93 6.70 5.28 9.46 7.70 7.18 5.00 

Midlatitude summer 9.08 6.57 6.67 5.90 9.78 8.38 7.12 5.58 

Midlatitude winter 9.87 7.83 7.15 7.39 10.63 9.69 7.54 7.07 

Subarctic summer 9.31 6.81 6.79 6.41 10.02 8.66 7.25 6.08 

Subarctic winter 10.19 8.45 7.49 7.92 10.97 10.33 7.89 7.61 
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more important than multiple scattering in determining the R and

T of a cloudy layer, and the conventional approach ( f = g 2 ) shows

biased F TOA and F SURF at low solar elevations. Hence, g 2 may not

be a best parameterization for f for optically thin clouds. This study

tests other parameterizations of f for optically thin clouds, includ-

ing (1) the ratio of the forward single-scattered intensity to the

total single-scattered intensity ( f p ) and (2) the cube of the asym-

metry factor ( g 3 ). f p is evaluated based on the truncation angle

method [19] . The results show that f p < g 3 < g 2 in the whole

shortwave region, and hence the scaled asymmetry factor ( g ́) sat-

isfies g ́( f = g 2 ) < g ́( f = g 3 ) < g ́( f = f p ). In other words, both f = g 3 and

f = f p make the diffusive part of the phase function more asymmet-

ric than the conventional approach ( f = g 2 ). We show that F TOA and

F SURF calculations are more accurate for both liquid and ice clouds

in optically thin conditions ( τ < 5) if f is set to g 3 , which is a

measure of the skewness of the phase function. In addition, setting

f = g 3 also brings errors to the heating rates within the cloud layer

and below. The conventional approach f = g 2 is most accurate in

calculating the heating rates among the 3 parameterizations ( f = g 2 ,

f = f p , and f = g 3 ). The δ-Eddington phase function (forward + diffu-

sive components) with f = g 2 keeps the original 2rd order moment;

the δ-Eddington phase function with f = g 3 keeps the original 3rd

order moment but has the diffusive component more asymmet-

ric. We suggest an improved parameterization of f ( Eq. (16) ) in the

shortwave bands for a cloudy atmosphere. The application of the

suggested parameterization will improve the estimation of cloud

shortwave forcing that is mainly observable at the surface (e.g.,

[47,48] ), particularly for the generally thin cirrus clouds (e.g., [57] ).

The improved parameterization of f can likely be straightforwardly

extended for aerosol particles whose scattering phase functions are

also asymmetric (e.g., [3] ). However, although the optical thickness

of an aerosol layer is usually small (e.g., [58,59] ), the optical thick-

ness threshold where f = g 3 provides a more accurate δ-Eddington
approximation than f = g 2 needs to be investigated for aerosol par-

ticles in future studies. 
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