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ABSTRACT

A detailed 2-D computational fluid dynamics (CFD) model simulating two-
phase flow and heat transfer in a two-phase loop thermosyphon (TPLTS) is
presented. The CFD simulation was built to represent two-phase flow and
heat transfer phenomena during the transient and steady-state operation
analysis of a TPLTS under various operating conditions. The two-phase
flow was modeled using the volume of fluid (VOF) model, and the Lee
model was utilized for evaporation and condensation. Simulation results
were compared with experimental temperature, pressure, and flow visual-
ization data.
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1. Introduction

A heat pipe is a highly effective and well-established device which transfers a large amount of

heat from one location to another. The components of a conventional heat pipe are the wick,

outer wall, and working fluid, which flows through the three main sections of the heat pipe: evap-

orator, adiabatic section, and condenser [1]. A diagram of a conventional heat pipe is shown in

Figure 1a [2]. There is a small temperature drop between the evaporator and condenser section

of the heat pipe, referred to as the adiabatic section, where the heat pipe operates nearly isother-

mally [3]. Heat is applied externally to the evaporator section and vaporizes the fluid in the satu-

rated wick, which is driven by the vapor pressure through the adiabatic section to the condenser

where it condenses and releases its latent heat, then is returned to the evaporator by capillary

action of the wick [4,5]. The main driver of heat transfer in the conventional heat pipe is phase

change and the wick. There are several different types of heat pipe depending on the application,

including: conventional heat pipes, loop heat pipes (LHP), pulsating heat pipes (PHP), and

thermosyphons, which can also be broken up into conventional thermosyphons and single- and

two-phase loop thermosyphons (TPLTSs). A conventional heat pipe reliant on phase change has

several limits. These limits include the viscous, sonic, capillary, entrainment, flooding, and boiling

limits. Challenges and opportunities of heat pipes are discussed by Faghri [6]. Heat pipe analysis

and numerical simulation covering all types of heat pipes with various levels of approximation

are reviewed by Bergman and Faghri [7].
A two-phase conventional thermosyphon (TPCTS), a schematic of which is shown in Figure

1b, is sometimes referred to as gravity assisted heat pipe and consists of an evaporator and con-

denser. There is no wick in a TPCTS because the force of gravity drives the fluid flow. The liquid

and vapor occupy a single straight tube and the flow is counter-current. The heat input to the

evaporator vaporizes the working fluid, which then flows up to the condenser. The working fluid
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is then condensed back into a liquid in the condenser section, releases its latent heat, and drains
back down the walls to the evaporator.

Due to the counter-current flow of the liquid and vapor, the thermosyphon performance is
limited by the flooding limit. This occurs when working fluid temperature is low, and vapor vel-
ocity is high. The shear of the vapor traveling to the condenser prevents liquid film on the wall
from traveling back to the condenser. The conventional thermosyphon is also subject to the dry-
out limit. This occurs when the fill charge ratio is too small and the condensate film eventually
dries out [8].

There are two main approaches for full numerical simulation of two-phase, closed, wickless
thermosyphons. The first is the separated model approach, where a set of localized governing
equations for mass, momentum, and energy conservation are solved separately for the liquid and
vapor phases. Harley and Faghri [9] developed a steady and transient two-dimensional thermosy-
phon separated flow model which accounts for conjugate heat transfer through the wall and the
falling condensate film. The model was extended by Shabgard et al. [10] to include various filling
conditions of the thermosyphon. The second approach uses the multifluid–Eulerian model which
allows liquid-vapor penetration and requires volume averaging to be performed on the governing
equations [1, 11].

Many numerical simulations have been performed to understand the two-phase flow in the
TPCTS and the effects of varying several parameters on the overall performance. Wang et al. [12]
conducted a combined CFD and experimental flow visualization investigation. They used the
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VOF method for modeling two-phase flow, and both the Lee model and an improved Lee model

that considers superheat to increase prediction performance. The authors concluded that the bub-

ble growth behavior is much more accurate to the experiment when using the improved Lee

model than the original. However, though the improved Lee model was able to better reproduce

the bubble expulsion phenomenon, the bubble growth rate was much different in the simulation

than in the experiment. Alizadehdakhel et al. [13] and Fadhl et al. [14] developed models to

simulate two-phase heat transfer through a TPCTS. Both used ANSYS to create their models and

the VOF model and user-defined functions (UDFs) to model the multiphase flow and

Figure 1. Diagrams of (a) conventional heat pipe, (b) two-phase conventional thermosyphon, (c) two-phase loop thermosyphon,
and (d) single-phase loop thermosyphon showing the flow of liquid and/or vapor.
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evaporation-condensation of the working fluid. Jouhara et al. [15] developed a 3-D CFD model

using the VOF method and UDFs which also included the cooling fluid in the condenser as part

of the model. Xu et al. [16] developed a model using VOF and a UDF to model phase change

and simulate heat transfer characteristics in a TPCTS. They also investigated the effects of chang-

ing the transient mass transfer time relaxation parameter on the temperature and performance

results. Naresh and Balaji [17] developed a thermal circuit model to study the flow and heat

transfer processes in an internally finned two-phase thermosyphon, with results within 5% of

experimental data. Zou and Wang [18] developed a mathematical model that can successfully

reproduce the complex flow characteristic and heat transfer inside a TPCTS, including the distri-

butions of liquid film, velocity with vapor-liquid based on the Nusselt model.
The TPLTS, a general schematic of which is shown in Figure 1c, consists of an evaporator,

riser, condenser, and downcomer. Heat input to the evaporator section vaporizes the working

fluid [19]. The vapor (or liquid-vapor mix, depending on the initial fill ratio) then flows up the

riser to the condenser where it is condensed back into a liquid. The flow in the TPLTS is co-cur-

rent, with liquid and vapor flowing in the same direction around the loop. The liquid phase (or

liquid-vapor mix, depending on the initial fill ratio) flows down the downcomer back to the evap-

orator. The flow of liquid is driven by the density difference of the lower temperature fluid com-

ing from the condenser and the higher temperature lower density flow from the evaporator [20].

The TPLTS has no flooding limit. Some TPLTS have wicks in the evaporator and some do not.

However, the TPLTS operates more effectively with wick structures in the evaporator than with-

out [21]. The TPLTS relies on gravity for the flow of working fluid and the heat transfer relies on

the heat of vaporization.
Several attempts have been made at modeling TPLTS. Dobson and Ruppersberg [22] con-

ducted theoretical simulations for single-phase and TPLTSs with expansion tanks, and TPLTSs

without expansion tanks. Their theoretical results were able to capture single and two-phase flow

with expansion tanks well, but were not able to capture the operating modes in the two-phase

without expansion tank model. Park et al. [23] developed a 2-D CFD model using Fluent to ana-

lyze two-phase flow through a loop thermosyphon as a defrost device in a refrigerator. They

modeled the flow of the working fluid as turbulent, using the k-x model. Zhang et al. [24] devel-

oped a generalized model for a TPLTS using conservation equations of momentum, energy, and

mass simultaneously, where the downcomer can be either partially or fully filled with liquid.

Their model was able to simulate the behavior of a TPLTS under small temperature difference.

Aung and Li [25] used a MATLAB program for the iterative solution of flow through a two-

phase closed-loop thermosyphon with varying riser diameter and inclination angle. Bodjona et al.

[26] conducted a numerical investigation of a TPLTS in steady and transient states by creating a

1-D flow model which considers subcooled liquid and overheated vapor as well as evaporation

and condensation. A specific hyperbolic solver based on Godunov method and Harten-Lax-van

Leer-Contact (HLLC) Riemann solver was used to solve the model simulations. Bodjona et al.

[27] later developed 1-D reduced models, built using the Modal Identification Method, to simu-

late the behavior of a TPLTS which requires much less CPU time than typical 2-D or 3-D

simulations.
The third type of thermosyphon is the single-phase loop thermosyphon (SPLTS) which is also

sometimes referred to as single-phase natural circulation loop, a general schematic of which is

shown in Figure 1d. The basic structure is the same as that of a TPLTS with an evaporator sec-

tion which heats the working fluid, a pipe connecting the evaporator to the condenser (riser), a

condenser which cools the working fluid, and another pipe connecting the condenser to the evap-

orator (downcomer) through which the working fluid flows back to the evaporator. The flow is

driven by the hydrostatic pressure difference that results from the temperature gradient and

resulting density gradient from the evaporator to the condenser. Fluid motion is generated by

density differences in the working fluid due to temperature gradients generated by the evaporator
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and condenser [28]. The motion is governed by the balance of the opposite effects of buoyancy

(due to the different fluid densities in the ascending (warm) and descending (cold) sections), and

friction [29]. Generally, the heat sink is above the heat source to enhance the circulation rates

[30]. A disadvantage of the SPLTS is that interaction between buoyancy and frictional forces can

be unstable. There is also an expansion tank shown in Figure 1d, which may be present in a

SPLTS to accommodate the volume expansion of working fluid as temperature increases.
Various studies have investigated flow and heat transfer simulation of SPLTS. Maiani et al.

[29] created an analytical model describing the system and obtained a parametric representation

of the behavior of a SPLTS assuming more general correlations for friction factor and heat trans-

fer coefficient than are generally used. They studied the stability of the system by linearizing

momentum and energy conditions and applying a first-order perturbation method. Burroughs

et al. [31] modeled a SPLTS with the heat source on the bottom and used the Navier–Stokes

equations and the boussinesq approximation to derive a model where the first Fourier modes

decouple leaving a system of three coupled nonlinear PDEs that completely describe the flow.

They compared the predictions of their reduced model with numerical simulations of the 3-D

Navier–Stokes equations and the boussinesq approximation and found good agreement around

the onset of convection. Pilkhwal et al. [32] used 1-D and 3-D CFD codes to predict behavior

observed in the experiments of a SPLTS. The code was effective in showing the origin of the pul-

sating instabilities that were seen in the experiment. Naveen et al. [33] created a 1-D model for

simulating the startup of a single-phase loop thermosyphon using a pseudo-conductivity model

which takes into account the energy transfer by local convection. Farawila et al. [34] developed

an analytical solution to represent the basic instability mechanisms where a simple analog was

constructed such that the analytical solutions were free from diffusion and damping problems

that are present in finite volume analyses. Their model fits the idealized case of single-phase flow

with a constant pressure drop boundary condition and a fixed heat source. They also developed

an extension of the model for two-phase flow due to bulk boiling in the riser. Luzzi et al. [35]

developed 1-D semi-analytical and 3-D numerical models to study the dynamic behavior of nat-

ural convection. Cheng et al. [36] developed a 3-D transient numerical simulation of a SPLTS.

The transient response was obtained based in the finite difference method for solving 1-D

momentum and energy equations. Bejjam and Kiran Kumar [37] created a 3-D model for simu-

lating flow through a SPLTS using ANSYS Fluent and the mixture model to solve conserva-

tion equations.
While many numerical studies have been conducted for various types of thermosyphon, few

numerical simulations have been created to model the TPLTS. Also, there is no systematic approach

to observe flow patterns within a closed-loop two-phase thermosyphon. Furthermore, flow charac-

teristics of a TPLTS have not been modeled in detail and compared to experimental results.
In this effort, a detailed transient 2-D CFD simulation was developed to model the heat trans-

fer and flow visualization in a TPLTS. The VOF multiphase model was used to simulate flow and

heat transfer characteristics for several working fluid fill ratios and heat inputs. Temperature and

pressure response and flow patterns are also compared to experimental results discussed in previ-

ous works by the present authors [38].

2. Numerical methodology

The multi-fluid model is one method for the formulation of macroscopic equations of a multi-

phase system, obtained using phase averaging. The multi-fluid model performs averaging for each

individual phase within a multiphase control volume [11]. In this computational model, one set

of equations is generated for each phase present in the system. These equations describe the flow

within the control volume. The mixture model is another method for the formulation of macro-

scopic equations of a multiphase system. In the mixture model, spatial averaging is performed
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over both phases simultaneously within the control volume, and the phases are considered
together as a whole. Governing equations for the mixture model are obtained by adding the
multi-fluid equations for each phase. Therefore, only one equation is solved for each conservation
equation. The mixture model solves the momentum equation by describing the dispersed phases
with relative velocities. The ANSYS Fluent VOF model (“Volume of Fluid (VOF) Model Theory,”
2006) is used to model multiphase flow in the TPLTS and uses both multi-fluid and mixture
models to describe the flow for this 2-D transient model [39]. The advantage of the VOF model
is that the motion of the two-phase interface can be distinctly captured by the determination of
phase interface [40].

In this approach, the multi-fluid model is used to solve the continuity equation; there is one
equation for each phase present in the multiphase control volume. The following equation
describes the continuity equation for the volume fraction of each phase to track the interface
between phases [11]:
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Since the sum of the volume fractions of all the fluid phases present in each computational
cell must sum to 1, volume fraction is solved for each phase except the primary phase, which is
defined by ease of modeling to be the liquid phase working fluid. The volume fraction of the pri-
mary phase is determined by solving for the volume fraction such that the sum of all volume
fractions is 1.

The mixture model is used to solve the momentum equation. A single momentum equation is
solved throughout the domain, which is dependent on the volume fractions of all the phases. The
properties in the momentum equation are calculated based on the phases in each control volume.
The mixture model momentum equation is:
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The energy equation, like the momentum equation, is shared among the phases and uses the
mixture model. The mixture model energy equation is [11]:
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The working fluid inside the TPLTS is R134a. The ideal gas law is used to model the density
of the vapor phase. Other properties are modeled as functions of temperature with polynomial
relations obtained using data from NIST (“Thermophysical Properties of Fluid Systems”) [41].
The boussinesq approximation is applied for density of the liquid phase of R134a. Again, all other
properties are defined as polynomial functions of temperature. The saturation temperature for
R134a is defined as a function of saturation pressure. The saturation temperature and pressure
are related using a polynomial relationship with properties obtained from NIST. The phase
change is modeled using the Lee model [42]. The Lee model uses the following equations to cal-
culate mass transfers:

_mv ¼ � _ml ¼ rlelql
T � Tsat

Tsat
T > Tsat evaporation processð Þ (4)

_ml ¼ � _mv ¼ rvevqv
Tsat � T

Tsat
T < Tsat condensation processð Þ (5)

According to Sun et al. [43], the value of r is recommended to be such as to maintain the
interfacial temperature reasonably close to the saturation temperature, and to avoid divergence
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issues. Generally, rl and rv are set equal to 0.1 as the default in numerical analysis. However, in

this simulation, rl and rv are set proportional to ql and qv through the equation:

rl ¼ rv
ql

qv

(6)

where rv is set to 0.1. Consideration of the density ratio will maintain balance between the evapo-

rating mass transfer and the condensing mass transfer during phase change [44]).
The continuum surface force model (CSF) is used to model surface tension [45]. The surface

tension between the liquid and vapor phases of R134a is modeled using a polynomial relationship

with temperature. The model described above is created in ANSYS Fluent.
Figure 2a shows the geometry and boundary conditions of the loop thermosyphon modeled in

the simulation, and Figure 2b shows the diagram of the thermosyphon used in experiments. The

loop is modeled as stainless steel with inner and outer diameters of 10.9 and 12.7mm, respect-

ively. A non-slip boundary condition is imposed on the inner walls of the TPLTS. The evaporator

section is modeled as constant heat flux, the condenser is modeled as a convection boundary

between the cooling water (not modeled) and the thermosyphon wall, and the remainder of the

wall is modeled as a convection boundary to account for heat loss to the environment. The con-

vection coefficients are obtained from experimental data. The following equation is used to calcu-

late the convection coefficient between the condenser section of the pipe and the cooling water:

hc ¼
_Qout

pDLcðTc, ave � T1Þ
(7)

where T1 is the temperature of the cooling water. A similar equation is used to calculate the con-

vection coefficient between the wall and the air, except Tc, ave is replaced with the average loop

temperature and T1 is the room temperature.
The system is divided into regions where each region is specified with initial conditions; a

small fraction of the volume, usually 5–10%, is specified to have an R134a vapor volume fraction

of 1, the remainder is saturated liquid R134a. The initial temperature and pressure of the

Figure 2. (a) Model geometry and dimensions and (b) diagram of experiment.
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simulation are 298 K and 667,690 Pa, respectively, which are the saturation conditions at room

temperature.
The temperature distribution along the wall of the TPLTS is measured at six locations in the

model: just before and after the evaporator section (Evap_i and Evap_o, respectively), just before

and after the condenser section (Cond_i and Cond_o, respectively), the top center of the loop

(TC), and the bottom center of the loop (BC). The average temperatures at the evaporator and

the condenser, which are used for thermal resistance calculations, are obtained by taking the aver-

age of the temperatures at Evap_i and Evap_o, and Cond_i and Cond_o, respectively. Pressure is

recorded at the TC, BC, Cond_i, Cond_o, and center of the evaporator.
The geometry was constructed and meshed using the ANSYS Workbench geometry and mesh

applications. The fluid region is meshed with 40,909 elements (Mesh1). The model was also

meshed with 85,104 elements (Mesh2) to test grid-independence for temperature and pressure.

The average condenser temperature and average evaporator temperature are plotted in Figure 3a,

and average pressure is plotted in Figure 3b for each mesh for a simulation with 90% liquid

R134a, relative to total volume, and a 200 W heat input to the evaporator.
As seen in Figure 3a, the average evaporator and condenser temperature follows the same

trend for each mesh. The average evaporator temperature is very similar for both meshes, and

the average condenser temperature is slightly less for Mesh2 than Mesh1. The average pressure

follows the same trend for Mesh1 and Mesh2, the average pressure for Mesh2 is slightly lower

than that of Mesh1. The TC, BC, average evaporator, and average condenser temperatures and

average pressure were monitored for each mesh for a simulation modeled with 90% liquid R134a

fill ratio with respect to total loop volume and a 200 W heat input.
Steady-state values are listed in Table 1, along with the percent difference between the

two meshes.
As seen in Table 1, the maximum percent difference in temperature is 1.10% between the two

meshes, and the percent difference in pressure is 3.30%. These differences and those shown in

Figure 3 are small considering the increased computational time of the finer mesh. These minor

differences do not justify the increased computational time of using Mesh2, and Mesh1 is used

for determination of system temperature and pressure.

Table 1. Grid independence temperature and pressure comparison for 90% R134a fill ratio and 200 W heat input simulations.

Elements Pressure (bar) TC (K) BC (K) Evaporator (K) Condenser (K)

40,909 (Mesh1) 11.39 314.90 312.31 315.39 312.31
85,104 (Mesh2) 11.02 313.00 308.90 314.17 309.63
% Difference 3.30 0.61 1.10 0.39 0.86

Figure 3. (a) Simulation transient response for (a) temperature and (b) pressure for Mesh1 and Mesh2 for 90% R134a fill ratio
and 200 W heat input simulation.
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A transient simulation with variable time step, with a minimum time step of 0.003 s, is carried

out to model the pressure and temperature distribution and the two-phase flow in the TPLTS.

The pressure-based, transient, planar solver is used. The flow is modeled as laminar, and the

SIMPLE algorithm for pressure-velocity coupling is used. First-order upwind, second-order

upwind, and PRESTO schemes are used for the discretization of momentum, energy, and pres-

sure, respectively. Sharp interfaced modeling is used for flow visualization, with Geo-reconstruct

discretization for the volume fraction. The sharp model is applicable when there is a distinct

interface between the two phases (Choosing Volume Fraction Formulation).

3. Simulation validation and comparison to experimental results

3.1. Temperature and pressure response

The CFD model is validated with experimental data obtained in a previous effort [38]. The simu-

lation was run with fill ratios of 95%, 90%, and 85% liquid R134a with respect to the total loop

volume, and heat flux at the evaporator corresponding to a 200, 250, or 300 W heat input. To

compare simulation results to experimental results, the average evaporator and condenser tem-

perature and average system pressure are plotted for the simulation and experiment for the 90%

fill ratio and 200 W heat input and are shown in Figure 4. The steady-state values for the temper-

atures around the loop, average pressure, and temperature drop are listed in Table 2 along with

the percent difference between the experiment and simulation values for the different fill ratio

and heat input simulations.
As seen in Figure 4, temperature and pressure in the simulation reach steady state faster than

in the experiment. This is because the heating element used at the evaporator section to supply a

constant heat flux takes time to reach that constant heat flux, whereas in the simulation the heat

flux is constant throughout the simulation. While the simulation takes less time to reach steady

state, the trend in temperature and pressure response is similar to the experiment.
Simulation and experiment average evaporator and condenser temperature and average system

pressure are also compared for 95% fill ratio and 200 W heat input conditions and plotted in

Figure 5. The steady-state values for the temperatures around the loop, average pressure, and

temperature drop are listed in Table 2 along with the percent difference between the experiment

and simulation values for the different fill ratio and heat input simulations.
Similar to the 90% fill ratio and 200 W heat input conditions shown in Figure 4, the tempera-

ture and pressure in the simulation reach steady state faster than in the experiment for the condi-

tions shown in Figure 5. The temperatures are slightly higher in the simulation than in the

experiment due to assumptions made while calculating boundary conditions. Since the

Figure 4. Comparison of experiment and simulation transient response of (a) temperature and (b) pressure to 200 W heat input
for 90% Fill Ratio R134a.
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temperature and pressure are related in the simulation, the simulation pressure is also higher
than the experiment pressure.

Table 2 lists the steady-state temperatures, average pressure, and temperature drop for simula-
tions and experiments with fill ratios of 95%, 90%, and 85% and heat inputs of 200, 250, and
300 W, and the percent difference between them. The 95% fill ratio was only modeled with a
200 W heat input, as the experiment was only able to reach steady state at a maximum heat input
of 200 W without exceeding maximum allowable temperature.

As seen in Table 2, the maximum percent difference in steady-state temperature between the
simulation and experiment for the conditions modeled is 3.02% for the 85% fill ratio 250 W heat
input conditions, and the maximum percent difference in average pressure is 18.76% for the 95%
fill ratio 200 W heat input conditions. Simulation temperature is generally higher than the experi-
ment with corresponding conditions, most likely due to a greater amount of heat being lost to
the environment in the experiment than in the simulation. The pressure in the simulations is
higher than in the experiments with corresponding heat input and fill ratio conditions due to the
higher simulation temperatures. The temperature and pressure are related in the simulation and a
higher temperature results in higher pressure. While the system temperature and pressure are
generally higher in the simulation than the experiment, the simulation still gives a good

Figure 5. Comparison of experiment and simulation transient response of (a) temperature and (b) pressure to 200 W heat input
for 95% fill ratio R134a.

Table 2. Comparison of simulation and experiment steady-state temperatures, pressure, and temperature drop for 95%, 90%,
and 85% R134a fill ratio and 200, 250, and 300 W heat input.

Fill ratio Heat input Pressure (bar) TC (K) BC (K) Evaporator (K) Condenser (K) Temp. drop (K)

95% 200 W Experiment 8.94 307.43 303.61 308.50 305.09 3.41
Simulation 11.00 314.59 309.99 313.74 309.80 3.94
% Difference 18.76 2.28 2.06 1.67 1.51 13.45

90% 200 W Experiment 10.17 312.25 306.06 312.57 307.46 5.11
Simulation 10.79 312.99 310.11 314.18 307.92 6.27
% Difference 5.75 0.24 1.31 0.51 0.15 18.50

250 W Experiment 10.82 314.21 308.75 316.22 311.13 5.10
Simulation 11.94 318.97 313.29 318.08 313.15 4.93
% Difference 9.40 1.49 1.45 0.58 0.64 3.45

300 W Experiment 12.30 318.29 313.46 321.46 315.06 6.40
Simulation 13.30 323.75 317.94 323.22 317.80 5.41
% Difference 7.53 1.69 1.41 0.54 0.86 18.30

85% 200 W Experiment 8.69 306.81 302.08 308.28 303.89 4.39
Simulation 10.55 316.06 310.22 315.74 311.11 4.63
% Difference 17.63 2.93 2.63 2.36 2.31 5.18

250 W Experiment 9.80 311.07 306.44 313.46 308.64 4.82
Simulation 11.86 320.77 314.03 320.83 315.41 5.42
% Difference 17.33 3.02 2.42 2.29 2.14 11.07

300 W Experiment 11.38 316.46 311.49 319.96 313.66 6.30
Simulation 13.24 325.72 317.77 325.72 318.94 6.17
% Difference 14.06 2.84 1.98 1.59 1.64 2.11
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approximation of steady-state temperatures and pressure and the trend in response to a heat

input, as shown in Figures 4 and 5.
The maximum percent difference for temperature drop for the simulations listed in Table 2,

18.50% for the 90% fill ratio 200 W heat input conditions, is most likely due to the assumptions

made during heat flux calculations. After performing error propagation, the experimental uncer-

tainty in temperature drop between the evaporator and condenser is 0.59 K. The simulation tem-

perature drop is within this uncertainty for four of the seven simulations listed in Table 2. While

the percent difference in temperature drop is higher than the steady-state system temperature

and pressure, there is still a reasonably good agreement between the simulation and experiment.

3.2. Flow visualization

The flow patterns for the liquid and vapor within the TPLTS were compared between the experi-

ment and simulation. To visualize the flow patterns in the experiment, three 5-inch borosilicate

glass tubes were added at different locations around the loop, as shown in Figure 2. Figure 6

shows the flow visualization during the startup period in window 1 for the simulation and experi-

ment. Figure 7 shows the flow visualization during the startup of the simulation and experiment

in window 2. Flow visualization at window 3 is not shown for any of the fill ratio and heat input

conditions discussed below because it remains a liquid throughout the simulation and experiment

for the 90% and 95% fill ratios. Similar trends can be observed in flow visualization at the begin-

ning of the experiment and simulation as shown in Figures 6 and 7.
In Figures 6a, b there are two larger bubbles followed by several smaller bubbles. Then, in

Figures 6c, d, the distance between larger bubbles increases so that only one larger bubble is seen

in the window. The larger bubble grows slightly in size and is preceded and followed by a series

of smaller bubbles. Next, a section of many small bubbles appears in window 1, as seen in

Figure 6. Time evolution of flow visualization at startup of simulation as time progresses from a to c to e, and experiment as
time progresses from b to d to f. After bubbles begin to appear in window 1 for 90% R134a fill ratio and 200 W heat input.
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Figures 6e, f. During startup, the simulation can model the flow patterns in window 1. Figure 6c

shows the liquid starting to boil at positions where the liquid temperature at the wall is greater

than the saturation temperature, which results in continuous nucleation. Vapor bubbles form at

these locations and rise through window 2, as shown in Figure 7, to the top of the liquid region

where they break and release their vapor content at the top of the loop.
In Figure 7a, there are several large bubbles, followed by several small bubbles. However, in

Figure 7b, there is one large bubble that fills approximately half the visible section of window 2

followed by several smaller bubbles. The simulation does not predict the very large bubble that is

seen in Figure 7b. Then, in Figures 7c, d after the large vapor bubble passes through the window,

there is a period of smaller bubbles flowing through window 2. Next, there is a time where only

a few small bubbles appear in window 2, as seen in Figures 7e, f. The simulation can model the

flow patterns in window 2 reasonably well during the startup period of the experiment, except

the simulation is not able to produce the larger bubbles that fill most of the window.
Flow patterns were also observed at steady state for the simulation and experiment. Figure 8

shows the flow through the simulation and experiment at steady state just after the evaporator

section. As seen in Figure 8, there are a series of smaller bubbles flowing through window 1 at

steady state. The location of the bubbles appears random in both the simulation and the experi-

ment, and the bubbles sizes are relatively small. The simulation gives a good representation of the

size and frequency of vapor bubbles flowing through window 1 just after the evaporator for

these conditions.
The flow-through window 2 at the top right of the loop is also observed for both the simula-

tion and experiment at steady state, and flow patterns are shown in Figure 9. There is a clear pat-

tern in the flow-through window 2 that can be seen in the simulation and experiment. First, a

small bubble passes through window 2, as shown in Figures 9a, b. A larger bubble follows, as

Figure 7. Time evolution of flow visualization at startup of simulation as time progresses from a to c to e, and experiment as
time progresses from b to d to f. After bubbles begin to appear in window 2 for 90% R134a fill ratio and 200 W heat input.
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shown in Figures 9c, d. This larger bubble is followed by a section of fast-moving smaller bubbles
which decrease slightly in size, as seen in Figure 9e–9h. After this section of smaller bubbles,
there is a period during which no vapor is present in window 2, as shown in Figures 9i, j. This
process then repeats. As seen in Figure 9, the simulation gives a good representation of the flow

Figure 9. Time evolution of flow visualization at steady state of simulation as time progresses from a to c to e to g to i, and
experiment as time progresses from b to d to f to h to j in window 2 for 90% R134a fill ratio and 200 W heat input.

Figure 8. Time evolution of flow visualization at steady state of simulation as time progresses from a to c to e, and experiment
as time progresses from b to d to f in window 1 for 90% R134a fill ratio and 200 W heat input.

NUMERICAL HEAT TRANSFER, PART A: APPLICATIONS 695



patterns through window 2 at steady state and can reproduce the general pattern that is seen in
the experiment.

Flow visualization is also studied in the simulation at steady state for the 90% fill ratio and
250 W heat input and compared to experimental data. Figures 10 and 11 show the flow through
windows 1 and 2, respectively, for the simulation and experiment with these conditions. It can be
seen in Figure 10c that the flow through the experiment at window 1 at steady state is a series of
small bubbles, followed by a few larger bubbles in Figure 10e. This process repeats at window 1
at steady state for these conditions and can also be seen in the simulation. Figures 10a, b show a
series of small bubbles flowing through this section on the model, followed by several larger bub-
bles in Figure 10d, which gives a reasonably good approximation of the size and frequency of the
bubbles flowing through window 1 at steady state. Also, when comparing the flow in Figures
8–10 for the 200 and 250 W heat inputs, respectively, at steady state for 90% R134a fill ratios at
window 1, it can be seen that the size and frequency of the bubbles in the simulation increases
with increasing heat input, as is seen in the experiment.

In Figure 11, the flow pattern in the experiment can be observed as several bubbles flowing
through the window (Figure 11b) until the frequency decreases and only one bubble flows
through the window at a time (Figure 11d), and eventually no vapor bubbles are present in win-
dow 2 (Figure 11f). Then, a larger bubble, followed by several smaller bubbles flows through the
window (Figure 11h) and the process repeats. This process is represented in the simulation in
Figures 11a, c, e, g. The simulation gives a reasonably good approximation of the flow pattern for
the 90% R134a fill ratio and 250 W heat input conditions.

Figure 10. Time evolution of flow visualization at steady state of simulation as time progresses from a to b to d, and experiment
as time progresses from c to e in window 1 for 90% R134a fill ratio and 250 W heat input.
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Flow visualization for the 95% fill ratio 200 W heat input conditions is shown in Figures 12

and 13 at startup and steady state, respectively, for the simulation and experiment. As seen in

Figures 12a–12f, the flow pattern in the simulation follows the same trend as in the experiment

where there are a series of several larger bubbles which decrease in size and frequency as time

progresses at startup. Figures 12g–12l shows window 2 at startup, where in the experiment several

large bubbles flow through window 2, followed by a time of no bubbles or very small bubbles,

then another larger bubble. The simulation can predict this pattern, except is not capable of

reproducing the large bubble shown in Figure 12l.
Figures 13a, b show the flow at steady state through window 1 for the 95% R134a fill ratio

and 200 W heat input condition, and Figures 13g–13l show the flow through window 2 at steady

Figure 12. Time evolution of flow visualization at startup of simulation in window 1 as time progresses from a to c to e and win-
dow 2 as time progresses from g to i to k, and experiment in window 1 as time progresses from b to d to f and window 2 as
time progresses from h to j to l for 95% R134a fill ratio and 200 W heat input.

Figure 11. Time evolution of flow visualization at steady state of simulation as time progresses from a to c to e to g, and experi-
ment as time progresses from b to d to f to h in window 2 for 90% R134a fill ratio and 250 W heat input.
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state. At steady state for this condition, a series of small bubbles flows continuously through win-

dow 1, as seen in Figures 13a, b. At window 2, several bubbles pass through at varying frequency.

At times, there are three vapor bubbles visible in the simulation and experiment at one instant,

as shown in Figures 13c–13f, and sometimes only one vapor bubble is present, as seen in Figures

13g–13h. It can also be seen when comparing Figures 13–8 for the 95% and 90% fill ratios,

respectively, with 200 W heat input that there is a larger amount of vapor present in window 2

for the 90% fill ratio than the 95% fill ratio, as is expected, in the simulation and experiment.
The simulation gives a reasonably good approximation for the flow patterns through windows

1 and 2 of the experiment for a 95% R134a fill ratio and 200 W heat input and a 90% R134a fill

ratio with 200 and 250 W heat inputs. However, the simulation is not able to reproduce the

larger bubbles that sometimes fill half or more than half the length of window 2.

4. Conclusions

A two-phase closed-loop thermosyphon filled with 85–95% R134a in 5% increments, with respect

to the total volume, is considered. A 2-D CFD simulation was developed where flow patterns and

temperature and pressure responses can be observed. The proposed CFD model can predict the

steady-state temperature and pressure within the TPLTS for the fill ratios and heat inputs studied.

The simulation is also able to reproduce the general flow patterns of the liquid and vapor phase

working fluid during the startup period and at steady state for these conditions reasonably well,

except for the very large bubbles. The proposed CFD model was validated with experimen-

tal data.

Funding

This material is based upon work supported by the National Science Foundation under Grant No. 1744118 to the

University of Connecticut.

Figure 13. Time evolution of flow visualization at steady state of simulation at (a) window 1 and as time progresses from c to e
to g in window 2, and experiment in (b) window 1 and as time progresses from d to f to h in window 2 for 95% R134a fill ratio
and 200 W heat input.
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