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ABSTRACT: The maximum upward vertical velocity at the leading edge of a density current is commonly ,10m s21.

Studies of the vertical velocity, however, are relatively few, in part owing to the dearth of high-spatiotemporal-resolution

observations. During the Plains Elevated Convection At Night (PECAN) field project, a mobile Doppler lidar measured a

maximum vertical velocity of 13m s21 at the leading edge of a density current created by a mesoscale convective system

during the night of 15 July 2015. Two other vertically pointing instruments recorded 8m s21 vertical velocities at the leading

edge of the density current on the same night. This study describes the structure of the density current and attempts to

estimate the maximum vertical velocity at their leading edges using the following properties: the density current depth, the

slope of its head, and its perturbation potential temperature. The method is then be applied to estimate the maximum

vertical velocity at the leading edge of density currents using idealized numerical simulations conducted in neutral and

stable atmospheres with resting base states and in neutral and stable atmospheres with vertical wind shear. After testing this

method on idealized simulations, this method is then used to estimate the vertical velocity at the leading edge of density

currents documented in several previous studies. It was found that themaximum vertical velocity can be estimated to within

10%–15% of the observed or simulated maximum vertical velocity and indirectly accounts for parameters including en-

vironmental wind shear and static stability.

KEYWORDS: Density currents; Mesoscale processes; Lidars/Lidar observations; Radars/Radar observations; Mesoscale

models

1. Introduction
An atmospheric density current is a common phenomenon

often created by thunderstorm outflow. The cooler, denser air

beneath the thunderstorm races outward at the surface, and the

interface between the cooler, denser air and the environment is

known as a gust front or outflow boundary (Fig. 1). This

boundary can be seen on radar as a line of relatively enhanced

radar reflectivity factor due to the convergence of scatterers

such as insects, dirt, or seeds (e.g., Wilson and Schreiber 1986).

The propagation speed of a density current has been a subject

of many past studies (e.g., Benjamin 1968; Wakimoto 1982;

Seitter 1986; Mahoney 1988; Smith and Reeder 1988; Grant

and van denHeever 2016). Themotion of the density current is

governed by the horizontal pressure gradient force that arises

from the horizontal gradient of density (high density within the

density current to the lower density in the environment; e.g.,

Seitter 1986). Over the Great Plains, mesoscale convective

systems (MCSs) are a common source of density currents,

which are important to the maintenance of convective systems

(Rotunno et al. 1988) and the initiation of new convection.

Ascent associated with density currents contributes to the

initiation andmaintenance of convective systems (e.g., Rotunno

et al. 1988; Crook and Moncrieff 1988; Shapiro 1992; Weisman

and Rotunno 2004; Lane and Moncrieff 2015). Rotunno et al.

(1988) described the ‘‘optimal state’’ for MCSmaintenance by a

density current as a balance between the baroclinically gen-

erated horizontal vorticity at the leading edge of a density

current and the horizontal vorticity associated with the envi-

ronmental shear. This balance results in a more vertically ori-

ented updraft. Bryan and Rotunno (2014a) showed that in this

optimal state, a density current with a 908 slope has a vertical

velocity that is effectively the system-relative (horizontal) wind

speed. Weckwerth and Wakimoto (1992) showed how a com-

bination of Kelvin–Helmholtz instability (KHI) and inertia

gravity waves at the top of a density current can initiate con-

vection. These features provide additional ascent acting in

concert with the lift from the density current, resulting in fo-

cused areas of CI. Wilson and Megenhardt (1997) showed that

parcels at the leading edge of the density current moving in the

same direction as the wind direction of the steering level can

result in air parcels remaining in that area for a longer period of

time. This longer residence time at the leading edge of density

currents resulted in more CI and more organized convection.Corresponding author: Dylan W. Reif, dylanreif@ou.edu
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However, while these density currents were sea breezes unas-

sociated with a parent thunderstorm, it further illustrates the

many factors that influence CI near density currents.

Despite the density currents’ importance to CI, the vertical

velocity at its leading edge has received less attention than its

depth and propagation speed. Previous studies (both based

on observations and numerical simulations) have shown that

this maximum vertical velocity is commonly ,10m s21 (e.g.,

Charba 1974*; Mitchell and Hovermale 1977; Wakimoto

1982; Shapiro 1984*; Straka et al. 1993; Martner 1997; Geerts

et al. 2006; Bryan and Rotunno 2014b; Soler et al. 2014*; see

Table 1).1 The magnitude of the vertical velocity can be af-

fected by several factors including the depth of the density

current (e.g., Shapiro 1992), the system-relative wind speed

(e.g., Wilson and Megenhardt 1997), and the environmental

wind shear (e.g., Rotunno et al. 1988). However, there are

other processes that may affect the vertical velocity, including

Kelvin–Helmholtz billows and the circulation within the

density current head. Kelvin–Helmholtz billows are typi-

cally generated near the top of the leading edge of the

density current due to the release of KHI and move rear-

ward with respect to the density current. Droegemeier and

Wilhelmson (1987) showed that the circulation within the

head of the density current alters its height and propagation

speed. Along with ascent associated with that circulation,

altering these two features could also affect the vertical

velocity at the leading edge.

The shape of the density current is modified by the envi-

ronmental stratification (e.g., Liu and Moncrieff 2000; White

and Helfrich 2008; Seigel and van den Heever 2012) and the

environmental shear (e.g., Xu 1992; Chen 1995; Bryan and

Rotunno 2014b). In continuously stratified environments, as

the stratification increases, the speed and depth of the density

current decrease (Liu and Moncrieff 2000). In environments

with strong vertical wind shear, the slope of the density current

interface can become steep (sometimes becoming nearly ver-

tically oriented). Hutson et al. (2019) attempted to find a re-

lationship between the potential temperature perturbation of

the density current and the slope of the density current head.

They concluded that density currents with weaker potential

temperature deficits will have steeper slope. Vertical wind

shear and the depth of that shear layer also have an effect on

altering the slope.

There have been numerous numerical simulations of density

currents (e.g., Mitchell andHovermale 1977; Droegemeier and

Wilhelmson 1987; Straka et al. 1993; Bryan and Rotunno

2014a,b), but the majority of these studies are for an envi-

ronment that is neutrally stratified (i.e., ›u/›z 5 0). More

recent studies (Liu and Moncrieff 2000; White and Helfrich

2008; Seigel and van den Heever 2012) have explored the

effects of stable stratification on the density current. In an

environment that has a stable layer (›u/›z . 0) beneath a

neutral layer (›u/›z 5 0), the depth and vertical velocity at

the leading edge of the density current are reduced, but the

propagation speed is increased. In a continuously stratified

atmosphere (›u/›z . 0 and is constant), the depth, vertical

velocity at the leading edge of the density current, and propa-

gation speed are all reduced as the stratification increased

(Liu and Moncrieff 2000). The decrease in the propagation

speed in a continuously stratified environment has been shown

to be related to the decrease in the horizontal pressure gra-

dient by the effects of gravity waves, which were not present in

the two-layer atmosphere (Liu and Moncrieff 2000). Seigel

and van den Heever (2012) showed that the propagation

speed of a density current increases and its depth decreases in

an environment that has a stable layer above a neutrally

stratified layer.

Density currents are common at night over the Great Plains

during the warm season, so understanding the effects of stable

stratification and other features found in the Great Plains at

FIG. 1. Conceptual model of a density current. D is the height of the cooler air

far behind the head of the density current. Adapted from Droegemeier and Wilhelmson

(1987).

1 Those studies denoted with an asterisk (*) indicate that the

vertical velocities were recorded from instrumented towers, which

are typically too short to record the true maximum vertical veloc-

ity, which may occur above them.
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night (such as vertical wind shear associated with the noc-

turnal low-level jet) have on density currents are important

to further our understanding of the initiation and mainte-

nance of nocturnal convective systems. The Plains Elevated

Convection At Night (PECAN; Geerts et al. 2017) field

project was conducted from 1 June to 15 July 2015, and had

five focus areas: convection initiation (CI), atmospheric

bores, the nocturnal low-level jet (LLJ), MCS structure

and dynamics, and storm- and mesoscale predictability. On

15 July 2015 during intensive observing period (IOP) 30,

three mobile instruments recorded the vertical velocity at

the leading edge of a density current. Two of these platforms

recorded an 8 m s21 maximum vertical velocity and the third

recorded a 13 m s21 maximum vertical velocity. Vertical

velocities as strong as 13 m s21 are not commonly associated

with most observed density currents (see Table 1 and

references within).

The high-resolution observations of these density currents

provide an opportunity to analyze the vertical velocity at the

leading edge of these density currents. The purpose of this

paper is to estimate the maximum vertical velocity at the

leading edge of a density current using characteristics of the

density current including its height, slope of the density current

head, and potential temperature perturbation, and to compare

the results of this method to numerical simulations as well as

density currents with vertical velocity observations documented

in previous studies. We start the comparison with density

currents in numerical simulations because that will provide us

all of the variables that we need to test the applicability of the

method in controlled environments. We then test the method

on the observed density current in PECAN and density cur-

rents from previous studies.

To our knowledge, this is the first study that describes the

maximum vertical velocity at the leading edge of the density

current as a function of the slope of the density current head.

TABLE 1. Parameters used to calculate vertical velocity from the observations in this study and density currents from previous studies.

The boldface numbers indicate those that were given explicitly in previous studies. The studies denoted with an asterisk (*) in the left

column denote those that are tower measurements.

u0 (K) u (K) H (m) amin (8) a (8) amax (8)
W observed

(m s21)

W estimated

(m s21)

Percentage

difference (%)

This study

UW-SPARC 25 312 1200 31 35.3 36.6 8 7.9 0.8

TWOLF 27 310 1300 38.6 46.6 53.6 13 12.3 5.3

RaXPol 27 310 900 30.8 35.9 36 8 8.23 3.4

Observations

Charba (1974)* 25 298 444 18.7 20.5 23 2.5 3.0 18

Goff (1976; his Fig. 3)* 24 299 450 39.6 40.9 45.8 4 5.0 22.8

Wakimoto (1982; his Case C) 24 297.91 1100 23.1 30.4 33 6 6.1 1.5

Shapiro (1984)* 26 297 300 40.5 40.6 43.8 5 5.0 0.4

Mueller and Carbone (1987) 22.6 314.8 1600 37.9 51.1 61.4 7.9 8.9 11.5

Weckwerth and Wakimoto (1992) 26 300 1400 37.3 39.8 43.7 6 10.6 55.5

Geerts et al. (2006; their Fig. 8) 23.5 307 850 35.8 46.8 58.6 8 7.1 11.8

Simulations

Droegemeier andWilhelmson (1987;

their Fig. 7c)

22 300 2600 24.5 27.3 44.5 6 6 0.3

Straka et al. (1993; Fig. 2) 27 300 1300 22 31 57.3 7 8.9 23.7

Liu and Moncrieff (2000) 23 300 1400 17.6 27.9 38.3 5 5.5 9.2

Seigel and van den Heever (2012) 24 300 1100 38 45 51 6 8.5 34.3

Davies-Jones and Markowski (2013) 28 300 3000 62.8 65.8 71.2 20 25.6 24.4

Bryan and Rotunno (2014b;

their Fig. 3a)

23 300 500 30 38 45 3.5 4.3 20.8

Bryan and Rotunno (2014b;

their Fig. 3b)

23 300 700 48 53 59 6.4 6.6 3.4

Bryan and Rotunno (2014b;

their Fig. 3c)

23 300 760 54 61 65 7.7 7.6 1.9

Bryan and Rotunno (2014b;

their Fig. 3d)

23 300 890 82 83 86 11.5 9.3 21.4

FIG. 2. Points along the streamline for the vertical velocity der-

ivation. a is the slope angle of the streamline (taken to be the

density current head).
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This study also investigates how increasing static stability

(as is common at night) affects the vertical velocity at the

leading edge of the density current. Section 2 presents the

derivation of the vertical velocity at the leading edge. This

method of vertical velocity estimation is compared with the

vertical velocity obtained from idealized numerical experi-

ments in section 3. Section 4 discusses the potential for con-

vection initiation associated with density currents. In section 5

the vertical velocity is estimated at the leading edge of density

currents observed during PECAN and those documented in

previous studies, and in section 6 we summarize our findings

and conclusions.

2. Vertical velocity derivation
Wederive the maximum vertical velocity at the leading edge

of a density current using the theoretical propagation speed

of a density current and Bernoulli’s principle. The propagation

speed of a density current can be described using the following

equation2:

c
density

5K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gD

r
2
2 r

1

r
1

r
’K

ffiffiffiffiffiffiffiffiffiffiffi
gD

u0

u

s
, (1)

where cdensity is the speed of the density current, K is the in-

ternal Froude number (typically varies between 0.7 and 1.4;

Wakimoto 1982), g is the acceleration due to gravity (9.81ms22),

D is the depth of the cold fluid far behind the leading edge of

the density current (see Fig. 1), r2 is the density of the air inside

the density current, r1 is the density of the environmental air, u0

is the potential temperature perturbation, and u is the mean

potential temperature in the environment.A range in estimates

of the speed of a density current is found using different values

of K with all other parameters held fixed, but the observed

speeds typically fall within this range (e.g., Wakimoto 1982;

Weckwerth and Wakimoto 1992).

If one assumes that the density current is a material surface

(i.e., the density current is an impenetrable object of a constant

potential temperature perturbation) and the air flows up and

over the density current, then one can use streamlines to di-

agnose that flow. For a steady, inviscid flow, Bernoulli’s prin-

ciple (reproduced below) is a constant:

U2

2
1

p

r
1 gz5C , (2)

where U is the speed along the streamline, p is the pressure,

r is the density, z is the height above the ground, and C is a

constant.

Our analysis will be conducted in a density current-relative

reference frame (Fig. 2) and the maximum vertical velocity is

assumed to be near the top of the density current (point B in

Fig. 2), so (2) becomes

1

2
U2

A 1
p
A

r
A

1 gz
A
5
1

2
U2

B 1
p
B

r
B

1 gz
B
. (3)

Point A is the stagnation point of the density current,

so the wind speed (UA) is zero. That point is also at the

ground, so zA is zero. At point B, the wind speed (UB) is a

combination of the horizontal and vertical components

(u and w, respectively). These assumptions allow (3) to be

reduced to

p
A

r
A

5
1

2
(u2 1w2)1

p
B

r
B

1 gH , (4)

where H is the depth of the density current head. Wakimoto

(1982) suggested that, to a good approximation, the vertical

variations in density below 2 km AGL can be safely neglected,

so density is assumed to be constant along the streamline (i.e.,

rA 5 rB 5 r).

The total pressure at point A (pA) is the sum of the base

state surface pressure (p0) and the nonhydrostatic perturbation

FIG. 3. Initial conditions for the numerical simulations. The blue rectangle represents the

initial cold block. Themodel specifications for the base simulations (which are the same as the

specifications for the simulations that include vertical wind shear) and the higher-resolution

simulations are listed in the upper portion of the figure. The vertical wind shear for the

simulations that include vertical wind shear is denoted on the right side of the figure. Section 3

provides further description of this figure.

2 Equation (1) is valid for two-dimensional, two-layer, inviscid

flows (Benjamin 1968) and while it does not account for all of the

effects that affect the speed of density currents (such as hy-

drometeor loading and environmental vertical wind shear) it

provides a simple expression for the propagation speed of a

density current.
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pressure (p0
nh). Wakimoto (1982) showed that p0

nh 5 (1/2)rc2

where c is the speed of the density current. The pressure at

point B is related to the hydrostatic perturbation pressure

(pB 5p0 2
Ð H
0
rg dz5 p0 2 rgH). Making these substitutions in

(4), using Eq. (1), and simplifying yields

1

2
(u2 1w2)5

1

2
K2g

u0

u
H . (5)

To obtain an expression for w, we need a relationship

between u and w along the streamline. Note that these re-

lationships assume that the slope of the streamline is con-

stant along the leading edge of the density current. Using

basic trigonometry, the resulting relationship between u and

w is u 5 w/tan(a). Substituting this relationship into (5)

yields

1

2

�
w2

tan2(a)
1w2

�
5
1

2
K2g

u0

u
H . (6)

Solving (6) for w and noting that 1/tan2(a)1 15 sin2(a), we

obtain the following expression:

w5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2

gu0

u
H sin2(a)

s
. (7)

Equation (7) relates the maximum vertical velocity at the

leading edgeof a density current to the density current’s potential

temperature perturbation, its depth, and the slope of its head.

This equation is valid under two-dimensional, steady-state, and

frictionless flows. The first two can be remedied by using a

density-current-relative reference frame analyzed at a specific

time. Some of the differences between the theoretical value ofK

and the observed one can be attributed to friction or mixing

(Haertel et al. 2001). Friction can alter the structure of the den-

sity current, especially near the surface (e.g., Charba 1974; Goff

1976; Droegemeier and Wilhelmson 1987). This equation also

does not directly include the effects of environmental stratifica-

tion or environmental vertical wind shear. This equation is the

FIG. 4. Potential temperature perturbation (K, color-filled and white contours every 21 K) and vertical

velocity (m s21, green contours every 1 m s21; solid contours represent updrafts) for the idealized numerical

simulations at t 5 20 min. The vertical velocity inside the density current is not shown. In the upper-right

corner of each panel is the speed, depth, slope angle (a), estimated potential temperature perturbation (u0),
maximum vertical velocity (wmax) associated with the head of the density current, and the estimated maximum

vertical velocity (west). The solid vertical black lines represent the portion of the density current used to

calculate u0. The yellow lines represent the slopes used to create the average slope (this is the slope noted in the

upper right of each panel), and the blue line is the slope using the bottom of the density current and the top of

the density current. The red dots indicate the leading edge of the density current. See the legend in the upper

left of (a) for a depiction of these lines.
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simplest expression of the maximum vertical velocity at the

leading edge of a density current and its applicability without

explicit representation of the previously mentioned effects will

be tested using two-dimensional idealized numerical simulations.

3. Comparison with idealized numerical simulations
These 2D idealized simulations were conducted using

release 19 of CloudModel 1 [CM1; Bryan et al. (2003)]. CM1

is a 3D, nonhydrostatic cloud model used for idealized

simulations.

a. Model initial conditions

The initial conditions are similar to those in Liu and

Moncrieff (2000) with two notable exceptions: 1) the cold pool

is not time-invariant and 2) the ambient stratification varies

among the simulations. Three sets of simulations are per-

formed: simulations in a resting base state with varying degrees

of static stability (the base simulations), simulations in an en-

vironment with vertical wind shear included, and simulations

with finer vertical and horizontal grid spacings.

1) BASE SIMULATIONS

The horizontal grid spacing for these simulations is 100 m,

and the vertical grid spacing is 50 m from the surface to 2 km

and stretched above that to 600 m resolution at the model

top of 15 km (Fig. 3). Simulations are initialized with a 5-km-

wide cold block at the surface that has a 28 K potential

temperature perturbation that decreases sinusoidally to 0 K

at 1 km above the ground.3 The model is initialized as a dry

atmosphere with a resting base state and a surface potential

temperature of 300K (outside of the cold block). Rayleigh

damping (toward the base state) was applied at a height of

10 km and above. Six base simulations are performed, all of

which are identical except that the environmental stratification

differs among them. These environmental stratifications (con-

stant ›u/›z) are 0 (neutrally stratified), 1, 2, 3, 4, and 5Kkm21.

2) HIGH-RESOLUTION SIMULATIONS

The model setup for these high-resolution simulations are

identical to that in the base simulations except the grid spacing

is finer. One set of high-resolution simulations had 50m hori-

zontal grid spacing and 25m vertical grid spacing from the

surface to 2 km AGL. The other set of high-resolution simu-

lations had a 25m horizontal grid spacing and a 12.5m vertical

grid spacing from the surface to 2 kmAGL. See Fig. 3 for more

information about these simulations.

FIG. 5. As in Fig. 4, but at t 5 40min.

3 Simulations that were initialized with a uniform cold block

were also conducted. The time evolution of the density current and

the vertical velocity pattern were similar to those of the density

currents initialized with a sinusoidal cold block.
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3) SIMULATIONS THAT INCLUDE VERTICAL

WIND SHEAR

These simulations are identical to the base simulations ex-

cept there is vertical wind shear. The surface wind speed is

5m s21 directed into the density current and that wind speed

decreases linearly to 0m s21 at 1.5 km AGL.

b. Estimation of variables
To calculate the slope of the density current head, the

leading edge was found at every vertical grid point within the

cold pool depth indicated by the location of the first point

where u0 is less than 20.1 K (when iterating from the envi-

ronment toward the density current; indicated by the red

dots in Fig. 4). The slope was then computed using a four-

point running average along the leading edge of the density

current. For example, the slope of the points 1 to 4 was

calculated, and then the slope of points 2 to 5 was calculated,

and so on until the top of the density current. Those slopes

were then averaged together to obtain the average slope of

the density current head.

The potential temperature perturbation was more difficult

to estimate. Previous studies have used the surface u0, but in
some of our simulations, theminimum u0 was not at the surface.
This elevated maximum in u0 typically occurred later in the

simulations (see Fig. 5a) and the maximum occurs near the

center of the circulation within the density current head. To

estimate u0, the head of the density current was identified (see

vertical black lines in Fig. 4). This was achieved by computing

›2H(x)/›x2, where H(x) is the height of the density current at

point x and designating a threshold value representative of the

location of the head of the density current. For these simula-

tions, the first value of ›2H(x)/›x2. 25 behind the leading edge

of the density current was used to identify the density current

head. Once the density current’s head was identified, u0 was
averaged from the surface to 200m AGL.

c. Estimation of the Froude number
The choice of the Froude number for most density current

applications ranges from 0.7 to 1.4, which results in a range

for the theoretical estimate of density current’s speed (e.g.,

Droegemeier andWilhelmson 1985; Weckwerth andWakimoto

1992). We take this opportunity to evaluate the Froude

number from each simulation 20min after the simulation

began (Table 2). Given the speed of the density current, the

Froude number is estimated from a rearrangement of (1). The

computed Froude number ranges from 0.87 in the neutrally

stratified environment to 1.29 in the 4K km21 stratified

environment, consistent with the values obtained in previous

studies (e.g., Wakimoto 1982; Weckwerth and Wakimoto

1992). A Froude number of 0.85 was chosen for all numerical

simulations in this study because that value resulted in the

smallest difference between the observed and estimated

maximum vertical velocity. This value is lower than the

computed Froude number likely due to the estimate of u0. The
potential temperature perturbation was computed using an

average in the lowest 200m of the density current head. Due

to this vertical averaging of u0, the calculated u0 is typically less
negative than u0 at the surface. Because u0 appears in the

denominator of a rearrangement of (1), a lower u0 (i.e., more

positive) results in a higher computed Froude number.

d. Simulation results: Varying stratification
Twenty minutes into the simulations, there was little varia-

tion in the slope angles and the perturbation potential tem-

peratures among the density currents (Fig. 4). Forty minutes

into the simulations, the depths of the density currents in the

presence of weaker stratification increased while the depth of

the density currents in the presence of stronger stratification

decreased (Figs. 5, 6). As time progressed in the simulations, the

density currents in environments with stronger stratifications

FIG. 6. (a) Density current position as a function of time. Region

35–40min is enlarged in the inset and (b) density current depth

(km) as a function of time. The colored lines represent the density

currents in different environmental stratifications. In (a), the av-

erage speed of the density current between 10 and 55min into the

simulation is given in the lower right.

TABLE 2. Froude number analysis 20min into the numerical

simulation (no vertical wind shear).

›u/›z (K km21) K2 (–) K (–) u0 (K) H (m)

0 0.76 0.87 3.8 725

1 1.05 1.02 3.5 575

2 1.30 1.14 3.4 475

3 1.04 1.02 3.1 425

4 1.65 1.29 3.4 375

5 1.28 1.13 3.3 325
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tended to slow down and become shallower (Fig. 6), which

compares well with the results of Liu and Moncrieff (2000) and

Seigel and van den Heever (2012).

The perturbation potential temperature of the density cur-

rents decreased as time progressed in all simulations, except for

the density currents in the 4 and 5Kkm21 environmental

stratifications (Figs. 4, 5). There is a tendency for the density

current to achieve a well-mixed u0 inside its head as the simu-

lation progresses. The density currents in the weaker stratifi-

cations tend to achieve this well-mixed u0 faster than those in

the more strongly stratified environments. After 40min into

the 0Kkm21 simulation, the underestimate in the maximum

vertical velocity is likely due to the weak u0 later in the simu-

lation. The u0 within the density current head becomes more

well-mixed (i.e., the maximum u0 is located in the center of the

density current head, so taking an average from the surface

aloft can result in an underestimate of u0). Vertical mixing

decreases as the stratification increases, so this underestimate

in w is reduced as the stratification increases.

In our simulations themaximum vertical velocity at the leading

edge of the density current decreased as stratification increased

(Fig. 6). This decrease in the vertical velocity can be explained

because more energy is required to displace a parcel upward in a

stable environment than in a less stable one. The speed noted in

the upper-right portions of each panel in Figs. 4 and 5 do not

necessarily reflect this decrease. The speeds were calculated using

the boundary of the density current (denoted by the red dots) at

the lowest model level from time t2 1 to time t. The coarser grid

spacings can cause this boundary to ‘‘jump’’ to the next time, re-

sulting in periods of faster or slowermovement between those two

times. Figure 6 better represents the decrease in speed as the

environmental stratification is increased where the slope of the

lines in Fig. 6a represent the density current speed.

Equation (7) underestimated the density current’s vertical ve-

locity in the neutrally stratified atmosphere and an overestimated

the density current’s vertical velocity in the more stably

stratified atmospheres (especially with the 4 and the 5K km21

stratifications; Fig. 7). The overestimates in w are likely the

result of errors in the estimate of the density current’s slope

and because density currents in stronger stratifications have

larger potential temperature deficits than those in environ-

ments with weaker stratifications. After 40min, the slope

estimates are too high because there are a few points near the

surface where the slope of the density current is 908 (note the
vertically stacked red dots in Figs. 5c–e) and fewer points in

the vertical due to the shallower density current. The fewer

vertical grid points and the 908 slopes near the surface due to

the algorithm results in a higher estimate of the slope angle.

Because the simulated density currents were often shallower

in environments with stronger stratifications, the errors when

FIG. 7.Maximum vertical velocity at the leading edge of the density current (solid line) and themaximumvertical

velocity estimated using (7) (dashed line) for (a) neutral stratification and (b) 1, (c) 2, (d) 3, (e) 4, and (f) 5K km21

stratification. The orange (downward-directed) and blue (upward-directed) bars represent the percentage differ-

ence between the model output vertical velocity and that estimated using (7). The orange bars denote an under-

estimate and the blue bars denote an overestimate. The gray shading represents the vertical velocity calculated

between the minimum Froude number (0.7071) and the maximum Froude number (1.414) while the solid line

represents the vertical velocity calculated with K 5 0.85. The RMSE for each simulation (taken from t 5 10 to

60min) is denoted in the upper left of each panel.
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estimating the slope increases with increasing stratification.

However, the errors typically fall within620%. The estimated

maximum vertical velocity decreases with time and increasing

stratification, and these decreases likely indicate that the ef-

fects of stable stratification in the environment are being in-

directly accounted for [likely via the height term of Eq. (7)].

There is a periodicity in the pattern of the estimated maxi-

mum vertical velocity as a function of time (especially evident

in Figs. 7b–d). This periodicity is likely related to the period-

icity of the slope angle estimates (not shown). These estimates

of the slope angle are related to KH billows, which alter the

shape of the leading edge of the density current but do not

affect the depth in these simulations. The fewer number of

points in the vertical in simulations with increasing stratifica-

tion makes this periodicity more evident until the condition

necessary for KHI vanishes at 4–5K km21 stratifications.

e. Simulation results: Inclusion of vertical wind shear
The effects of environmental wind shear on the vertical ve-

locity are not explicitly accounted for in (7). The 0 and

3Kkm21 numerical simulations were repeated with the addi-

tion of 5m s21 of vertical wind shear between the surface and

1.5 km AGL to examine the effect wind shear has on vertical

velocity (the wind shear is denoted on the right in Fig. 8). The

surface wind speed is 5m s21 (directed toward the density

current), which decreases linearly to 0m s21 at 1.5 km AGL.

This shear profile results in a vertical circulation that should act

to increase the net vertical velocity at the leading edge of a

density current (Rotunno et al. 1988). Previous studies (e.g.,

Droegemeier and Wilhelmson 1985; Bryan and Rotunno

2014a,b) suggest that as the environmental shear increases in a

sign opposite to that of the baroclinically generated vorticity,

the vertical velocity at the leading edge of a density current

increases up to its maximum potential (the ‘‘optimal state’’

noted by Rotunno et al. 1988). The maximum vertical veloci-

ties in these simulations that include vertical wind shear have

similar patterns to those in the simulations without vertical

wind shear (e.g., the oscillations as a function of time in the

3Kkm21 and the shape as time progressed).

As expected, due to a more favorable RKW balance, the

maximum vertical velocities were greater than those in the no-

shear simulations. A similar increase (decrease) in the depth

of the density current in the weaker (stronger) environmental

stratification occurs in the simulations that include vertical

wind shear, and the depth of both density currents is larger

than those in the no-shear environments (Fig. 8). The esti-

mate of the maximum vertical velocity for these simulations

that include vertical wind shear corresponds well to that of

the model output maximum vertical velocity. This close cor-

respondence indicates that Eq. (7) indirectly accounts for the

effects of vertical wind shear likely through the height and

slope variables.

f. Simulation results: Sensitivity to grid spacing

The characteristics of the density current in the higher-

resolution simulations as a function of time (see Fig. 3 for

FIG. 8. (a)–(d) As in Fig. 4, but for environments with vertical wind shear [5m s21 (1.5 km)21]. (a) Neutral strati-

fication and (b) 3Kkm21 stratification at t 5 20min. (c) Neutral stratification and (b) 3Kkm21 stratification at t 5
40min. (e),(f)As in Fig. 7. In (f), after 40min, the density current becomes shallow and themethod used to estimate the

slope failed. In (a)–(d), the magnitude and direction of the system-relative wind is shown to the right of each row.
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resolution specifications) are similar to those in the lower-

resolution simulation. For example, in both the high-resolution

simulation and the lower-resolution simulations, the depth of

the density current increases between 20 and 40min into the

simulation and u0 becomes more uniform in the head of the

density current as time progresses (Fig. 9). While the time

evolution of the density currents may be similar, characteristics

of the density current at any given timemay look very different

compared to those in the low-resolution simulations. For ex-

ample, smaller-scale features such as KH billows are better

resolved in these simulations, resulting in a slightly higher and

more irregular vertical velocity pattern as a function of time

(Figs. 9e,f).

The RMSE for these simulations is larger than that of the

low-resolution simulations, but the errors in the estimates as a

function of time are similar to those for the low-resolution

simulation (Figs. 9e,f). Early in the simulations, the estimated

and model-output vertical velocity are similar and later in the

simulations, there is an underestimate in the estimated vertical

velocity. The estimated maximum vertical velocity seems to

capture some of the irregularities seen in Fig. 9f. For example,

the vertical velocity increases during the first 25min of the

simulation, then levels off at a lower value. The estimate using

Eq. (7) captures this overall trend (though there is still an

overall underestimate after 40–45min like in the previous

simulations). Because the algorithm used to compute the slope

of the density current uses the depth of the density current, a

KH billow is occasionally captured. Owing to the similar slope

angle of the billow region to the head and the high number of

vertical grid points, it is unlikely that this billow will create a

significant difference in the slope of the density current head.

g. Weaknesses of the equation
Equation (7) does not account for features including, but not

limited to, KH billows, vertical variations in static stability, and

atmospheric moisture content. All of these features could af-

fect the maximum vertical velocity at the leading edge of a

density current. KH billows typically form near the top of the

density current and are advected rearward (Mueller and

Carbone 1987;White andHelfrich 2008), so their impact on the

maximum vertical velocity at the leading edge is unclear despite

their frequent occurrence with density currents. The more

vertically oriented the slope, the more likely it is that the KH

billows can impact the vertical velocity (e.g., Bryan and

Rotunno 2014b; their Fig. 5b).

The equation is sensitive to the estimate of the slope angle of

the density current’s head, but that sensitivity could be related

to themodel setup and the vertical resolution of the simulation.

In practice, without a vertically pointing profiling system or a

range–height indicator (RHI)-style scan from radars or similar

instruments, the slope of the density current is extremely hard

to estimate. The method to estimate slope outlined in Hutson

et al. (2019) could work, but observations of u0 and the vertical

wind shear are necessary. The range for the slopes of observed

density currents seen in Table 1 suggests that a typical range is

between 308 and 508.

FIG. 9. As in Fig. 8, but for different model grid spacings: (a),(c),(e) 50m horizontal grid spacing and 25m vertical

grid spacing and (b),(d),(f) 25m horizontal grid spacing and 12.5m vertical grid spacing.
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Despite the assumptions made, the results from all of the

numerical simulations presented suggest that (7) can be used to

estimate the vertical velocity at the leading edge of a density

current with an accuracy of ;620%. However, these simu-

lated density currents are highly idealized and some atmo-

spheric processes that affect density currents are not included

(such as how the proximity to the parent MCS affects the

structure of the density current; i.e., the density current could

have a different shape, u0, and propagation speed if it is closer

to the MCS than one that has propagated far away). It is im-

portant to remember that this is a simple estimate of the

maximum vertical velocity and (7) does not include (at least

directly) effects such as environmental wind shear, varying

stratification with height, and KH billows that can affect the

vertical velocity. Overall, (7) shows promise when estimating

the vertical velocity in the simulations.

4. Implications for CI
It has been suggested that CI by density currents is ‘‘primarily a

function of horizontal convergence’’ (Moncrieff and Liu 1999).

Stronger convergence at the leading edge of the density current

results in stronger vertical velocities (due to stronger acceleration

in the vertical), increasing the likelihood that CI will occur.

The net displacement of air parcels in the vertical is im-

portant to CI. Typically, stronger density currents (i.e.,

those that are deeper and have a stronger potential tem-

perature perturbation) induce greater lift than weaker

density currents. Furthermore, environmental vertical wind

shear can offset the baroclinically generated horizontal

vorticity at the leading edge of a density current, resulting

in a more vertically oriented updraft (Rotunno et al. 1988;

Bryan and Rotunno 2014a), increasing the likelihood of CI.

Hutson et al. (2019) showed that given the same environ-

mental shear, a density current with a weaker u0 can have a

steeper slope, which could result from a more favorable RKW

balance. The environment is also important to determine

whether or not CI will occur. An environment with a lower

level of free convection (LFC) will be more susceptible to CI

than that with a higher LFC.

We now examine the vertical displacement of air parcels in

the Shapiro (1992) analytical model and in the numerical

simulations presented earlier. The Shapiro (1992) analytical

model is a two-dimensional model in a steady-state, neutrally

stratified, and frictionless environment. This analytical model

can be used to analyze the horizontal and vertical motions

over a density-current like barrier given inputs such as the vertical

wind shear. Themaximumnet displacement of a streamline in the

Shapiro (1992) analytical model was the height of the density

current itself, and the vertical displacement depth is decreased for

streamlines that originate above the surface (Fig. 10a). This depth

does not account for gravitational instability above the density

FIG. 10. X–Z cross sections of streamlines over density currents

(gray color-filled) in the (a) Shapiro (1992) analytical model,

(b) 0K km21 idealized simulation, and (c) the 2K km21 idealized

simulation. The red line represents the slope of the density current

head while the green line represents the slope of a streamline near

the density current head.

FIG. 11. (a) Maximum vertical velocity (black line) and average

vertical velocity for parcels as they ascend the density current (red

line) and (b) the ratio of the average vertical velocity to the max-

imum vertical velocity. Both panels are valid at the time the density

current interacts with the passive tracers (t ; 32min in all

simulations).
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current, which would result in deeper ascent nor does it account

for features that promote the formation of a bore ahead of the

density current (Haghi et al. 2017), which could alter the net

displacement of parcels as they interact with the density current.

To examine the total lift in the numerical simulation and to

compare the displacement in these simulations to that of the

Shapiro (1992) analytical model, passive tracers were initial-

ized near the surface ahead of the density current. The av-

erage vertical velocity during the tracer’s ascent is calculated

as the net displacement divided by duration of ascent. The

average vertical velocity and the maximum vertical velocity

at the time the density current interacted with the tracers are

seen in Fig. 11a. The average andmaximum vertical velocities

decreased with increasing static stability, leveling off for lapse

rates above 2K km21; the average vertical velocity was ap-

proximately 60% of the maximum regardless of the envi-

ronmental stratification (Fig. 11b). The net displacement for

tracers that originate at the surface in the neutral simulation

was;750m occurring over a period of;5min, resulting in an

average ascent of 2.5 m s21. The net displacement of the

passive tracers near the surface in the simulations is approx-

imately the depth of the density current. The net displace-

ment of passive tracers initialized aloft (but still below the

depth of the density current) was less than the depth of the

density current. The maximum net displacement (in terms of

depth) occurs for surface parcels and decreases for parcels

that originate higher above the surface (see streamlines in

Figs. 10b,c). These results are comparable to those in the

Shapiro (1992) analytical model.

Davies-Jones and Markowski (2013) found that in idealized

simulations the vertical displacement is sensitive to how the

model is initialized. Vertical wind shear also affects the dis-

placement of the air parcels. In the numerical simulations

conducted in a neutral environment, when the shear increased

toward the optimal state discussed in Rotunno et al. (1988), the

parcels experienced a greater vertical displacement com-

pared to those in an environment with no vertical wind shear,

consistent with the results shown by Bryan and Rotunno

(2014a). Using this method to analyze the potential for CI

may be too complex. While we can estimate the net dis-

placement of parcels by the density current head, convection

initiation by density currents is governed by factors not ac-

counted for including CAPE and CIN as a function of height

(i.e., in certain environments, a parcel might require more lift

than another for CI to occur), the ascent related to the den-

sity current behind the head, and mesoscale environment

variations (such as convergence aloft) that could affect

whether or not CI will occur.

5. Comparisons with observations
The vertical velocity estimates in the numerical simula-

tions indicate that (7) works reasonably well to estimate the

FIG. 12. Locations of instruments on 15 Jul 2015 used in this study. The gray lines denote the

approximate location of the density current at the labeled time. The blue, red, and green

rectangles denote the locations of the radar reflectivity images seen in Fig. 13 and the labels in

the upper-left corner of those rectangles denotes its corresponding panel in Fig. 13.

TABLE 3. Specifications of instruments used in this study.

Instrument UW-SPARC TWOLF RaXPol

Temporal resolution (Hz) 0.086 1 0.1

Range resolution (m) 30 46.5 75

Latitude (8N) 38.553 39.191 38.553

Longitude (8W) 100.896 100.444 99.540

Operating time (UTC) 0021–0529 0240–0455 0108–0730

Instrument type Halo streamline Doppler lidar Lockheed Martin windtracer

Doppler lidar

X-band polarimetric radar
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maximum vertical velocity. We now test this method on ob-

served density currents during the PECAN field project and

density currents from previous studies.

a. Observed density currents during PECAN on
15 July 2015

During the late afternoon of 14 July 2015, convective

storms were initiated in the lee of the Rockies and grew

upscale into an MCS that propagated eastward through the

PECAN domain between 0200 and 0800 UTC 15 July 2015

(Fig. 12). This MCS produced a density current that generated

an atmospheric bore4 on its southeastern side (multiple

finelines appeared on the Goodland, Kansas, WSR-88D at

0400 UTC. The MCS and fine lines were also observed by

FIG. 13. Radar reflectivity factor for (a) Dodge City, Kansas

(KDDC), at 0352 UTC within the blue rectangle of Fig. 12; (b) a

composite of Goodland, Kansas (KGLD), and S-Pol at 0449 and

0446 UTC, respectively, within the red rectangle of Fig. 12; and

(c) S-Pol at 0613 UTC within the green rectangle of Fig. 12. In

(b) the convective storm is the reflectivity from KGLD at

0449 UTC while the density current is the reflectivity from S-Pol at

0446 UTC. The density current in all three panels is denoted by the

dashed white line and the cyan arrow indicates the propagation

direction (speed and direction estimated from radar data).

FIG. 14. Vertical velocity (m s21) observed by (a) UW-SPARC,

(b) TWOLF, and (c) RaXPol. Note that time increases from right

to left. The ordinate is height above ground level. The black dashed

line denotes the leading edge of the density current.

4 The atmospheric bore is not the focus of this study. Ascent

associated with an atmospheric bore could interfere with the ver-

tical velocity near the density current. For that reason, this study

focuses on density currents that are not associated with bores at the

analysis time. For a more detailed discussion of the bores that oc-

curred during this IOP, see Grasmick et al. (2018).
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S-Pol radar (UCAR/NCAR–Earth Observing Laboratory

2016b; Hubbert et al. 2018). Unfortunately, many of the

observing platforms were unavailable during this event as

they were returning from a previous IOP in Illinois and

Indiana. However, notable instruments that probed the

15 July MCS include the University of Wisconsin Space

Science and Engineering Center Portable Atmospheric

Research Center (UW-SPARC; Wagner et al. 2016a; Wagner

et al. 2019), the Truck-MountedWind-Observing lidar Facility

(TWOLF; Bluestein et al. 2014; Reif et al. 2016) and the rapid-

scan, X-band, polarimetric mobile Doppler radar (RaXPol;

Pazmany et al. 2013; Bluestein and Parsons 2016) (see Table 3

for instrument specifications). The locations of these three

instruments as well the Fixed PECAN Integrated Sounding

Array (PISA) 3 (FP3) and the Colorado State University

(CSU) mobile PISA sounding launch locations are shown

in Fig. 12.

A density current passed over UW-SPARC at ;0350 UTC,

TWOLF at;0450 UTC, and RaXPol at;0613 UTC (Fig. 13).

Vertical velocity data were collected at all three locations

during the passage of each density current. TWOLF and UW-

SPARC had vertically pointing Doppler wind lidars, while

RaXPol was collecting 1808 RHI scans. For these RaXPol

scans, the 908 elevation radial is used to obtain the vertical

velocity. UW-SPARCmeasured an;8m s21 vertical velocity

at the leading edge of the density current, TWOLF recorded

;13m s21 vertical velocity, and RaXPol measured ;8m s21

ascent (Fig. 14).

To estimate the vertical velocity of each density current using

(7), the height, slope, and potential temperature perturbation

FIG. 15. Observed sounding data from (a)UW-SPARC at 0259UTC, (b) FP3 at 0531UTC, and (c) CSU at 0543UTC. The speed (knots;

1 kt’ 0.51m s21) and propagation direction of the density current at each location are displayed in the hodograph. Winds below 700 hPa

are red, winds between 700 and 500 hPa are light green, winds between 500 and 300 hPa are dark green, and winds between 300 and

200 hPa are purple. (d) Surface measurements from FP3 during density current passage. The blue line represents the wind speed (m s21),

the brown line is the wind direction, the red line is the temperature (8C), the green line is the dewpoint (8C), the black line is the station

pressure (hPa), and for the wind barbs, a full barb is 10 kt (5.1m s21) and a half barb is 5 kt (2.57m s21). The large black dot within the

hodograph represents the density current speed at the labeled instrument location.
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associated with each density current must be known. The

UW-SPARC released soundings prior to the density current

passage (Wagner et al. 2016b, Fig. 15a) and collected surface

observations, so that information will be used to obtain the

parameters for that density current. There was no collocated

thermodynamic information at the TWOLF or RaXPol loca-

tions. However, a sounding was released at 0531 UTC from

FP3 located in Ellis, Kansas (Clark 2016, Fig. 15b), approxi-

mately 80 km away from TWOLF. Another sounding was

launched by CSU at 0543 UTC in Hays, Kansas (Ziegler et al.

2016, Fig. 15c), approximately 40 km from RaXPol. These

soundings (which were launched prior to the passage of the

density current) are used to obtain the system-relative wind

speed as a function of height, the environmental vertical po-

tential temperature gradient, and the mean environmental

potential temperature. Surface observations at FP3 are used to

obtain the potential temperature perturbation after the pas-

sage of the density current at TWOLF and RaXPol (Fig. 15d).

The difference in location between where FP3 was and where

TWOLF andRaXPol (see Fig. 12) could result in differences in

the estimates of u0 and environmental static stability, which

could introduce errors into the estimate of the maximum ver-

tical velocity.

Previous studies (e.g., Hutson et al. 2019) estimated the slope

of the density current using points at two heights (e.g., the slope

is computed from 250 and 750m). However, because the density

currents observed in this study are of various depths and those

depths may not best represent the slope of the density current

head, the slope was estimated using a few lines nearly parallel to

the density current interface (see Fig. 16). These lines were then

averaged together to obtain the average slope of the density

current (range and average given in Table 1).

The surface potential temperature perturbation com-

puted from the collocated surface measurements from UW-

SPARC is approximately 25 K at UW-SPARC and 27 K at

TWOLF and RaXPol. The 27 K perturbation is estimated

from the surface measurements at FP3 (UCAR/NCAR–

Earth Observing Laboratory 2016a; Fig. 15d). These per-

turbation potential temperatures compare well with atmospheric

emitted radiance interfermoterer (AERI) observed potential

temperature fromUW-SPARC and FP3 (not shown). The height

and slope of the density current are estimated using the velocity,

signal-to-noise ratio (SNR), and radar reflectivity factor data

when applicable (see the dashed black line in Fig. 14). The zero

isodop was used to identify the approximate location of the den-

sity current and the boundary between high and low SNRor high-

to-low radar reflectivity factor was used to refine the location. A

time-to-space conversion using the radar-estimated density cur-

rent speed to obtain the horizontal distance.

A schematic of each density current, thermodynamic infor-

mation, system-relative wind speed, and slope is shown in

Fig. 16. Using these parameters, a maximum vertical velocity

estimate of 7.9m s21 is obtained for the UW-SPARC density

current, 12.3m s21 for the TWOLF density current, and

8.2m s21 for the RaXPol density current assuming a density

current height of 1200, 1300, and 900m, respectively (see

Figs. 14 and 16 and Table 1). These estimates are within 66%

of the observed vertical velocity. Another possible reason for

the higher vertical velocity associated with the TWOLFdensity

current is a more favorable RKW balance (see system-relative

winds in Fig. 16), resulting in amore vertically oriented updraft

(and subsequently higher vertical velocity) than that at the

other two locations. The convection remained more intense in

northern Kansas (where TWOLF was) and decayed in south-

ern Kansas as the night progressed. This more favorable RKW

balance and the stronger updraft at the leading edge of the

density current could have maintained the MCS in northern

Kansas better.

b. Comparison with previously studied density currents
For a more complete test of this method, we will look at

previously documented density currents that include vertical

velocity data (from observations or numerical simulations) and

apply (7). For many of these cases, the parameters are esti-

mated with more uncertainty, since many of these studies do

not include direct information about the slope of the density

current or its height, the system-relative wind speed, and/or the

potential temperature perturbation.

For most density currents in Table 1, the percentage dif-

ference in the estimate of the maximum vertical velocity is

FIG. 16. Schematic of the density current observed at (a) UW-

SPARC, (b) TWOLF, and (c) RaXPol. The horizontal distance

was determined using a time-to-space conversion using the speed

of the density current (seen on the left side of the density current in

each panel). The potential temperature and system-relative wind

speeds (blue arrows, m s21) are shown on the right side of each

panel and are determined from the soundings in Fig. 15.

NOVEMBER 2020 RE I F ET AL . 3697

D
ow

nloaded from
 http://journals.am

etsoc.org/jas/article-pdf/77/11/3683/5008003/jasd200028.pdf by U
N

IVER
SITY O

F ILLIN
O

IS user on 16 O
ctober 2020



615% (Fig. 17). These differences are approximate since there

were estimates made in some of the variables (especially in the

estimate of the slope angle) and some of the ‘‘observed’’ ve-

locities were estimated as well. These estimates were the result

of the previous studies not having the variables stated explic-

itly, so we used their figures to estimate what they might

have been.

For some studies (Weckwerth and Wakimoto 1992; Seigel

and van den Heever 2012; Bryan and Rotunno 2014b), this

methodology resulted in large (.25%) percentage differences

between the estimated and the observed vertical velocity.

These differences are largely due to uncertainties in either the

estimates slope of the density current or the potential tem-

perature perturbation. If the potential temperature estimate

was too large, then there was an overestimate in the maximum

vertical velocity (e.g., the overestimate for the Straka et al.

1993 density current). A possible reason for the overesti-

mate for the Weckwerth and Wakimoto (1992) density

current is actually an underestimate in the observed vertical

velocity owing to the dual-Doppler analysis smoothing out

the vertical velocity field. However, despite these three

large errors, the remaining estimates of vertical velocity are

typically within 615%.

6. Summary
This study introduced a method to estimate the maximum

vertical velocity at the leading edge of a density current

(assuming a steady-state, inviscid flow) using the following

properties of the density current: its height, slope, and u0. The
applicability of this method was tested using idealized nu-

merical simulations of density currents in different environ-

mental stratifications. The estimates in the vertical velocity

corresponded well with those of the simulated density currents,

even as the environmental stratification increased. Additional

tests in environments with vertical wind shear were performed

and the method appears to account indirectly for this shear in

the slope term. This indirect inclusion of features including

environmental stratification and vertical wind shear makes this

method applicable to density currents in a wide range of

environments.

This method was also tested on three density currents ob-

served during PECANand several density currents documented

in previous studies. For these previously studied density cur-

rents, there was a 615% difference between the estimated

vertical velocity and the observed vertical velocity. There were

outliers, but these outliers were likely the result of uncertainties

in the estimate of variables such as the potential temperature

perturbation or the slope of the density current head. Despite

these outliers, this method provides a reasonable estimate of the

vertical velocity at the leading edge of a density current.
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