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The Neuronix high-performance computing cluster allows us to conduct extensive machine learning 
experiments on big data [1]. This heterogeneous cluster uses innovative scheduling technology, Slurm [2], 
that manages a network of CPUs and graphics processing units (GPUs). The GPU farm consists of a variety 
of processors ranging from low-end consumer grade devices such as the Nvidia GTX 970 to higher-end 
devices such as the GeForce RTX 2080. These GPUs are essential to our research since they allow 
extremely compute-intensive deep learning tasks to be executed on massive data resources such as the TUH 
EEG Corpus [2]. We use TensorFlow [3] as the core machine learning library for our deep learning systems, 
and routinely employ multiple GPUs to accelerate the training process. 

Reproducible results are essential to machine learning research. Reproducibility in this context means the 
ability to replicate an existing experiment – performance metrics such as error rates should be identical and 
floating-point calculations should match closely. Three examples of ways we typically expect an 
experiment to be replicable are: (1) The same job run on the same processor should produce the same results 
each time it is run. (2) A job run on a CPU and GPU should produce identical results. (3) A job should 
produce comparable results if the data is presented in a different order. System optimization requires an 
ability to directly compare error rates for algorithms evaluated under comparable operating conditions. 
However, it is a difficult task to exactly reproduce the results for large, complex deep learning systems that 
often require more than a trillion calculations per experiment [5]. This is a fairly well-known issue and one 
we will explore in this poster. 

Researchers must be able to replicate results on a specific data set to establish the integrity of an 
implementation. They can then use that implementation as a baseline for comparison purposes. A lack of 
reproducibility makes it very difficult to debug algorithms and validate changes to the system. Equally 
important, since many results in deep learning research are dependent on the order in which the system is 
exposed to the data, the specific processors used, and even the order in which those processors are accessed, 
it becomes a challenging problem to compare two algorithms since each system must be individually 
optimized for a specific data set or processor. This is extremely time-consuming for algorithm research in 
which a single run often taxes a computing environment to its limits. Well-known techniques such as cross-
validation [5,6] can be used to mitigate these effects, but this is also computationally expensive. 

These issues are further compounded by the fact that most deep learning algorithms are susceptible to the 
way computational noise propagates through the system. GPUs are particularly notorious for this because, 
in a clustered environment, it becomes more difficult to control which processors are used at various points 
in time. Another equally frustrating issue is that upgrades to the deep learning package, such as the transition 
from TensorFlow v1.9 to v1.13, can also result in large fluctuations in error rates when re-running the same 
experiment. Since TensorFlow is constantly updating functions to support GPU use, maintaining an 
historical archive of experimental results that can be used to calibrate algorithm research is quite a 
challenge. This makes it very difficult to optimize the system or select the best configurations. 
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The overall impact of all of these issues described above is significant as error rates can fluctuate by as 
much as 25% due to these types of computational issues. Cross-validation is one technique used to mitigate 
this, but that is expensive since you need to do multiple runs over the data, which further taxes a computing 
infrastructure already running at max capacity. 

GPUs are preferred when training a large network since these systems train at least two orders of magnitude 
faster than CPUs [7]. Large-scale experiments are simply not feasible without using GPUs. However, there 
is a tradeoff to gain this performance. Since all our GPUs use the NVIDIA CUDA® Deep Neural Network 
library (cuDNN) [8], a GPU-accelerated library of primitives for deep neural networks, it adds an element 
of randomness into the experiment. When a GPU is used to train a network in TensorFlow, it automatically 
searches for a cuDNN implementation. NVIDIA’s cuDNN implementation provides algorithms that 
increase the performance and help the model train quicker, but they are non-deterministic algorithms [9,10]. 
Since our networks have many complex layers, there is no easy way to avoid this randomness. Instead of 
comparing each epoch, we compare the average performance of the experiment because it gives us a hint 
of how our model is performing per experiment, and if the changes we make are efficient.  

In this poster, we will discuss a variety of issues related to reproducibility and introduce ways we mitigate 
these effects. For example, TensorFlow uses a random number generator (RNG) which is not seeded by 
default. TensorFlow determines the initialization point and how certain functions execute using the RNG. 
The solution for this is seeding all the necessary components before training the model. This forces 
TensorFlow to use the same initialization point and sets how certain layers work (e.g., dropout layers). 
However, seeding all the RNGs will not guarantee a controlled experiment. Other variables can affect the 
outcome of the experiment such as training using GPUs, allowing multi-threading on CPUs, using certain 
layers, etc.  

To mitigate our problems with reproducibility, we first make sure that the data is processed in the same 
order during training. Therefore, we save the data from the last experiment and to make sure the newer 
experiment follows the same order. If we allow the data to be shuffled, it can affect the performance due to 
how the model was exposed to the data. We also specify the float data type to be 32-bit since Python defaults 
to 64-bit. We try to avoid using 64-bit precision because the numbers produced by a GPU can vary 
significantly depending on the GPU architecture [11-13]. Controlling precision somewhat reduces 
differences due to computational noise even though technically it increases the amount of computational 
noise. 

We are currently developing more advanced techniques for preserving the efficiency of our training process 
while also maintaining the ability to reproduce models. In our poster presentation we will demonstrate these 
issues using some novel visualization tools, present several examples of the extent to which these issues 
influence research results on electroencephalography (EEG) and digital pathology experiments and 
introduce new ways to manage such computational issues. 
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Statistical Analysis
• To determine the effect of varying initial conditions, 
a different model was initialized with 100 unique 
large prime numbers as the seeds.

• The results showed that the initial starting point of 
the model’s weights has a sizeable effect on its 
performance. Depending on the seed used, a model 
with the same architecture produced error rates with 
a difference of over 7%.

• The input feature dimensionality was a determining 
factor for how much the error rates varied. The 2 and 
5-dimensional datasets produced error rates with a 
significantly smaller standard deviation than the 26-
dimensional dataset.

• PyTorch consistently produced error rates with a 
higher standard deviation than TensorFlow for all 
datasets that were evaluated.

• The learning rates for the models were kept at 
0.0005. This prevented the models from diverging, 
but also reduced their potential to explore the error 
space.

• The distinct random starting points caused the 
models to converge at different local minima 
resulting in different error rates. This is a well-known 
problem in gradient descent approaches.
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Mismatched Architectures
• Four unique devices used:

q CPU: Intel Xeon(R) CPU E5-2620 v4 @ 2.10GHz
q GTX 1070: 8GB GDDR5, 256 GB/s Bandwidth
q Tesla P40: 24GB GDDR5X, 480 GB/s Bandwidth
q RTX 2080 : 8GB GDDR6, 448 GB/s Bandwidth

• Software packages used with Python 3:
q PyTorch v1.3.1
q TensorFlow v1.14 / Keras v2.3.1
q CUDA v10.1.243

• Cross-platform evaluations:

• Statistical Significance:
q 2D: +/- 1.40% [7.21%, 10.01%] 
q 5D: +/- 1.12% [35.74%, 37.98%]
q 26D: +/- 3.42% [45.52%, 52.36%]

• The t-tests performed on the three sets suggest as 
the feature’s dimensionality increases, the 
difference in results between TensorFlow and 
PyTorch becomes less significant.

• The weights of the model were initialized randomly 
using a constant seeding value.

• Model parameters (e.g., weights) were not 
reproducible in TensorFlow.

• The error rates were reproducible when the 
computing architecture remained constant.

• A network containing a single 26 neuron hidden 
layer with lower dimensional input (i.e. 2D) tend to 
learn redundant information. 

• Since the number of nodes in the hidden layer 
remained constant, inputs with a higher feature 
dimension increased the number of weights in the 
model in the input layer.

• TensorFlow and PyTorch invoke reduction functions 
that introduce non-deterministic behavior on GPU 
and multi-threaded CPU architectures.

• This non-determinism is caused by threads not 
performing operations in the same order after each 
run. It is impossible to control these things from 
high-level interfaces (e.g., Keras).
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Sensitivity to Data Ordering
• The ordering of the data influences the performance 
of a model due to how the weights become 
initialized. The effect of this was measured by 
creating a single model and fitting a shuffled version 
of the data after each run.

• There were a total of 100 runs where the training 
data was shuffled with a unique seed each run.

• Despite keeping the model architecture constant, 
changing the order of the data resulted in error rates 
within 3% absolute of one another. 

• Ensuring the same ordering of data can help prevent 
variations in  performance, but this is application 
specific.
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Summary
• It is difficult to achieve reproducibility when using 
popular deep learning software packages such as 
PyTorch and TensorFlow. Their dependence on 
CUDA functions compounds the problem. 
Parallelization and floating-point precision
( e.g., CPU vs. GPU) play a significant role also.

• Seeding all the random number generators helps 
mitigate the error in performance by ensuring the 
model is initialized with the same random weights.

• The complexity of the model influences the variance 
in error rates.

• The effects of increased model and data complexity 
on reproducibility will be a topic explored in future 
experiments.

Introduction
• There were a total of three unique datasets used for 
training and evaluation purposes:
q 2D (10K train, 2K dev, 2K eval): two-dimensional 

randomly generated multivariate Gaussian data:

q 5D (100K train, 10K dev, 10K eval): five-
dimensional multivariate Gaussian data with 
covariance matrices that resemble EEG data.

q 26D (18,936 train, 1,154 eval): 26-dimensional EEG 
vectors extracted from seizure events in the TUH 
EEG Seizure Detection Corpus.

• The data sets are publicly available at:
www.isip.piconepress.com/courses/temple/ece_8527/resources/data/

• An MLP model with 
26 hidden nodes, Adam
optimization and a
categorical entropy
loss function was used
for all experiments. The
software is also
available at the above
URL.

Abstract
• Reproducible result: a researcher should be able to 
generate performance comparable to a published 
baseline using the same data and algorithm but a 
different computer architecture.

• Reproducible results are essential to machine 
learning research since system optimization 
requires an ability to directly compare error rates for 
algorithms evaluated under comparable conditions.

• GPUs are preferred when training a large network 
since these systems train at least an order of 
magnitude faster than CPUs.

• GPUs, however, produce different numeric results 
than CPUs. The degree of difference is, of course, 
architecture specific, compounding the problem.

• Most deep learning toolboxes use a math library 
known as CUDA which also introduce randomness. 
State of the art systems typically use multiple GPUs 
for training, which adds even more randomness.

• In this study, two popular machine learning libraries, 
PyTorch and TensorFlow, were analyzed.

• Seeding techniques specific to individual 
architectures are used to mitigate the effects of non-
deterministic behavior.
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