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SUMMARY

Wilk’s theorem, which offers universal chi-squared approximations for likelihood ratio tests, is widely
used in many scientific hypothesis testing problems. For modern datasets with increasing dimension, re-
searchers have found that the conventional Wilk’s phenomenon of the likelihood ratio test statistic often
fails. Although new approximations have been proposed in high dimensional settings, there still lacks a
clear statistical guideline regarding how to choose between the conventional and newly proposed approx-
imations, especially for moderate-dimensional data. To address this issue, we develop the necessary and
sufficient phase transition conditions for Wilk’s phenomenon under popular tests on multivariate mean
and covariance structures. Moreover, we provide an in-depth analysis of the accuracy of chi-squared ap-
proximations by deriving their asymptotic biases. These results may provide helpful insights into the use
of chi-squared approximations in scientific practices.

Some key words: Wilk’s phenomenon, phase transition

1. INTRODUCTION

The likelihood ratio test is a standard testing method for many hypothesis testing problems due to its
nice statistical properties (Anderson, 2003; Muirhead, 2009). Under the low-dimensional setting with a
fixed number of parameters p and large sample size n, classic theorems offer general asymptotic results
for various likelihood ratio test statistics. One of the most celebrated and fundamental results is Wilks’
theorem, which states that, under the null hypothesis, twice the negative log-likelihood ratio asymptoti-
cally approaches a X?e distribution, where f is the difference of the degrees of freedom between the null
and alternative hypotheses. The popularly used Bartlett correction provides a general rescaling strategy
that further improves the finite sample accuracy of the chi-squared approximations (Cordeiro and Cribari-
Neto, 2014; Barndorff-Nielsen and Hall, 1988). Similar Wilk’s phenomenon and Bartlett correction were
also studied for empirical likelihood (Owen, 1990; DiCiccio et al., 1991; Chen and Cui, 2006).

Despite the extensive literature on the Wilk’s-type phenomenon of likelihood ratio tests under finite
dimensions, it is of emerging interest to study the large n, diverging p asymptotic regions in a wide
variety of modern applications. To understand how large the dimension p can be to ensure the validity of
the classical Wilk’s phenomenon, various works establish sufficient conditions on the growth rate of p as n
increases. For instance, Portnoy (1988) showed that the chi-squared approximation of the likelihood ratio
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test statistic for a simple hypothesis in canonical exponential families holds if p/ n?/3 — 0. Moreover,

Hjort et al. (2009), Chen et al. (2009), and Tang and Leng (2010) studied the empirical likelihood ratio
statistic when p — oco. Particularly, Chen et al. (2009) argued that p/ n'/?2 = 0 is likely to be the best
rate for the chi-squared approximation of general empirical likelihood ratio test, and showed that for
the least-squares empirical likelihood, a simplified version of the empirical likelihood, the chi-squared
approximation holds if p/n2/ 3 5 0. The effect of data dimension was also studied in other inference
problems; see, for example, Portnoy (1985), He and Shao (2000), and Wang (2011).

When the dimension p further increases, researchers have found that the chi-squared approximations
based on Wilk’s theorem often become inaccurate, resulting in the failure of the corresponding likelihood
ratio tests. To address this issue, various corrections and alternative approximations for the likelihood ratio
tests have been proposed. For example, when p is asymptotically proportional to n, namely, p/n — y €
(0,1) as n — oo, Bai et al. (2009), Jiang and Yang (2013), and Jiang and Qi (2015) proposed normal
approximations for the corrected likelihood ratio tests on testing mean vectors and covariance matrices.
Zheng (2012), Bai et al. (2013), and He et al. (2020) proposed normal approximations for corrected
likelihood ratio tests in multivariate linear regression models. Furthermore, Sur and Candes (2019), Sur
et al. (2019), and Candes and Sur (2020) studied the phase transition of the maximum likelihood estimator
for the logistic regression, and proposed a rescaled chi-squared approximation for the likelihood ratio test.

Despite the proposed distributional theory of the likelihood ratio tests for low- or high-dimensional
data, there still lacks a quantitative guideline on which approximation should be chosen to use in practice,
especially for moderate-dimensional data. For instance, when analyzing a dataset with the number of pa-
rameters p < 5 and sample size n = 100, the chi-squared approximation may be considered as reliable.
However, when studying a data set with moderate dimension, e.g., p is between 6 to 20 and sample size
n = 100, it may be unclear to practitioners whether they can still apply the classical chi-squared approxi-
mations or they should turn to other high-dimensional asymptotic results. To address this practical issue,
it is of interest to investigate the phase transition boundary where the chi-squared approximation starts
to fail as p increases, and also characterize the approximation accuracy. Theoretically, this needs a deep
understanding of the limiting behavior of the likelihood ratio test statistics from low to high dimensions.

In this work, we focus on several standard likelihood ratio tests on multivariate mean and covariance
structures that are widely used in biomedical and social sciences (Pituch and Stevens, 2015; Cleff, 2019).
For each considered likelihood ratio test, we derive its phase transition boundary of Wilk’s phenomenon
and also provide an in-depth analysis of the accuracy of the chi-squared approximation. First, in terms of
the phase transition boundary, we establish the necessary and sufficient condition for Wilk’s theorem to
hold when p increases with n. Specifically, we show that the chi-squared approximations hold if and only
if p/n? — 0, where the value of d depends on the testing problem and whether the Bartlett correction is
used. Interestingly, the proposed phase transition boundaries resonate with the abovementioned literature
(e.g., Portnoy, 1988; Chen et al., 2009), which mostly focused on sufficient conditions without the Bartlett
correction. Second, we provide a detailed characterization of the asymptotic bias of each chi-squared
approximation. Specifically, we consider two local asymptotic regimes, depending on whether Wilk’s
theorem holds or not. Under the asymptotic regime when Wilk’s theorem holds, the derived asymptotic
bias sharply characterizes the convergence rate of the distribution of the likelihood ratio test statistic
to the limiting chi-squared distribution, and thus provides a useful measure on the accuracy of the chi-
squared approximation. When Wilk’s theorem fails, the derived asymptotic bias describes the unignorable
discrepancy between the chi-squared approximation and the true distribution of the likelihood ratio test
statistic. As illustrated in the simulation studies, our theoretical results of the phase transition boundaries
and the asymptotic biases may provide a helpful guideline on the use of the chi-squared approximations
in practice.

2. RESULTS OF ONE-SAMPLE TESTS

In this section, we present the theoretical results under three one-sample testing problems. We also
obtain similar results for other multiple-sample testing problems, which are introduced in § 4, and please
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see their details in the Supplementary Material. Under one-sample problems, suppose 1, ...,z, € RP
are independent and identically distributed random vectors with distribution NV, (1, ), which denotes a
p-variate multivariate normal distribution with mean vector x and covariance matrix . We define ¥ =
n~ !> x;and A=>"  (x; — T)(x; — T)", and denote the determinant and the trace of A by |A| and
tr(A), respectively. We next introduce the considered testing problems and the corresponding likelihood
ratio tests (Anderson, 2003; Muirhead, 2009).

(D) Testing Specified Value for the Mean Vector. This test examines whether the population mean vector
W is equal to a specified vector g € RP, that is, Hg : 4t = po against H, : Hy is not true. Through the
transformation x; — 19, we consider, without loss of generality, po = (0, ...,0)". Then, the likelihood
ratio test statistic is A,, = |A|"/?(A + nzz™)~™/2. When p is fixed and n — oo, under the null hypothe-
sis, the classical chi-squared approximation without correction is —2log A, 4, X%, where % represents
the convergence in distribution and f = p, and the chi-squared approximation with the Bartlett correction
is —2plog A, % X} where p =1 — (14 p/2)/n.

(I1) Testing the Sphericity of the Covariance Matrix. This test examines whether the covariance matrix
3 is proportional to an identity matrix; that is, Hy : ¥ = Al, against H, : Hy is not true, where A > 0 is
an unspecified constant and I, denotes the p x p identity matrix. The likelihood ratio test statistic is A,, =
|A|(m=1/2 {tr(A)/p} P D/2 When pis fixed and n — oo, under the null hypothesis, the chi-squared
approximation is —2 log A, 4 X7 where f = (p — 1)(p + 2)/2, and the chi-squared approximation with
the Bartlett correction is —2plog A, 4, X7> where p =1 —{6(n — 1)p} ~"(2p* + p + 2).

(IIT) Joint Testing Specified Values for the Mean Vector and Covariance Matrix. Consider a speci-
fied vector pp € RP and a specified positive-definite matrix X9 € RP*P. We study the test Hy : u = po
and X = ¥y against H, : Hy is not true. By applying the transformation ¥, Y 2(xi — o), We assume,
without loss of generality, that yip = 0 and Xg = I,,. Then, the likelihood ratio test statistic is A, =
(e/n)np/2 |A|"/2 exp{—tr(A)/2 — nT*Z/2}. When p is fixed and n — oo, under the null hypothesis,
the chi-squared approximation is —2log A, 4, Xfc, where f = p(p + 3)/2, and the chi-squared approxi-
mation with the Bartlett correction is —2p log A, % X7» where p =1 — {6n(p + 3)} ' (2p® + 9p + 11).

For the likelihood ratio tests of the above three testing problems, Theorem 2.1 gives the phase transition
boundaries of the chi-squared approximations without and with the Bartlett correction.

THEOREM 2.1. Assume n > p+ 1 foralln > 3 andn —p — o0 as n — oo. Under Hy, for the chi-
squared approximations without and with the Bartlett correction of each likelihood ratio test in (I)—(111),
we have the following necessary and sufficient conditions:

(i) SUPc(0,1) |pr{—2log A,, > Xfc(a)} —al = 0ifand only if p/n®t — 0;

(ii) SUp e (0,1) [Pr{—2plog Ay > xF(a)} — a| = 0if and only if p/n™> — 0,
where the values of dy and ds under the three testing problems are listed in the table below.

(1) Mean (1) Covariance (1II) Joint
(i) without correction dy : 2/3 1/2 1/2
(ii) with correction da: 4/5 2/3 2/3

In Theorem 2.1, n > p 4 1 is assumed to ensure the existence of the likelihood ratio tests. We next
discuss the obtained phase transition boundaries of the classical chi-squared approximations without cor-
rection. When only testing mean parameters, Theorem 2.1 suggests that the chi-squared approximation
holds if and only if p/ n?/3 — 0. This asymptotic regime is similarly assumed in Portnoy (1988), which
considered testing p natural parameters in exponential families. However, Portnoy (1988) only showed
the sufficiency of p/n2/3 — 0 for the chi-squared approximation to be applied, and did not establish the
necessary and sufficient result, which is essential for understanding the phase transition behaviors. In ad-
dition, when the likelihood ratio tests involve covariance matrices as in (II) and (III), Theorem 2.1 shows
that the chi-squared approximation holds if and only if p/ n'/2 — 0, which is consistent with the discus-



4 HE ET AL.

sion in Chen et al. (2009). Particularly, under certain regularity conditions, Chen et al. (2009) established
that the chi-squared approximation of the empirical likelihood ratio test holds if p/n'/? — 0. The authors
further argued that p/ n'/? — 0 is likely to be the best rate for p, because it is the necessary and sufficient
condition for the convergence of the sample covariance matrix to the true covariance matrix 3 under the
trace norm when the eigenvalues of X are bounded. The analysis provides an intuitive explanation for the
phase transition boundaries obtained above, and our necessary and sufficient result would serve as another
support for their conjecture, despite the different problem settings in Chen et al. (2009) and here.

Additionally, for the chi-squared approximations with the Bartlett correction, Theorem 2.1 also explic-
itly characterizes their phase transition boundaries, which generally achieve a larger asymptotic region
than those without correction. When p is fixed, the Bartlett correction serves as a rescaling strategy that
can improve the convergence rate of the likelihood ratio statistic from O(n~1) to O(n~2); however, when
p grows with sample size n, the classical result cannot apply directly. Alternatively, the results in Theorem
2.1 provide a precise illustration of how the Bartlett correction improves the chi-squared approximations
in terms of the phase transition boundaries.

The phase transition boundaries in Theorem 2.1 give the necessary and sufficient conditions on the
asymptotic regimes of (n, p) in Wilk’s phenomenon. When applying the likelihood ratio test in practice, it
is desired to have a better understanding of the accuracy of the chi-squared approximation, especially near
its phase transition boundary. The following Theorem 2.2 characterizes the accuracy of each chi-squared
approximation for tests (I)—(III) when Wilk’s phenomenon holds. Specifically, we consider the asymptotic
regime where (n, p) satisfies the corresponding necessary and sufficient condition in Theorem 2.1, i.e.,
p/n% — 0 and p/n?2 — 0 for the chi-squared approximations without and with the Bartlett correction,
respectively.

THEOREM 2.2. For each likelihood ratio test (I)—(IIl), let d;, i = 1,2 take the corresponding values
in Theorem 2.1. Let z,, denote the upper a-level quantile of the standard normal distribution. Consider
p — o0 asn — oo. Then under Hy, given a € (0,1),

(i) when p/n%t — 0, the chi-squared approximation satisfies

9 , 2 1/dq
pr{—2logAn>X?(a)}—a:lfnﬁrp)exp<—z2a) +0(pn ); ey

(ii) when p/n? — 0, the chi-squared approximation with the Bartlett correction satisfies

79 2 2/d2
pr{—2plog A,, > X?c(oz)} —a= 2%17) exp( - Z;) + 0<pn2 > 2)

The values of 91 (n, p) and 92(n, p) under three testing problems (I)—(I1l) are listed below.

P2+ 2p ~pp®—4)
(I) ﬂl(nap) - 4”\/? bl 192(”717) - 24(pn)2\/77
_p(2p*+3p—1)—4/p _(=2)p—1D(p+2)(2p° +6p> +3p+2).
(1) 191(”717) - 24(’ﬂ — 1)\/? ) ﬁQ(nvp) - 144p2p2(n _ 1)2\/f ’
~ p(20*+9p+11) _ p(2p* + 18p* + 49p + 36p — 13)
() 91(n,p) = T oanyT v2(n,p) = 144(p + 3)(pn)*V/ f

In Theorem 2.2, the forms of ¥;(n,p) and ¥5(n, p) are derived from a nontrivial calculation of cer-
tain complicated infinite series (see Eq. (B.20) and (B.28) in the Supplementary Material). We can see
that for each test, 91 (n, p) and ¥o(n, p) are of orders of p'/?1n~=1 and p?/42n=2, respectively. It fol-
lows that 91 (n, p) exp(—22/2)/+/7 in (1) is the leading term for the chi-squared approximation bias
pr{—2log A, > X? ()} — «, and therefore can be used to measure the accuracy of the chi-squared
approximation. Similar conclusion also holds for ¥2(n, p) exp(—z2/2)/+/m in (2) when using the chi-
squared approximation with the Bartlett correction. We demonstrate the usefulness of (1) and (2) in prac-
tice by simulation studies in § 3.
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In the above discussion, we focus on the local asymptotic regime when Wilk’s phenomenon holds,
and the derived bias describes the accuracy of the chi-squared approximation. When p further increases
beyond this local asymptotic regime, the chi-squared approximation starts to fail, and the approximation
bias becomes asymptotically unignorable. The following Theorem 2.3 characterizes such unignorable
biases of the chi-squared approximations. Particularly, we consider the local asymptotic regime p/n — 0,
which includes the case when Wilk’s theorem fails, that is, p/n -4 0 for the chi-squared approximation,
and p/n? £ 0 for the chi-squared approximation with the Bartlett correction.

THEOREM 2.3. Assume p — oo and p/n — 0asn — oo. For each likelihood ratio test (I)—(IIl), under
Hy, there exists a small constant § € (0, 1) such that for any o € (0, 1),

(i) the chi-squared approximation satisfies

_ 2 20p > 1-5
pr{2logAn>X?(o¢)}a<I>{Xf(a)+u}aJrO{(Z) JrfG}, 3)

2no,

where ®(-) = 1 — ®(-), and ®(-) denotes the cumulative distribution function of the standard nor-
mal distribution;

(ii) the chi-squared approximation with the Bartlett correction satisfies

_ [ 20fin 2 -
pr{—2plogAn>x?c(a)}—oz—<I){Xf(a)+pM}—oz—l—O{(i) +f6}. 4

2pno,

The values of i, and o, under each problem are listed below, where L, ,, = log(1 — p/x) for x > p.

n 3 1
(D) pn = *{ (n —pP—- 5)(Ln,p - Ln—lyp) + Lnp+pLnap, 0-721, = E(an - Ln—lm)%

2
n—1 2 1 p (n—1)°
(II) Hn = 7?{(” 2 3/2)Ln—1,p +p}a On = 75 (n 1 +Ln—1,p> n2 5
n p 2 L(_p
(III) Hn = 75{(” —-—p— 3/2)Ln—1,p er} - 5, Op = 75 (n 1 +Ln—1,p> .

Theorem 2.3 is derived by quantifying the difference between the characteristic functions of log A,,
and a normal distribution (see Lemma B.3.2 in the Supplementary Material). The local asymptotic regime
p/n — 0 is assumed mainly for the technical simplicity of evaluating the asymptotic expansions of the
characteristic functions. Under the conditions of Theorem 2.3, ®[{x}(a) + 2pun}/(2n0,)] — a in (3)
can be approximated by ®{z, + (f + 2un)/(2n0,)} — ®(24), where (f + 2u,)/(2na,,) is of the or-
der of pn~% (see Remark B.3.2 in the Supplementary Material). Consequently, when the chi-squared
approximation fails, i.e., pn~% / 0, we know that ®[{x () + 2pun}/(2n0%)] — « in (3) character-
izes the corresponding unignorable bias of the chi-squared approximation. Similarly, we can show that
O[{x}(a) + 2ppn}/(2pn0n)] — o can be approximated by P{za + (f + 2ppn)/(2pn00)} — ®(2a),
where (f + 2ppn)/(2pno,) is of the order of p?/%2n~2. Therefore, when the chi-squared approxima-
tion with the Bartlett correction fails, i.e., pn’d2 #» 0, we know that (4) characterizes the corresponding
unignorable approximation bias.

Remark 2.0.1. Although the above discussions consider p/ nd 4 0 and p/ nd2 # 0, (3) and (4) in
Theorem 2.3 also hold under the asymptotic regimes p/n% — 0 and p/n92 — 0 examined in Theorem
2.2. However, since Theorems 2.2 and 2.3 focus on different asymptotic regimes and are proved using
different techniques, we can show that when p/ n — 0 and p/ nt — (, (3) and (4) have an additional
remainder term O{ (p/n)1=9)/2 4 f=(1=9)/6} compared to (1) and (2), respectively; see Remark B.3.2 in
the Supplementary Material. Therefore, under the asymptotic regimes of Theorem 2.2, (1) and (2) provide
a sharper characterization of the accuracy of the chi-squared approximations than (3) and (4), respectively.
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3. SIMULATIONS

We conduct simulation studies to evaluate the finite-sample performance of the theoretical results. Par-
ticularly, under the null hypothesis of the one-sample tests, we generate data with = (0,...,0)" and
> =1, and use o = 0.05. We next consider problem (III), jointly testing mean and covariance, as an illus-
tration example, and present the results of the chi-squared approximation without the Bartlett correction.
For test (II) with the Bartlett correction and problems (I)-(II), testing mean and covariance separately,
the simulation results are similar and thus presented in § A.3 of the Supplementary Material.

First, to examine the phase transition boundary in Theorem 2.1, we take p = [n€|, where n €
{100, 500, 1000, 5000}, € € {6/24,...,23/24}, and |-| denotes the floor function. We plot the empir-
ical type-I error versus € in Part (a) of Fig. 1, which is based on 1,000 simulation replications. We can see
that for all considered sample sizes, the empirical type-I errors start to inflate around € = 1/2, matching
the phase transition boundary d; = 1/2 of test (IIT) in Theorem 2.1. Similar results are obtained for other
tests as shown in the Supplementary Material.
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Fig. 1: Chi-squared approximation without the Bartlett correction for test (III): (a) Empirical type-I error
for n = 100 (cross), 500 (asterisk), 1000 (square), and 5000 (triangle); the theoretical phase transition
boundary € = 1/2 (vertical dashed line). (b) Empirical type-I error for n = 500 (asterisk); asymptotic
bias 91 (n, p) exp(—2z2/2)/y/7 in (1) (dot); the difference between the empirical type-1 error and the
asymptotic bias in (1) (circle). (c) Empirical type-I error for n = 500 (asterisk); the maximum bias over
the bias in (1) and the bias @[{X?(a) +2pn}/(2no,,)] — a in (3) (dot); the location where the bias in
(3) starts to dominate the bias in (1) (plus sign); the difference between the empirical type-I error and the
maximum bias (circle).

Second, we numerically evaluate the asymptotic biases in Theorems 2.2 and 2.3 with p = |n¢|, where
n € {100,500} and € € (0,1). Parts (b) and (c) in Fig. 1 present the results with n = 500, while the
results with n = 100 are similar and thus reported in the Supplementary Material. Part (b) shows that the
asymptotic bias in (1) can be an informative indicator of the failure of Wilk’s theorem. Particularly, as e
increases, the asymptotic bias in (1) increases accordingly. At the € values where the empirical type-I error
begins to inflate (e.g. € € [0.4, 0.5]), the difference between the empirical type-I error and the asymptotic
bias is still close to 0.05 as shown in the circle line, suggesting that (1) can approximate the bias well.
When e further increases beyond the phase transition boundary (e.g. € > 0.5), the asymptotic bias keeps
increasing, and its large value indicates the failure of the chi-squared approximation, even though it now
underestimates the approximation bias in this regime. To better characterize the approximation bias when
€ is beyond the phase transition boundary, we can combine the results in Theorem 2.3 together with those
in Theorem 2.2. Specifically, Part (c) shows that taking the maximum over the two asymptotic biases in (1)
and (3) gives a good evaluation of the approximation bias for a full range of ¢, below or above the phase
transition boundary. We also find that using (3) itself does not evaluate the approximation bias well for
small € (results are not presented). Based on our theoretical and numerical results, when applying Wilk’s
theorem, we would recommend practitioners to compare the asymptotic bias, either (1) or the maximum
over (1) and (3), with a small threshold value that they may specify beforehand, e.g., 0.01-0.02. If the
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asymptotic bias is larger than the threshold, the chi-squared approximation should not be directly used,
and other methods would be needed.

4. RESULTS OF OTHER TESTS

In addition to three one-sample tests in §2, we also obtain similar theoretical and numerical results
for other four popular testing problems in the Supplementary Material. Particularly, we consider three
multiple sample tests: (IV) Testing the equality of several mean vectors; (V) Testing the equality of several
covariance matrices; (VI) Jointly testing the equality of several mean vectors and covariance matrices. We
also study (VII) Testing independence between multiple vectors. Similarly to the results in § 2, for each
likelihood ratio test, we establish not only the phase transition boundary of Wilk’s theorem, but also the
approximation biases under the two asymptotic regimes, where Wilk’s theorem holds or not, respectively.
Please see the details in § A of the Supplementary Material.

5. DISCUSSION

This study derives the phase transition boundary and characterizes the approximation bias of Wilk’s
theorem in seven standard likelihood ratio tests. It is interesting to see that the phase transition bound-
ary generally depends on the problem setting and whether the Bartlett correction is used or not, which
emphasizes the necessity of statistically-principled guidelines. The approximation bias of Wilk’s theo-
rem was also recently studied by Anastasiou and Reinert (2018), which derived an explicit bound of the
chi-squared approximation bias for a general family of regular likelihood ratio test statistics. However,
as noted in that paper, their bounds are generally not optimized. It is thus of interest to further study
the necessary and sufficient conditions for Wilk’s phenomenon and the approximation accuracy in such
a general setting. Beyond the regular parametric inference problems, Wilk’s-type phenomenon has also
been studied in geometrically irregular parametric models (Drton and Williams, 2011; Chen et al., 2018),
and extended to nonparametric models and statistical learning theory (e.g., Fan et al., 2000, 2001; Fan
and Zhang, 2004; Boucheron and Massart, 2011). Understanding the phase transition behavior of Wilk’s
phenomenon for the likelihood ratio tests would shed light on studying the general Wilk’s phenomenon
under these complicated statistical models. Besides the likelihood ratio tests, similar phase transition phe-
nomena can also occur for other popular test statistics. For instance, Xu et al. (2019) recently studied the
approximation theory for Pearson’s chi-squared statistics when the number of cells is large, and demon-
strated a similar phase transition phenomenon that the asymptotic distribution of the test statistic can be
either a chi-squared or a normal distribution. It is interesting to further investigate the phase transition
boundaries of these tests.
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A. ADDITIONAL RESULTS
A.l.  Multiple-Sample Tests

This subsection presents the theoretical results of three multiple-sample tests (IV)—(VI). Under the
multiple-sample problems, let & denote the number of samples, which is assumed to be fixed compared
to the sample size. In each sample ¢ = 1,...,k, the observations z;i,--- ,x;,, are independent and
identically distributed J\/p (i, X;) random vectors. In this subsection, we define T; = n[l 2?21 245 and
A; = E?;I(JU” —f,‘)(l‘ij —fi)T fori=1,...,k,andlet A=A +...+Apandn =nq +... + ng.
We next briefly review the likelihood ratio tests for the problems (IV)—(VI).

(IV) Testing the Equality of Several Mean Vectors. Consider Hy : uy = ... = py agains H, : Hy
is not true, where the covariances of the k samples are assumed to be the same. Define B =
Zle ni(ZT; —Z)(@; —7)" and T=n""! Zle n,;T;. Then, the likelihood ratio test statistic is A, =
|A|"/2|A + B|~"/2. When p is fixed and n — oo, the chi-squared approximation is —2log A,, 4, X3
where f = (k — 1)p, and the chi-squared approximation with the Bartlett correction is —2p log A,, 4, X?v,
where p =1 — {1+ (k+p)/2}/n.

(V) Testing the Equality of Several Covariance Matrices. Consider Hy : X1 = ... = X, against H, :
Hy is not true. For this test, A, = |A|~("=8)/2(n — k)(n=Fp/2 « TTF_ (n; — 1)~ (ni=1p/2| 4;|(ni=1)/2
is the modified likelihood ratio test statistic with the unbiasedness property. When p is fixed and
min; <;<x n; — 00, the chi-squared approximation is —2log A, 4, X?’ where f =p(p+1)(k—1)/2,
and the chi-squared approximation with the Bartlett correction is —2plog A, 4, X?, where p=1—

_ E _ _
{6(p+ 1)k =1} 2p* +3p - D{Xi1(ni =)™ = (n = k)"'}.

(VI) Joint Testing the Equality of Mean Vectors and Covariance Matrices. Consider Hy : iy =
co.= g, X1 =...= % against H, : Hy is not true. The likelihood ratio test statistic is A, =
nP"/2|A + B|7"/? x Hle n;p”"/2|Ai|”i/2. When p is fixed and min;<;< n; — oo, the chi-squared
approximation is —2log A, 4 X?v’ where f = p(k—1)(p+3)/2, and the chi-squared approxima-
tion with the Bartlett correction is —2plog A, 4, X}, where p=1—{6(k —1)(p+3)}1(2p*> + 9p +

ko _
1 i n; L_n=1).

For the likelihood ratio tests (IV)—(VI), Theorem A.1 gives the phase transition boundaries of the chi-

squared approximations without and with the Bartlett correction.

THEOREM A.l. Assume n; > p+ 1 fori=1,...,k, and there exists a constant § € (0, 1) such that
d <ni/n; < 0=t forany 1 < i,j < k. Under Hy, for the chi-squared approximations without and with
the Bartlett correction, we have the following necessary and sufficient conditions:

(i) SUP4e(0,1) [Pr{—2log Ay, > Xfc(a)} —al = 0ifand only if p/n% — 0;

(ii) when p = o(n), sup,c (o.1) [Pr{—2plog A, > x}(a)} — al — 0 if and only if p/ndz — 0,

where the values of dy and dy under the three testing problems are listed in the table below.

(1IV) Mean (V) Covariance (VI) Joint
(i) without correction d : 2/3 1/2 1/2
(ii) with correction dy: 4/5 2/3 2/3

In Theorem A.1, the boundedness of n;/n; suggests that the sizes of all the samples are compara-
ble. The additional regularity condition p = o(n) in (ii) specifies a local asymptotic region, which is of
practical interest, and simulation studies suggest that the conclusion can hold more generally without this
condition. With a fixed k, the phase transition boundaries in Theorem A.1 are parallel to those in The-
orem 2.1, and the analyses after Theorem 2.1 apply to Theorem A.l similarly. Particularly, examining
covariances or not will yield different phase transition boundaries in the three problems. When £ also
increases with n, the phase transition boundaries would involve k, p, and n, as illustrated in the following
proposition.
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PROPOSITION A.1. Considern >p+k, n — k — oo, and n — p — oco. For A\, in problem (IV), un-
der Hy, as n — oo,

(i) WP (0,1 [Pr{—2log An, > X3 (a)} — af — 0 if and only if /pk(p + k) /n — 0;
(ii) supye(o,1) [Pr{—2plog A, > Xfc(a)} — al = 0ifand only if \/pk(p® + k%) /n? — 0.

Proposition A.1 suggests that the total number of samples £ and the dimension of each observation p
play symmetric roles in the phase transition boundary of problem (IV). When k is fixed, Proposition A.1
is consistent with Theorem A.1. To further illustrate the cases with increasing k, we consider p = |n€|
and k = [n"], where 0 < ¢,1 < 1 and | -] denotes the floor of a number. Then the two phase transition
boundaries in Proposition A.1 become (i) max{e,n} + (e +7)/2 < 1 and (ii) max{e,n} + (e + 1)/4 <
1, respectively. Specifically, for (i), when € is close to 0, the largest value of 7 is around 2/3, and vice
versa; when e = 1), suggesting p and k are of the same order, the largest value of € is 1/2. For (ii), when
e is close to 0, the largest value of 7 is around 4/5, and vice versa; when e = 7, the largest value of €
becomes 2/3.

In addition to the phase transition boundaries above, the following Theorem A.2, similarly to Theorem
2.2, further characterizes the accuracy of each chi-squared approximation for tests (IV)—(VI) when Wilk’s
theorem holds. Specifically, we consider p/n% — 0 and p/n?> — 0 for the chi-squared approximations
without and with the Bartlett correction, respectively.

THEOREM A.2. Assume that there exists a constant § € (0,1) such that § < n;/n; <3~ for any
1<4,j <k, and p— oo as n — oo. For each likelihood ratio test (IV)—(VI), let d;, i = 1,2 take the
corresponding values in Theorem A.1. Then under Hy, for any « € (0, 1),

(i) when p/n® — 0, (1) in Theorem 2.2 holds with the value of V1 (n, p) listed below;
(ii) when p/n?2 — 0, (2) in Theorem 2.2 holds with the values of 92 (n, p) listed below.

Let D,,, = Zle n; —n~" and Dn’r = Zle(ni -1 =(n—k)".

p(k—=1)(p+2+k)

(1V) Mean: Y1(n,p) =

an\/f ’
(k= Dp(p® + k> —2k —4)
192(”72)) o 24n2p2\/f 9
(V) Covariance: V1 (n,p) = Dn,lp(221fj73p - 1)’
e
Ya(n,p) = 24[)2\/?{(19 D(p+2)Dp2 —6(k—1)(1—p) }7
2
(VI) Joint: 91 (n,p) = 2mtP (254 ;f 9+ 11)
p(p+3) .
Ya(n,p) = W{(ﬁ—k 1)(p+2)Dpo —6(k —1)(1 - p) }

Theorem A.2 shows that for multiple-sample tests (IV)—(VI), (1) and (2) in Theorem 2.2 still hold.
However, the values of ¢ (n,p) and J2(n,p) depend on the testing problems, and are different from
those in Theorem 2.2. Similarly to Theorem 2.2, in each test (IV)—~(VI), we also know that ¥; (n, p) and
¥2(n, p) are of the orders of p!/?1n =" and p?/?2n =2, respectively. Then 9 (n, p) exp(—22 /2)/y/7 in (1)
and ¥2(n, p) exp(—22 /2)/+/m in (2) are the leading terms of the biases of the chi-squared approximations
without and with the Bartlett correction, respectively. We can similarly use the derived asymptotic biases
to measure the approximation accuracy, and please see the simulation studies for multiple-sample tests
(IV)—(VD) in § A.3.
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Theorem A.2 focuses on the local asymptotic regime of (n,p) when Wilk’s theorem holds. When
p further increases such that Wilk’s theorem fails, the biases of the chi-squared approximations become
unignorable. The following Theorem A.3 characterizes such unignorable biases of the chi-squared approx-
imations in testing problems (IV)—(VI). Similarly to Theorem 2.3, we consider a general local asymptotic
regime p/n — 0, which includes the case when Wilk’s theorem fails, i.e., p/n?* 4 0 and p/n? - 0 for
the chi-squared approximations without and with the Bartlett correction, respectively.

THEOREM A.3. Assume that there exists a constant § € (0,1) such that § < n;/nj <~ for any
1 <,5 < k. Moreover, assume p — oo and p/n; — 0 as n; — oo. For each likelihood ratio test (I)-
(I1I), under Hy, for any o € (0, 1), (3) and (4) in Theorem 2.3 hold under three testing problems (IV)—(VI)
with p, and oy, listed below.

n
(1V) Mean: fhn = 5{(71 —p—k—1/2)(Lpn-1p— Ln—kp)+(k—1)Ly_1, +pL77,—1,k—1}7
1
0721 = i(Lnfl,p - Lnfkyp)5
L&
(V) Covariance: i = 5 > (ni = D{(n=p — k= 1/2)Ln-ry = (ni = p = 3/2) L1, .
i=1
k 2
(n — k)2 n; — 1
O'?L = W Ln_k7p - Z n_ ]{7 L'ILi—l,p ;
i=1

1
(VI) Joint: L = 5

3 P 3
—kp+ n(n —p— §>an - ;{ o, + m(nv —pP- 2>Lm—1m}‘| ’
k
1 n?

i=1

Theorem A.3 shows that (3) and (4) still hold for multiple-sample tests (IV)—(VI), where the values
of pu, and 02 depend on the specific testing problem. Similarly to Theorem 2.3, the analysis in Remark
B.3.2 also applies here, and we know that when pn =% £ 0, (3) characterizes the unignorable biases for
the chi-squared approximation, and when pn~9 /4 0, (4) characterizes the unignorable biases for the chi-
squared approximation with the Bartlett correction. Moreover, the analysis in Remark 2.0.1 also applies
similarly to the multiple-sample tests (IV)—(VI), and thus is not repeated here.

A.2. Testing Independence between Multiple Vectors

This subsection studies testing the independence between k sets of multivariate normal variables. Sup-
pose Z1, ..., %, € RP are independent and identically distributed NV}, (42, X) random vectors, and we par-
tition ; and ¥ as x; = (&,...,&%)" and ¥ = (£;;)1<;,1<k, respectively, where &; ; is of size p; x 1,
%]jl is a p; x p; sub-matrix of 3, and Z?:l p; = p. In this subsection, we define T = n~t Z?zl T,
G=n"13 008 A= (i —T)(w —7)T, and Ayy = 300 (65 — ) (&5 — &)™

(VII) Testing Independence of Subvectors of Multivariate Normal Distribution. For the multivari-

ate normal distribution, testing the independence between k sets of vectors &; 1,...,& , iS equiv-
alent to testing Hy:Xj =0, for 1 <j <<k, against H, : Hy is not true. The likelihood ratio
statistic is A,, = |A|"/? H§:1 |A;;|~™/2. When py,...,py are fixed, the chi-squared approximation is

—2log A, % X} where f = (p* — Zle p?)/2; the chi-squared approximation with the Bartlett correc-

tion is ~2plog A, % x3. where p =1 — (3/2n) ™ — {3n(p* — S0, #2)} (0 — 1 pD)-
Theorem A.4 below gives the phase transition boundaries of the chi-squared approximations without
and with the Bartlett correction for test (VII).

THEOREM A.4. Assume n > p+ 1 and there exists 6 € (0,1) such that § < p;/p; <0~ for 1 <
i,j < k. For A, in problem (VII), under Hy, as n — oo,
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(i) SUpye(o,1y IPr{—2log Ay, > X?(a)} —a| = 0ifand only if p/n'/? — 0;
(ii) when p = o(n), sup,¢(o,1) [Pr{—2plog A;, > Xfc(a)} —a| = 0 ifand only if p/n*/3 — 0.

The phase transition boundaries in Theorem A.4 are consistent with those in Theorems 2.1 and A.1 for
testing problems (II), (III), (V), and (VI). This is reasonable because testing independence between multi-
variate normal vectors examines the structures of covariance matrices. In Theorem A.4, the boundedness
of p; /p; suggests that the dimensions of the multiple vectors are comparable. The following Proposition
A.2 relaxes this constraint for k£ = 2, a case closely related to the canonical correlation analysis.

PROPOSITION A.2. Consider n > py + pa and n — max{p1, p2} — oo. For A,, in problem (VII), un-
der Hy, as n — oo,

(i) Supye(o,1) [Pr{—2log A, > X3 (@)} — a| — 0if and only if \/p1p2(p1 + p2)/n — 0;
(ii) SUP e (0,1) [Pr{—2plog A, > xF ()} — a| = 0 if and only if \/prpa(pi + p3)/n* — .

Proposition A.2 shows that the effects of p; and p, on the phase transition boundaries are symmetric. To
further illustrate, consider p; = |n¢| and py = [n"], where 0 < €,7 < 1. Then the two phase transition
boundaries in Proposition A.2 become (i) max{e,n} + (e +7)/2 < 1 and (ii) max{e,n} + (e +n)/4 <
1, respectively. When € = 7, i.e., p; and p, are of the same order, the largest value of € and 7 achievable is
(i) 1/2 and (ii) 2/3 respectively, which are consistent with Theorem A.4. When 1) is close to 0, the largest
value of € is (i) 2/3 and (ii) 4/5 respectively. Therefore when one set of the vectors is of finite dimension,
the chi-squared approximations without and with the Bartlett correction can be applied when p/ n?/% 0
and p/ n*® — 0, respectively. This demonstrates an interesting phenomenon that for the phase transition
boundary, the growth rate of p changes as the ratio of p; and p, varies.

Similarly to Theorems 2.2 and A.2, the following Theorem A.5 further characterizes the accuracy of
the chi-squared approximation under the asymptotic regime where p satisfies the corresponding necessary
and sufficient conditions in Theorem A.4.

THEOREM A.5. Assume that there exists 6 € (0,1) such that 6 < p;/p; < 6~ for 1 <i,j <k, and
p—ooasn — oo. Let dy = 1/2 and ds = 2/3 as in Theorem A.4. For A,, in problem (VII), under H,
forany a € (0,1),

(i) when p/n® — 0, (1) in Theorem 2.2 holds with the value of 91(n,p) below;
(ii) when p/n — 0, (2) in Theorem 2.2 holds with the value of ¥2(n, p) below.

Let D, =p" — 25:1 P} Then

U1 (n,p) =

48 36D,

2D 9D 1 1 5D D2
B ha p727 192(”7])) = 2 ( P4 P2 B >
24n/f (pn)2V/f \ 24

Similar to Theorems 2.2 and A.2, Theorem A.5 focuses on the local asymptotic regime when Wilk’s
theorem holds, and we know from a similar analysis that (1) and (2) provide useful information on the
accuracy of the chi-squared approximations. Please see the simulations for test (VII) in § A.3. When p
further increases such that Wilk’s theorem fails, the following Theorem A.6 characterizes the unignorable
chi-squared approximation biases for test (VII) similarly as in Theorems 2.3 and A.3.

THEOREM A.6. Assume that there exists 6 € (0,1) such that 6 < p;/p; < 6~ for 1 <i,j <k, and
p — ooand p/n — 0asn — oo. For A, in problem (VII), under Hy, as n — oo, for any o € (0, 1), (3)
and (4) in Theorem 2.3 hold with p.,, and o, listed below.

k
n 3 3
,un:2|:_<n_p_2>Ln—1,p+§ {(n_pj_Q)Ln—l,pj}]a
j=1

k
1
2 _
A=t s, )
j:
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Note that Theorem A.6 is analogous to Theorems 2.3 and A.3, and therefore similar analyses and
conclusions as in Remarks 2.0.1 and B.3.2 also hold for test (VII), which are not repeated here.

A.3. Additional Simulations

We next introduce the simulation settings of each test and afterwards analyze the numerical results.

A.3.1. One-Sample Tests (I)—(III).  Similarly to Section 3, under the null hypothesis of each one-
sample test (I)—(II), we set = (0,...,0)" and ¥ = L,.

(1) On the phase transition boundaries. We take p = |n€], where n € {100, 500, 1000, 5000} and € €
{6/24,...,23/24}. We next plot the empirical type-I error rates (over 1000 replications) versus e for
each chi-squared approximation in Fig. 2. We still include the results in § 3 for easy presentation of the
figure.

(2) On the asymptotic biases. To evaluate the asymptotic biases in Theorems 2.2 and 2.3, we take p =
[n€], where n € {100,500} and € € (0, 1). The results of n = 100 and 500 (over 3000 replications) are
given in Fig. 4 and Fig. 5, respectively. In each setting, the range of e is chosen such that the largest
empirical type-I error is below 0.5.

To facilitate the presentation of figures and the discussions below, we define

w1 = Y1(n,p) exp(fzi/Q)/\/E, w3y = @[{X?(a) + 2/%}/(2710”)} -,
2 = a(n,p)exp(—22/2) )V, @1 = B[{x(0) + 290}/ 2pnoa)] — o

Then w1, w2, w3, and wy denote the asymptotic biases in (1)—(4), respectively. For each test in Fig. 4
and Fig. 5, we plot @; and w, in the subfigures in the columns (a) and (c), respectively. Similarly to
§ 3, to better characterize each approximation bias when e is beyond the corresponding phase transition
boundary, we combine the results in Theorem 2.2 and those in Theorem 2.3. Specifically, in the column
(b) of Fig. 4 and Fig. 5, we plot M,(w1,w3) = wi1{w; < ¢} + max{w;, w3 }1{w; > c}, where 1{-}
denotes an indicator function, and ¢ denotes a small positive threshold, and we choose ¢ = 0.002 in the
simulations. This definition of M.(w1,ww3) suggests that w; is used when the approximation bias is
smaller than ¢, and max{w;, w3} is used when the approximation bias becomes larger. Similarly, we
define M. (s, w4) = wal{ws < ¢} + max{wa, w4 }1{ws > ¢}, and plot it in the column (d) of Fig. 4
and Fig. 5.

Remark A.3.1. For each chi-squared approximation, max{c1, cw3 } already characterizes the bias well
most of the time. We use M. (w1, w3) instead of max{cw,ws} because w3 can mistakenly indicate a
large bias under small €, especially when n is small. Compared to max{w1, w3}, M.(w1, w3) does not
use w3 when wo; indicates that the bias is still small. As long as c is sufficiently small but not too close
to zero, M.(w1,ws) will not take the wrong value given by w3, and thus gives a good evaluation of
the approximation bias under a wide range of e values. Despite the difference between M. (1, w3) and
max{cw1,ws}, we note that M. (wy, ws) is equal to max{coy, w3} under most cases. For instance, in
all our simulations with n = 500 and ¢ = 0.002, M.(w1, w3) = max{w;, ws}. Thus in § 3, we did not
highlight this difference. When the Bartlett correction is used, we know that similar analysis applies to
max{ws, s} and M, (w2, w4).

A.3.2.  Multiple-Sample Tests (IV)—(VI). Consider k = 3, n1 = ny = ng, and n = ny + ns + ns. Un-
der the null hypothesis of each multiple-sample test (IV)-(VI), we set y; = (0,...,0)", and £; = I, for
1=1,2,3.

(1) On the phase transition boundaries. Let p = |nf|, where n=mn;+ny+n3 and n; €
{100, 500, 1000, 5000} for ¢ = 1,2, 3. We then plot the empirical type-I error rates (over 1000 replica-
tions) versus € for each chi-squared approximation in Fig. 3.

(2) On the asymptotic biases. To evaluate the asymptotic biases in Theorems A.2 and A.3, we take p =
[n€|, where n = ny + na + ng, n; € {100,500} for i = 1,2,3, and € € (0, 1). The results of n; = 100
and 500 (over 3000 replications) are given in Fig. 6 and Fig. 7, respectively. Similarly to Fig. 4 and Fig.
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5, in each row of Fig. 6 and Fig. 7, the lines with dot markers in the four columns (a)-(d) give wq,
M, (w1, w@3), w2, and M. (w3, w4), respectively.

A.3.3. Testing Independence between Multiple Tests (VII). Consider k = 3. Under the null hypothesis
of test (VII), we set u = (0,...,0)" and ¥ =1I,,.

(1) On the phase transition boundaries. Let p = |n¢|, where ¢ € {6/24,7/24,...,23/24} and n €
{100, 500, 1000, 5000}. Under each (n, p), we set p1 = p2 = |p/3] and p3 = p — p1 — p2, and then plot
the empirical type I error (over 1000 replications) versus e in Fig. 3.

(2) On the asymptotic biases. To evaluate the asymptotic biases in Theorems A.5 and A.6, we setp = |n€|,
where n € {100,500} and € € (0, 1). Under each (n, p), we take p1 = pa = |p/3] and p3 = p — p1 — pa.
The results of n = 100 and 500 (over 3000 replications) are given in Fig. 8 and Fig. 9, respectively.
Similarly to Figures 4-7, in Fig. 8 and Fig. 9, the lines with dot markers in the four columns (a)—(d) give
w1, M.(w1,w@s3), ws, and M. (ws, w4), respectively.

We next analyze the simulation results. First, as shown in Figures 2 and 3, the theoretical phase tran-
sition boundary, denoted by a vertical line, is observed to be consistent with where each chi-squared
approximation starts to fail. For instance, the two plots in the first row of Fig. 2 show that for test (I),
the type-I error rates of the chi-squared approximations without and with the Bartlett correction begin to
inflate when ¢ is around 2/3 and 4/5, respectively. These are consistent with d; = 2/3 and da = 4/5 for
test (I) in Theorem 2.1. Similarly for other tests, we can see that the numerical results are also consistent
with the corresponding conclusions in Theorems 2.1, A.1, and A.4.

Second, similarly to § 3, the results in Figures 4-9 show that the derived theoretical asymptotic biases
provide good evaluations of the corresponding chi-squared approximation biases. From the subfigures
in the column (a) of Figures 4-9, we can see that as € increases, the empirical type-I error inflates, and
w1 also increases accordingly. At the e values where the type-I error begins to inflate, the difference
between the empirical type-I error and w is close to 0.05, as shown by the circle line, which suggests that
w approximates the chi-squared approximation bias pr{—2log A, > Xfc(a)} — o well in this regime.
When ¢ further increases beyond the corresponding phase transition boundary, the asymptotic bias
keeps increasing, and its large value indicates the failure of the chi-squared approximation, even though
now to; underestimates the approximation bias in this regime. To better characterize the approximation
bias when e is beyond the phase transition boundary, we combine w; and ws by plotting M. (w1, ws) in
the column (b) of Figures 4-9. The results suggest that utilizing the two asymptotic biases in (1) and in (3)
together can give a good evaluation of the approximation bias under a wide range of ¢ values, either below
or above the phase transition boundary. Moreover, in each subfigure in the column (b), we also highlight
the location with z-axis €* where M. (w1, ws3) starts to be larger than <oy (the plus sign). When € < €*,
M. (w01, ws) = w1, indicating that to; approximates the bias better than tws does in this regime, while
w3 performs better than t; when € > €*. Similarly, for the chi-squared approximation with the Bartlett
correction, similar conclusions can be obtained by the results in the columns (c) and (d) of Figures 4-9.

The simulations under the finite sample suggest that the derived asymptotic biases can be used as prac-
tical guidelines for the considered likelihood ratio tests. Specifically, when using the chi-squared approxi-
mation in each test, similarly to our recommendation in § 3, the practitioners can compare the asymptotic
bias, either w; or M.(ww1,ws), with a small threshold value that they may specify in advance, e.g.,
0.01-0.02. If the asymptotic bias is larger than the threshold, the chi-squared approximation should not be
directly used, and other methods would be needed. In addition, when using the chi-squared approximation
with the Bartlett correction in each test, we can compare the asymptotic bias, either ws or M (w2, w4)
with the pre-specified threshold value. Similarly, if the asymptotic bias is larger than the threshold, the
chi-squared approximation with the Bartlett correction should not be directly applied, and other methods
would be needed.
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Fig. 2: One-sample tests (I)—(III). Rows 1-3 give the results for tests (I)—(III), respectively. Columns (i) and
(ii) correspond to the chi-squared approximations without and with the Bartlett correction, respectively.
Within each subfigure: empirical type-I error versus e with n = 100 (cross), 500 (asterisk), 1000 (square),
and 5000 (triangle); theoretical phase transition boundary (vertical dashed line).
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Fig. 3: Multiple-sample tests (IV)—(VI) and the independence test (VII). Rows 1-4 give results for tests
(IV)—(VID), respectively. Columns (i) and (ii) are for the chi-squared approximations without and with the
Bartlett correction, respectively. Within each subfigure, please see the caption description in Fig. 2.
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B. PROOF ILLUSTRATION WITH PROBLEM (III)

In this section, we illustrate the proofs of Theorems 2.1-2.3 by focusing on the testing problem (III),
which jointly tests the the one-sample mean vector and covariance matrix. Other testing problems (I)—(II)
and (IV)—(VII) can be proved following a similar analysis, and are discussed in Section C. We define some
notation to facilitate the proofs. For two sequences of numbers {a,,;n > 1} and {b,;n > 1}, a,, = O(by,)
denotes limsup,, . |an/bn| < 00; an = o(by,) denotes lim, o0 apn /by, = 0; a, = O(b,) represents
that a,, = O(b,,) and b,, = O(a,,) hold simultaneously; a,, ~ b,, denotes lim,, , |a,, /b, | = 1.

B.1.  Proof of Theorem 2.1 (IIl)

When p is fixed, the chi-squared approximations hold by the classical multivariate analysis (Anderson,
2003; Muirhead, 2009). Therefore, without loss of generality, the proofs below focus on p — oc.

Deriving the necessary and sufficient conditions for the chi-squared approximations requires the correct
understanding of the limiting behavior of log A,, under both low and high dimensions. Particularly, we
examine the limiting distribution of the log likelihood ratio test statistic log A,, based on the moment
generating function of log A,,, that is, E{exp(tlog A,,)}. For A,, in question (III), by Theorem 8.5.3 and
Corollary 8.5.4 in Muirhead (2009), we have that under Hy),

e npt/2 n _
E{exp(tlogA,)} = E(AL) = <2n> (14 )~ mPA+/2 5 Fp[i{‘pﬁn—i_j)l)/;iﬂ]’ (B.1)

where Iy (+) is the multivariate Gamma function; see Definition 2.1.10 in Muirhead (2009).

When p is fixed, the moment generating function of —2log A,, approximates that of a chi-squared
variable Xfc, where f = p(p + 3)/2; see, Sections 8.2.4 and 8.5 in Muirhead (2009). When p — oo, Jiang
and Yang (2013) and Jiang and Qi (2015) derived an approximate expansion of the multivariate Gamma
function, and their Theorem 5 utilized (B.1) to show that under the conditions of Theorem 2.1,

Elexp{s(—2log A, + 2uu,)/(2n0,)}] — exp(s?/2), (B.2)

where exp(s2/2) is the moment generating function of A(0, 1), and

1
o =~ {n(2n—2p—3)1og (l_np1> +2(n+1)p } (B.3)

2 L[ p __Pp
Op = 2{ 7 + log (1 1)} (B.4)

We next prove (i) in Theorem 2.1 when p — oo based on (B.2). Particularly, we write

pr(Tn > Qn,a) - é((bl,a) + (I)(Qn,oz) - é(za) b (BS)

sup |pr{—2logA, >Xf( @)} —al = sup
ae(0,1) ae(0,1)

where T, = (—2log A, + 2u,)/(2n04), Gn.a )+ 24,1}/ (2n0,), and ®(-) =1 — ®(-) with
®(-) being the cumulative distribution function of /\/[ 0,1). Since (B.2) suggests that T,, converges to
N(0,1) in distribution, and the cumulative distribution functlon of M(0,1) is continuous, by Pdlya-
Cantelli Lemma (see, e.g., Lemma 2.11 in Van der Vaart (2000)), we have sup,¢ (o 1) [Pr(7n > Gn,a) —

®(gn,a)| — 0. Consequently, (B.5) — 0if and only if sup,e (0.1) |®(¢n.a) — ®(2a)| — 0, which is equiv-
alent to sup, ¢ (g,1) [4n,a — 2a| — 0, as ®(-) is a continuous and strictly decreasing function with bounded
derivative. Since X?‘ can be viewed as a summation over f independent x? variables, and f — oo as
p — 00, we can apply BerryEsseen theorem to va variable, and obtain

sup [{x7(a) = f}/V2f = za| =O(f71/?). (B.6)

a€e(0,1)
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Therefore, SUp,¢(9,1) [gn,a — 2ol — 0 is equivalent to

V2f x (2n0,) "t — 1, (B.7)
(O1) + f +2pn) x (2no,)" ' — 0. (B.8)
Following similar analysis, we know that under the conditions of Theorem 2.1 and p — oo, for the chi-

squared approximation with the Bartlett correction, sup,¢ 0,1y [pr{—2plog A, > X?(a)} — a] holds if
and only if

V2f x (2npo,) ™t =1, (B.9)

(O1) + f +2ppn) x (2npo,)~t = 0. (B.10)

We next examine (B.7)—(B.8) and (B.9)—(B.10) for the chi-squared approximation without and with the
Bartlett correction, respectively.

(II1.i) The chi-squared approximation. We next discuss two cases lim, ., p/n =0 and
lim,, 00 p/n = C € (0, 1], respectively.

Case (I1Li.1) lim,,_, . p/n = 0. Under this case, we prove that (B.7) holds. As v/2f ~ p, it is equivalent
to show that p/(2no,,) — 1. By Taylor’s expansion of o2 in (B.4), we have

2 2
p p p p
200 = — —log (11— = =
n n—1 0g< n—l) 2(n—1)2+0(n2)’
and therefore \/2f x (2no,)~! — 1. We next show that (B.8) holds if and only if p?/n — 0. Given

(B.7) and /2f ~ p, (B.8) is equivalent to (f + 2u,,)/p — 0. By p/n = o(1) and Taylor’s expansion of
log(1 — z), for p, in (B.3), we have

1 p p? r’
i [p = _2(n+1)+n(2n—2p—3){n1 o2 T 3w 1) +O(n4)} (B.11)

2

= —2(n+1)+(2n—2p—3){1+2(np1) +3(np1)2}+2+o(1)+0(22>

(2n—2p—3)p | (2n—2p—3)p? P
n —1) + 3102 —|—0(1)—|—O<n2>.

= —2p—-3+

As 2f/p = p+ 3, we obtain

2% (f+2un)/p= —p+ {2(n —22:21;)9— Up 3(55 5 +o(1)4+0 (ii) (B.12)
p? P’
- —3(”_1)4'0(1)4—0(”2)

Therefore when p/n — 0, (B.8) holds if and only if p?/n — 0.
Case (1ILi.2) lim,,_,, p/n = C € (0, 1]. Under this case, we have

V2F % (2no,) "t ~ p(2no,) "t ~ C(20,) " (B.13)

If C =1, 02— oo and thus (B.13) — 0. If C € (0,1), we have C(20,)"' ~ C[-2{C + log(1 —
C)}]7'/? < 1 when 0 < C < 1. In summary, (B.7) does not hold, which suggests that the chi-squared
approximation fails.

Finally, we consider a general sequence p/n = p,, /n € [0, 1], where we write p as p,, to emphasize that
p changes with n. Similarly, we also write f as f,,. Note that a sequence converges if and only if every
subsequence converges. For the sequence {p,/n}, by the BolzanoWeierstrass theorem, we can further
take a subsequence {n;} such that p,,/n, — C € [0,1]. If C € (0, 1], the above analysis still applies,
which shows that the chi-squared approximation fails. Alternatively, if all the subsequences of {p/n}
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converge to 0, we know p/n — 0. In summary, the above analysis shows that (B.7) and (B.8) hold if and
only if p%/n — 0.

(11Lii) The chi-squared approximation with the Bartlett correction. Similarly to the analysis above, we
discuss two cases lim,, o, p/n = 0 and lim,,_,, p/n = C € (0, 1], respectively.

Case (IILii.1) lim,,_,, p/n = 0. Under this case, we know (B.9) holds since p = 1+ O(p/n) — 1 and
p/(2no,) — 1 as shown in Case (IILi.1) above. Given (B.9), deriving the condition for (B.10) is equiva-
lent to examine when p~!(f + 2pu,,) — 0. Following the analysis of (B.12), we further obtain

4 pj 1 pt
X (f+2un)/p=m@+3)—2(n+1)+n(2n—2p—23) Z —1y +O< ) (B.14)
j:1

2 3 4
p p p

3(n—1) 6(n—1)2

We write p = 1 — A,, where A,, = {6n(p + 3)}~1(2p*® + 9p + 11), which is O(p/n). By (B.12), we
have 44, /p = —p — 3 — p?/{3(n — 1)} + o(1) + O(p>n~2). Together with (B.14), we have

2% (f+2ppn)/p =2 % (f+2un)/p — 405 X pin/p (B.15)
B P’ P p? p*
~ w0 ()
p* P 2p*(p + 3) 2p* x p? p*

= — — 0] 1
3n—1) 6(n—12  6np+3)  6np+3) x3m_1) <n3) +o(l)
P’ p*
Therefore under this case (B.10) holds if and only if p3 /n? — 0.
Case (I1Lii.2): When lim,,_,. p/n = C € (0,1], we have p — 1 — C'/3 and

V2f x (2npon) "t~ C x (1= C/3)7H(20,) 7L

Similarly to the Case (IILi.2) above, if C =1, (B9)—0; if C €(0,1), we have C(1—
C/3)" (20,)" ' ~ C(1 —C/3)"1[=2{C +log(1 — C)}]~/? < 1 when 0 < C < 1. In summary, (B.9)
does not hold, which suggests the failure of the chi-squared approximation with the Bartlett correction.

For a general sequence p/n = p,/n € [0, 1], the analysis of taking subsequences above can be ap-
plied similarly. In summary, we know that for the likelihood ratio test in problem (III), the chi-squared
approximation with the Bartlett correction holds if and only if p®/n? — 0.

B.2.  Proof of Theorem 2.2 (I1Il)

Similarly to § B.1, in this subsection, we prove Theorem 2.2 for problem (III) as an illustration example,
while the proofs of other problems are similar and the details are provided in § C.3. Particularly, we prove
Theorem 2.2 for problem (IIT) by examining the characteristic function of —2nlog A,,, where n =1 or
n = p, and p is the corresponding Bartlett correction factor, given in §2. The following Lemma B.2.1
gives an asymptotic expansion for the characteristic function E{exp(—2itnlog A,,)}, where the notation
i is reserved to denote the solution of the equation 22 = —1, i.e., the imaginary unit.

LEMMA B.2.1. Under Hy of the testing problem (Ill), when n = 1 or n = p with the Bartlett correc-

tion factor p in § 2, the characteristic function of —2nlog A,, satisfies that for a given integer L, when
plt2/mt — 0

L—-1 L+2
E{exp(—2itnlog An)} = (1 —2it) /2 exp| Y qf(1—2it)~" — 1} + 0( )] :
n

=1
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where f = p(p + 3)/2 is the corresponding degrees of freedom, and

e () e e

For any integer 1 > 1, B,(-) represents the Bernoulli polynomial of degree l; see, e.g., Eq. (25) in Section
8.2.4 of Muirhead (2009).

Proof. Section D.2.1 on Page 55. g

With Lemma B.2.1, we next prove (1) and (2) in Theorem 2.2 for the chi-squared approximations without
and with the Bartlett correction, respectively.

(i) The chi-squared approximation. When p =1, as Bjy(-) is a polynomial of order [ + 1, we have
G =O('™?n7Y) for I > 2, and we can check that ¢; = O(p>n~!); see (B.23). Thus when p?/n — 0,
¢ — 0forl > 2. Let ¥(t) = E{exp(—2itlog A,,)}. Then by Lemma B.2.1,

(t) = (1 —2it)” f/z{exp[Zq{ (1-2it)"" =1} + O(p°n S)H (B.17)

By Taylor’ expansion, we can write explg{(1 — 2it)~! — 1}] = 1 + Vj(t), where

ch Z (w) 1 — 2it)~w(—1)v—v. (B.18)

v=1 w=0
Then by (B.17) and p?/n — 0, we have ¥(t) = U(t){1 + O(p®/n?)}, where
(t) = (1 — 2it) f/2{1+v1 }{1+V2 t)}

= (1—2it)~//? +Z Z ( > — 2it) "I /2mw(—)yw (B.19)
+Z CQ Z ( ) QZt f/272w(_1)v7w

v=1 'wO
V1 V2

S1 S2 U2 -\ — f—wi —2w v —wi+v2—w
1 — 25t 1 2(_1)1 1Fv2—ws
* Z v1!vg! ( ) (w2>( i) (=1)

v12>1; 0Swi<vy
v22>1; 0<w2<va

Note that (1 — 2it)~f /2 is the characteristic function of X?» distribution. Following similar analysis to
Section 8.5 in Anderson (2003), we use the inversion property of the characteristic function, and then by
(B.19), we obtain that

Pr(—2logA,, < x) (B.20)

+ Z §f1§§2 V2 P( 2 < )( 1)v17w1+v27w2 1+0 i
!v2! wy W r X2f+2w1+4wg > T)(— n3 .

v121; 0Swy §v1

v221; 0Swa<vz
(From (B.19) to (B.20), Fubini’s theorem is implicitly used to exchange the order of the infinite sum
and the integration of characteristic functions.) We next utilize the following Propositions B.1 and B.2 to
evaluate (B.20).
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PROPOSITION B.1. Given an integer h € {1,2,3,4}, when x = x}(«v), there exists a constant C such
that as f — oo,

Y v v—w v L—V
> <w> Pr(x}ion, < 2)(=1)"7" = O(!CY f~/?) (B.21)
w=0
uniformly over v > 1.
Proof. Please see Section D.2.4 on Page 58. (I

PROPOSITION B.2. For (hy,hs) = (1,2) or (hi,hs) = (2,3), when x = X?(a), there exists a con-
stant C such that as f — o0,

V1 V2
U1 V2 2 —wy+vg—
5530 () (1) Pridsanersonae, < -1

w1 =0 11)220
= Ofwylvp!lCVr o2 f=(vrte2)/2y
uniformly over vy, vy > 1.
Proof. Please see Section D.2.5 on Page 63. ]

Remark B.2.1. In Propositions B.1 and B.2, C denotes a universal constant and its value can change.
This is similarly used in the following proofs. In addition, for a series {b,, s} that depends on positive
integers v and f, we say b,y = O(v!CVf~*/?) as f — oo and uniformly over v > 1, if there exists a
constant C' such that sup,,»; limsup;_, by ¢/ (VICY f7V/2)] < 0.

When z = Xfc(a) and f — oo, we apply Proposition B.1 with h = 1 and h = 2, and Proposition B.2 with
(h1,hs) = (1,2) to (B.20). Then as ¢; = O(pn~1), ¢ = O(p*n=2), and f = O(p?), when p — oo and
p?/n — 0, we obtain

Pr(—2logA, <z) = Pr(X? <z)+q {Pr(X?_‘_Q <z)-— Pr(X?c <)} +o(»*/n). (B.22)
We next compute g;. Particularly, for the chi-squared approximation, p = 1, and then by (B.16),

1o J\(ryt_ 1
gl:QZBQ(_2)(2) = 55,7 (20° +9p+11), (829

where we use Ba(z) = 22— 24 1/6; see, e.g., Eq. (26) in Section 8.2.4 of Muirhead (2009). To finish
the proof of (1), we use the following lemma.

LEMMA B.2.2. When x = x7(a) and f — oo, for h € {1,2,3,4},

h -1 Lap_
—Z{F (g““k“)} (g)m e B2y
k=1

2

# exp (—Z;) {1 + O(f*1/2)}. (B.25)

Proof. Please see Section D.2.3 on Page 57. ]

Pr(xFion < 2) = Pr(xj < x)

As p — oo, f — oo. Then by (B.22) and (B.23), and applying Lemma B.2.2 with h = 1, (1) is proved,
where 91 (n, p) = <1 /.

(ii) The chi-squared approximation with the Bartlett correction. Similarly to the proof in Part (i) above,
we prove (2) by examining the expansion of the characteristic function in Lemma B.2.1. In particular, for
the chi-squared approximation with the Bartlett correction, we note that the Bartlett correction factor p is
chosen such that ¢; = 0 (see Section 8.5.3 in Muirhead (2009)). This can be checked by plugging p =1 —
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{6n(p +3)}~1(2p* + 9p + 11) into (B.16) to calculate ¢;. In addition, by B3(z) = 23 — 322/2 + 2/2

(see, e.g., Eq. (26) in Section 8.2.4 of Muirhead (2009)), we calculate

p(2p* + 18p3 + 49p? + 36p — 13)
288(p + 3)(pn)? ’

and therefore ¢; = O(p*n~2). We redefine ¥(t) = E{exp(—2itplog A,,)}. Then when p3/n? — 0, by
Lemma B.2.1, we have

(B.26)

2 =

3

Z {(@—2it)"" =1} +O( 64)”, (B.27)

=2

U(t) = (1 —2it) f/2{exp

where we use ¢; = 0. Similarly to (B.19), we have W(t) = (1 — 2it)~f/2{1 4+ Vo(t)}{1 + Va3 (t) }{1 +
O(p®n~=%)}. Moreover, similarly to (B.20), we obtain

pr(—2plog A, < x) (B.28)

{Pr Xf <) +Z<2. Z ( >pr Xf+4w B
+Z<3 Z ( >Pr (i < 2)(—1)""

v=1 'wO

§§2§§3 V2 U3 2 vy —wa+v3—w p6
+ Z valus! (w2> <w3) PrGsaws pouw, < @)(=1)2772 778 001 +O(F) '

v22>1; 0<wa <wa
v32>1; 0Swsz<ws

When z = Xf[(a) and f — oo, we apply Proposition B.1 with h = 2 and h = 3, and Proposition B.2 with
(h1,h2) = (2,3) to (B.28). Then as 2 = O(p*/n?), 3 = O(p°/n?), and f = O(p?), we know that when
p — oo and p?/n? — 0,

Pr(—2plogA, < z) = Pr(Xf‘- <z)+ ¢ {Pr(xf‘-_s_4 x) — Pr(x ? z)} + o(p®/n?). (B.29)
By (B.26) and (B.29), and applying Lemma B.2.2 with h = 2, we prove (2), where 95(n,p) = 262 /v/f.

B.3.  Proof of Theorem 2.3 (IIl)

In this section, we prove Theorem 2.3 also by examining the characteristic function of the likelihood
ratio test statistic. In particular, motivated by the limit in (B.2), we study the standardized test statistic
(—2log Ay, + 24,,)(2n0,,) L, where the values of y,, and o, are given in Theorem 2.3. Under Hy of the
testing problem (III), by (B.1), the characteristic function of (—2log A,, + 2uy,)/(2no,,) is

. —2log Ay, + 2py
E{ exp (zs X 2716%) } (B.30)
2¢\ "2 T, [{n(1 — ti) — 1}/2] [t S
— [ == _ np(1—ti)/2 n
(%) ama e ()

where ¢ denotes the imaginary unit and ¢ = s/(no,,). Then the proof of Theorem 2.3 utilizes the following
inequality result of the characteristic function.

LEMMA B.3.1 (THEOREM 1.4.9 (USHAKOV, 2011)). Let Gi(x) and Go(x) be two distribution
functions with characteristic functions Y (s) and 1o(s), respectively. If Go(x) has a derivative and
sup, Gj(x) < a < oo, then for any positive T and any b > 1/(27),

7¢1 Yols) ds + —

sgp‘Gl( — Go(z <b/ T

where c is a constant that depends on a and b.
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We next prove (3) and (4) in Theorem 2.3 for the chi-squared approximations without and with the Bartlett
correction, respectively.

(i) Chi-squared approximation. ~ We prove (3) by using Lemma B.3.1 to derive an upper bound of the
difference G1(z) — Go(z), where we consider

—2log A, + 2py, <
2o n T AN
2noy, =)

Gi(z) = Pr<

here ®(z) denotes the cumulative distribution function of the standard normal distribution. Then the
characteristic function of G (z) is ¢1(s) = (B.30), and the characteristic function of Go(z) is ¥g(s) =
exp(—s2/2). To quantify 1 (s) — 10(s), we use the following Lemma B.3.2.

LEMMA B.3.2. When s = o(min{(n/p)l/z, fl/G}),

log 91 (s) — log o(s) = O (3) s+ ( + p) 0(s*) +0 (3> . (B.31)

n p n

Proof. Please see Section D.3.1 on Page 74. (]

By Lemmas B.3.1 and B.3.2, we take 7' = min{(n/p)(1=9)/2 f(1=9)/61 where 6 € (0,1) is a small
constant, and then

sup G (x) — Go(w)]| < b/_TT 1/10(8){0 (g) + (; + i) O(s)+0 (\j}) }ds o TRCES)

Since fTT o(s) < oo, LTT o(s)s < oo, and fTT o(s)s? < oo, by f = O(p?) and (B.32),

sup|Ga(a) = Gota) =0 { (2)" 4 -,

Consider z = {x}(a) + 241, }(2n0,,) ", and then G (z) — Go () gives

2 2 —
Pr{-2log A, < xj(e)} — ‘P{W} = O{(i)(l R f‘““”/ﬁ} . (B.33)

2no,

Then (3) is proved by ®(-) = 1 — ®(-) and Pr{—2log A,, > Xfc(a)} =1-Pr{-2logA, < X?(a)}.

(ii) Chi-squared approximation with the Bartlett correction.  To prove (4), we still use (B.32). Now
consider z = {x7(a) + 2ppin }(2pno,) ", and then G () — Go () gives

) + 2ppn (1-6)/2
Pr{—2p10gAn<X§(a)}—cI>{Xf(a)p'u} :O{(p) _|_f(15)/6}.

2pnoy, n

Remark B.3.1. Although Theorem 2.3 is inspired by the limit in (B.2), which was first established
in Jiang and Yang (2013), Theorem 2.3 differs from the existing results by further characterizing the
convergence rate of (B.2) by Lemma B.3.2. Particularly, Jiang and Yang (2013) proved (B.2) when s is
considered fixed and the convergence rate is not examined. On the other hand, Lemma B.3.2 allows s
changes with n and p, and the difference between the two characteristic functions is characterized by
(B.31). Technically, establishing (B.31) requires a careful investigation of the asymptotic expansion of the
gamma functions, where the technical details are given in Sections D.1 and D.3.

Remark B.3.2. Since X? can be viewed as a summation over f independent x? variables, by apply-

ing the central limit theorem, we have x?(a) =2fzo + f + O(1), where z,, denote the upper a-level
quantile of the standard normal distribution. For the problem (III), note that w, and o, in Theorem
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2.3 are the same as (B.3) and (B.4), respectively. Then by the proof of (B.7) in Section B.1, we have
2no,/v/2f =1+ O(p/n). Consequently, when f — oo and p/n — 0,

2
X (a) +2pun f+2pn 1 p
e Tl g J T 2hn — Ly,
{ 2noy, Zoc 2noy, 0 vV +O(n)
Moreover, by (B.12), (f + 2u,)/(2n0y,) ~ —p?/(6n) when p/n — 0. Thus —(f + 2u,)/(2no,) =
V291 (n, p) + o(p'/%n=1), which is of the order of p'/91n~1 with d; = 1/2. When p/n% — 0, by

a = ®(z,) and Taylor’s series of ®(-) at zq,

= [+ 2pm 91 (n,p) 2 pt/h
o U L - ~Za
(Z“ T, )T T w P T2 T )

which suggests that the first two terms in the right hand side of (3) are consistent with (1). Similarly, for
the chi-squared approximation with the Bartlett correction, when f — oo and p/n — 0,

2(a) + 2ppin, 2 1
2pno, 2pnoy, v n
By (B.15), we have —(f + 2ppn)/(20n0,) = V292(n, p) + o(p?/42n=2), which is of the order of
p?/%2n=2 with dy = 2/3. Thus when p*/%2n=2 — 0, we also know that the first two terms in the right

hand side of (4) are consistent with (2). For other likelihood ratio tests (II)—(VI), similar conclusions also
hold by the proofs in Section C.1.

C. PROOFS OF OTHER PROBLEMS

In this section, we provide the proofs of other testing problems following similar arguments to that in
Section B. Particularly, for tests (I)—(II) and (IV)-(VII), Theorems 2.1, A.1 and A.4 are proved in Section
C.1; Theorems 2.2, A.2 and A.5 are proved in Section C.3, Theorems 2.3, A.3, and A.6 are proved in
Section C.4. Propositions A.1 and A.2 are proved in Section C.2.

C.1.  Proof of Theorems 2.1, A.1 & A.4

When p is fixed, the chi-squared approximations hold by the classical multivariate analysis (Anderson,
2003; Muirhead, 2009). Therefore, without loss of generality, the proofs below focus on p — oco. In addi-
tion, we note that the analysis of taking subsequences in Section B.1 can be used similarly in the following
proofs, and thus we consider without loss of generality that the sequence p/n has a limit below. We next
study six likelihood ratio tests in the following subsections separately.

C.1.1.  Proof of Theorem 2.1 (I): Testing One-Sample Mean Vector  Similarly to the proof above, we
derive the necessary and sufficient conditions for the chi-squared approximations by examining the mo-
ment generating functions. Note that testing one-sample mean vector can be viewed as testing coefficient
vector 4 of the multivariate linear regression z; = 1 x u + ¢;, where €; ~ N (0, X). Motivated by the ap-
proximate expansion of multivariate Gamma function in Jiang and Yang (2013), He et al. (2020) studied
the moment generating function of the likelihood ratio test in high-dimensional multivariate linear regres-
sion. Particularly, by Theorem 3 in He et al. (2020), we know that when n,p — co and n — p — o0, (B.2)
holds with

i = g {(n—p—3/2)logm +log (1 - %) +plog (1 - i)} (C.1)

2_ 1 AN P
Un—Q{log(l n) log(l nl)} (C2)

Following the analysis in Section B.1, we know that to derive the necessary and sufficient conditions
for the chi-squared approximations without and with the Bartlett correction, it is equivalent to examine
(B.7)—(B.8) and (B.9)—(B.10), respectively, with ,, in (C.1) and o, in (C.2).
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(Li) The chi-squared approximation. When p/n — 0, we apply Theorem 1 in He et al. (2020), and know
that (B.7)~(B.8) hold if and only if p3/n? — 0. When p/n — C € (0, 1], we have

2 _ o p Nt C
20”_10g{1+<1 n—l) n(n—l)} n(l—-C)’

and then /2f/(2no,) = v/2p/(2nc,) — /1 — C < 1. Therefore (B.7) fails, which suggests that the
classical chi-squared approximation fails.

(Lii) The chi-squared approximation with the Bartlett correction. When p/n — 0, we apply Theorem 2
in He et al. (2020), and know that (B.9)—(B.10) hold if and only if p°/n* — 0. When p/n — C € (0, 1]
and n — p — 0o, we have p ~ 1 — C/2, and then \/2f/(2npo,) = (1 — C/2)~*/2p/(2no,) — (1 —
C/2)~1\/1 — C < 1. Therefore (B.9) fails, which suggests that the classical chi-squared approximation
with the Bartlett correction fails.

C.1.2.  Proof of Theorem 2.1 (1l): Testing One-Sample Covariance Matrix  Similarly to the proof in
Section B.1, by Theorem 1 in Jiang and Yang (2013) and Jiang and Qi (2015), we know that under the
conditions of our Theorem 2.1 and p — oo, (B.2) holds with

~ (n=1p n-1 p
= = G p - 3210 (1- ) ©3)

1{ » P (n—1)°
S I -2 4
on 2{n—1+0g< n—l)}x n? €H

Following the analysis above, we know that to derive the necessary and sufficient conditions for the chi-
squared approximations without and with the Bartlett correction, it is equivalent to examine (B.7)—(B.8)
and (B.9)-(B.10), respectively, with y,, in (C.3) and o, in (C.4). As analyzed in Section B.1, it suffices to
discuss two cases lim,,_, o, p/n = 0 and lim,,_,, p/n = C € (0, 1] below.

(ILi) The chi-squared approximation.

Case (ILi.1) lim,, oo p/n = 0. As \/2f ~ p, and (C.4) and (B.4) are asymptotically the same, by the
proof in Section B.1, we know that (B.7) holds under this case. We next show that (B.8) holds if and only
if p?/n — 0. By (B.7) and \/2f ~ p, (B.8) is equivalent to p~*(f + 24,,) — 0. By Taylor’s expansion of
tn in (C.3), we obtain

(n—1p  (n—1) P »? »* p*
5 T2 (”_p_?’m{n—l+2(n—1)2+3(n—1)3+0<n4>}‘

Through calculations, we obtain

MHn = —

pHF A+ 2m) =ph % {—p; - p;((:_ﬁ) - 3(:3”1)2 +o(p) + O (ii)}
- o+ 0 (L) = -E o)+ o)

which goes to 0 if and only if p?/n — 0.

Case (I1.i.2) lim,, o, p/n = C € (0, 1]. Similarly, as (C.4) and (B.4) are asymptotically equal, we can
apply the analysis same as Section B.1, and know that the chi-squared approximation fails under this
case.

(ILii) The chi-squared approximation with the Bartlett correction.

Case (ILii.1) lim,,_,~ p/n = 0. Under this case, we know (B.9) holds since p = 1+ O(p/n) — 1 and
p/(2no,) — 1 as shown above. Given (B.9), to prove (B.10), it is equivalent to prove p~ L (f + 2pu,) —
0. By Taylor’s expansion of ., in (C.4), we have

p(n—1>+<n—p—3/2><n—1>{ P P’ P’ P’ +O(p5)}.

== 5 + + + .

n—1 2n-12 3n-1)3 4(n-1)*
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After calculations, we obtain

2ppin = — P (p * D * :a(npi 0 p;((:—_ 1p)) - g(r(zn—_ll))g
3 _ 4 4 5
+ g(nn— 1])2 N 9(np—n1)3 4(np—n1)3 +olp) +0 (p3>
It follows that
I+ 2ppn ,
a % + 1)22((:—11))) * 3(npi 1 ]63;72”—1)3 * 1;‘(:(171_11)2 * 36(?1Pin1)3 +olp)+0 (ZZ)
- 3]63:;2 Folp) +0 <f;)

Therefore p~1{f + p,p(n — 1)} — 0 if and only if p3 /n? — 0.

Case (ILii.2) lim,,_, o p/n = C € (0, 1]. Under this case, we have p — 1 — C//3. Similarly, as (C.4) (B.4)
are asymptotically equal, we can apply the proof same as in Section B.1, and know that the chi-squared
approximation with the Bartlett correction also fails under this case.

C.1.3.  Proof of Theorem A.1 (IV): Testing the Equality of Several Mean Vectors  Note that testing the
equality of several mean vectors can be viewed as testing the coefficient matrix in multivariate linear
regression; see, Section 10.7 in Muirhead (2009). Similarly to Section C.1.1, by Theorem 3 in He et al.
(2020), we know that when n,p — oo and n — p — oo, (B.2) holds with

un:g{(n—p—k—l/Q)log e (©5)
+ (k —1)log (n(;lz)p) + plog Ez_g }’

2 1 P _ D
Un_2{1og<1 n—l) log(l n—k)} (C.6)

Following the analysis in Section B.1, we know to derive the necessary and sufficient conditions for the
chi-squared approximations without and with the Bartlett correction, it is equivalent to examine (B.7)-
(B.8) and (B.9)—(B.10), respectively, with 1, in (C.5) and o, in (C.6).

(IV.i) The chi-squared approximation. When p/n — 0, we apply Theorem 1 in He et al. (2020), and
know that (B.7)—~(B.8) hold if and only if p3 /n? — 0. When p/n — C € (0,1] and n — p — oo, we have
02 ~ C(k—1)/{2n(1 — C)}, and then \/2f/(2n0,) = \/2(k — 1)p/(2no,) — v/1 — C < 1. There-

fore (B.7) fails, which suggests that the classical chi-squared approximation fails.

(IV.ii) The chi-squared approximation with the Bartlett correction. When p/n — 0, we apply Theorem 2
in He et al. (2020), and know that (B.9)—~(B.10) hold if and only if p°/n* — 0. When p/n — C € (0, 1]
and n — p — oo, we have p ~ 1 — C/2, and then \/2f/(2npo,,) = (1 — C/2)"*/2p/(2na,) — (1 —
C/2)~1\/1 — C < 1. Therefore (B.9) fails, which suggests that the classical chi-squared approximation
with the Bartlett correction fails.

C.1.4.  Proof of Theorem A.1 (V): Testing the Equality of Several Covariance Matrices  Similarly to
the proof in Section B.1, by Theorem 4 in Jiang and Yang (2013) and Jiang and Qi (2015), we know that
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under the conditions of Theorem A.1 and p — oo, (B.2) holds with

LY —op— 2k — S
b = {(n k)(2n —2p — 2k — 1) log (1 p— k:) (C7D
p

1 (ni—l)(2ni—2p—3)log<1—ni_1>},

2 _ (n—Fk)’ P ~(ni -1\ P
a”—w{log<1—n_k)—;(n_k) log<1—ni_1> : (C.8)

Following the analysis in Section B.1, we next derive the equivalent conditions for (B.7)-(B.8) and (B.9)-
(B.10), respectively, with p,, in (C.7) and o, in (C.8).

k

1

(V.i) The chi-squared approximation.
Case (V.i.1) lim,,_, o, p/n = 0. Under this case, we show that (B.7) holds. By Taylor’s expansion,

k 2
o _(n=k?*| » P ni —1 P p? P
on T Ton2 [ n—k 2(n—k)2+; n—k ni—1+2(ni—1)2 o n?

where we use n; = ©(n). As /2f ~ pvk — 1, we have (B.7) holds. Given (B.7), we know that (B.38) is
equivalent to (2f + 4u,,)/(2pvk — 1) — 0. Through Taylor’s expansion, we obtain

Apn = —p(2n —2p -2k —1) — (0~ pp” _2(n—p)p3+0<p3> + o(p)

n

n—k 3(n — k)2
k E ) a2 (s — ) X
ey e e S e (5)

3 k 3 3
:p(p_kp_kHH?,(npfk) _23(75— 1) +0(i) olp)-

i=1

By f =p(p+1)(k — 1)/2, we have

Tli—l

P’ 1 - 1 P’ 3
2f+4un=3<n_k—z ) +0(n>+o(p):@(p /n) + o(p), (C.9)
i=1

where we use the fact that (n — k)~ — 2% | (n; — 1)~ > 0. It follows that (2f + 4u1,,)/(2pV/k — 1) =

O(p?/n), which converges to 0 if and only if p? /n — 0.

Case (Vi.2) lim, oo p/n = C € (0, 1]. Under this case, we show that (B.7) and (B.8) do not hold at
the same time. Particularly, (B.7) and (B.8) together induce 4(u, + n?02)/(2f) — 0, which indicates
2(pn +n202)n=2 — 0, and thus g1 (C) = 0, where we define

k
91(C) = (2= C)log(1 - C) = > §;(20; — C)log(1 — C6;),
i=1

and we assume n;/n — §; € (0,1) fori =1,...,k. As p/n = (p/n;) x (n;/n) < n;/n, we have 0 <
C<é;<1lfori=1,...,k We next show that g;(C) > 0 for C € (0, min;—, _x ;] by taking deriva-
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tive of g1 (C). Specifically, by Zle 0; = 1 and calculations, we have
k
g1 (C) = 6i{-log(1-C) = (1-C) " +log(l - C5; ") +6:(6: = C) '},
i=1
k
H(C)=> 6 xC{-(1-C)+(8; —C)*}.
i=1

When0 < C < 4; < 1fori=1,...,k, wehave g/ (C) > 0and thus g (C) is a monotonically increasing
function of C. As ¢} (0) =0, ¢1(C) > 0 when 0 < C' < 1 and then ¢; (C) is also monotonically increas-
ing. By ¢1(0) = 0, we further obtain g;(C) > 0 when 0 < C < 1, which contradicts with g;(C) = 0.
As a result, we know (B.7) and (B.8) do not hold simultaneously, which suggests that the chi-squared
approximation fails.

(Viii) The chi-squared approximation with the Bartlett correction. When lim,,_, ., p/n = 0, since p =
1+ O(p/n) — 1 and (B.7) is proved above, we know (B.9) holds. Given (B.9), as f ~ p?(k —1)/2,
to prove (B.10), it is equivalent to show (2f + 4pp,,)/p — 0, which is also equivalent to (2f + 4u,, —
4Ap 1y )/p — 0, where we redefine in this subsection that

W 43p—1 - - 1 1
A, =L Doy =¥

k
6(p+1)(k—1) —~n;—1 n—k

7

Similarly to the analysis of (C.9), through Taylor’s expansion of y,, in (C.7), we obtain

p3 5 p4 N p4
2f + 4/”% = _§ X Dn,l - g X Dn,2 +o (77?) + O(p)7 (CIO)

where Dy, 5 = 2% (n; —1)=2 — (n — k)~ 2. Moreover, by (C.9) and A,, = O(p/n) = o(1), we have

P A !
dAppn = Ay, (_3 X Dp1— 2f) +o (772) + o(p), (C.11)

Combining (C.10) and (C.11), we have

3

3 ~ ~ ~
_ pf X Dn71 — % X Dn’g-l-An (pg X Dn,l +2f> + o0 <7]’Z2) +O(p),

2f +4dpy, — 4A 1y, =

4 4

{202, = 3(k=1)Dys} +o0 (%) +o(p), (C.12)

3
_r
18(k — 1)
where we use D, = O(n~'), Dyo=0(n"2), A, =pD,1/{3(k—1)}+o(p/n), and 27, f =
pBDn,1/3 =+ O(p)

We next show that (C.12) = ©(p*n~2). In particular, in this subsection, we redefine &; = (n; —
1)/(n — k), which satisfies Zle 0; = 1. Then by the definitions of ﬁml and En72, we calculate that

(n—k)? x {2D%, —3(k — 1)D,, 2}

k k
=(6-3k)) 6;72+2 > 570 =4 67 +3k— 1. (C.13)
i=1

1<is#j<k i=1
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As 25{15;1 < 51-_2 + 5]72, we have

k

k
(CI3)<@B—k)> 677 =4y 67" +3k—1

i=1 i=1

k
<(B-k)> 6% -4k +3k -1, (C.14)
=1

where in the last inequality, we use Y.r 67 > kQ(Z -1 8;)~! = k?. Therefore (C.14) < 0 when
k> 3. When k=2, as d1 + 62 =1, we have J; —&—5‘ :61_152_1 and (C.13) = —E 572

i=1"1
252 6 45 As Y7, 07 > 22 (C.13) < —2 x 22 + 5 < 0. In summary, we know (C.13) < 0 for

k > 2, and thus (C.12) = @( An=2). If follows that (2f + 4pp,)/p — 0 if and only if p3/n? — 0. In

summary, we know for testing problem (V), the chi-squared approximation with the Bartlett correction

works if and only if p®/n? — 0.

C.1.5.  Proof of Theorem A.1 (VI): Joint Testing the Equality of Several Mean Vectors and Covariance
Matrices  Similarly to the proof in Section B.1, by Theorem 3 in Jiang and Yang (2013) and Jiang and
Qi (2015), we know that under the conditions of Theorem A.1 and p — oo, (B.2) holds with

k k
p
[ = { an Lnp(2p—2n+3)+ Y niLn,_1,(2p — 2nl—|—3)} (C.15)
=1 =1
k

9 1 n?
on =5 | Lno— > ﬁ X Lo, 1p | (C.16)

=1

where L,, , = log(1 — p/n). Following Section B.1, we next derive the equivalent conditions for (B.7)-
(B.8) and (B.9)—(B.10), respectively, with 1, in (C.15) and o, in (C.16).

(VLi) The chi-squared approximation.
Case (VLi.l) lim,,_, o p/n = 0. Under this case, we show that (B.7) holds. As —log(l —z) =x +
22/2 4+ O(z3) and n; = O(n), we obtain

where in the second equation, we use (n; —1)"* =n; ' +n;% +0(n;?) and (n; —1)"2 =n;2 +

O(ni_3). It follows that 2no,, ~ pvk — 1. By V2f ~ pvk — 1, we have (B.7). Given (B.7), we know
that (B.8) is equivalent to (2f + 4u,,)/p — 0. As p/n = o(1), through Taylor’s expansion, we obtain

o p*
—n(2p —2n+3)L, , =n(2p — 2n + 3) +27+ﬁ+0 vy (C17)
p2 2 3
{2p+—2n p—3+3+0( >+0(1)}

p+—2—2n+3+0 p—2 +o(1) ¢
ST ()~}
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Similarly, by Taylor’s expansion and n; = ©(n), we have

—ni(2p — 215 + 3) L, 1 (C.18)

2 3 4
p p p p
=n;(2p — 2n; + + + + —
ni(2p = 2n 3){712-—1 2(n; —1)2  3(n; —1)3 O( )}

% 2 3 4 P
—ni(2p—2ni—|—3){n+ +22+33+O< )+O(3)}

p2 3
zp{er —2ni+3—2+0(712)+0(1)},

3’/7,1; 3

where in the second equation, we use (n; — 1)~' =n; " +n;2 +O(n; ®) and (n; —1)"% =n; * +
O(ni_?’) for integers a > 2. Combining (C.17) and (C.18), we obtain

2 k P
2f+4,un:2f—2kp+p{(1—k:)p+g(i—;é)—i—i}— }+O( )+o() (C.19)

F (%0 ol s

i=1
Asn~t =3 7t =0(nt), we have 2f + 4p, = O(pPn ). Therefore we know (2f + 441,) /p —
0 if and only 1fp2/n — 0.
Case (V8i.2) lim,_,o p/n = C € (0, 1]. In this subsection, we redefine 0; = n;/n € (0, 1). Then

4n20721 2 k , »
2f _>C2(k71) X{log(l—C)—i_Zl(Si IOg(l—Céi )}’

where 0 < C' < §; < 1. Therefore (B.7) induces go(C') = 0, where we define

g2(C) =log(1 - C 252 log(1 T = (k—1)C?/2.

By taking derivative of go(C'), we obtain g4(0) = 0, g4 (0) =0, and

2 r 252 : 03—350+52+5)

(C-1? Z(C- —C)3(5; = C)3

As C3 — 35;C + 6% + §; is amonotonically decreasing function of C when 0 < C' < §; < 1, and it equals
8;(8; —1)2 > 0 when C = §;, we have g’(C) > 0 for 0 < C < §;. It follows that go(C) is a monoton-
ically increasing function when 0 < C' < §; < 1. As g2(0) = 0, we have g5(C) > 0, which contradicts
with go(C) = 0. Therefore, we know that (B.7) does not hold under this case, which implies that the
chi-squared approximation fails.

95'(C) =

=1

(VLii) The chi-squared approximation with the Bartlett correction. When lim,,_,., p/n = 0, since
p=1+0O(p/n) — 1and (B.7) is proved above, we know (B.9) holds. Given (B.9), as f ~ p(k — 1)/2,
to prove (B.10), it is equivalent to show (2f + 4pp,)/p — 0, which is equivalent to (2f + 4p,, —
4\, py)/p — 0, where in this subsection, we redefine

2p? +9p + 11 1
Ap=—""" " XD, Dpy=)» —-—
6(p+3)(k—1) ! 1= 2

Similarly to (C.17), through Taylor’s expansion, we further have

2 3
n(zp—2n+3)r3=p{ —2n+3+3—+6—2+0( >+0(1)}
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In addition, similarly to (C.18), we have

5 p P p?
n;(2p — 2n; + 3)1"% =p {p —2n; +3 -2+ 3 + 677112 + O(n—?) + 0(1)} . (C.20)
It follows that
3 4 5
o + 4 = —2-Dpy — LDy + o(p—) +o(p), (C21)
3 6 n3

where D,, 2 = Zle n; % — n~2. Moreover, by (C.19) and A,, = O(p/n) = o(1),

3 5

AN i = An( - %Dn,l _ 2f> + O(%) +o(p). (C.22)
Combining (C.21) and (C.22), we obtain
P’ 5 P’
2f + djin — 4nptn = gy 12050 — 30k~ DDz} + O(E) +o(p), (C.23)

where we use D, 1 =0O(n™!), D,2=0(n"?), A, =pD,1/{3(k—1)} +o(p/n), and 247, f =
p3D,,.1/3 + o(p). Following the analysis of (C.13), we know (C.23) = O(p*n~2). Therefore, (2f +
piin)/p — 0 if and only if p®/n? — 0, which suggests that the chi-squared approximation with the
Bartlett correction holds if and only if p*/n? — 0.

C.1.6.  Proof of Theorem A.4 (VII): Testing Independence between Multiple Vectors  Similarly to the
proof in Section B.1, by Theorem 2 in Jiang and Yang (2013) and Jiang and Qi (2015), we know that
under the conditions of Theorem A.4 and p — oo, (B.2) holds with

k
n 3 3
g | (3 et X (o) e 2

k
1
2 § :
0, = 2<—Ln_17p—|—j1 Ln—l,pj>~ (CZS)

Following the analysis in Section B. 1, we next derive the equivalent conditions for (B.7)—(B.8) and (B.9)—
(B.10), respectively, with u,, in (C.24) and o, in (C.25).

(VILi) The chi-squared approximation.
Case (VLi.1) lim,,_, o p/n = 0. Under this case, we show that (B.7) holds. Through Taylor’s expansion,

2 k 2 3
p p pi P} p
20, = -2 : 0
1 T am o) Z{n—1+2(n—1)2}+ (n3>

i=1

2 k 2 3
D *21:1102‘ pr
- 2(n—1)2 +O<n3>‘

Recall that 2f = p? — Zle p?, and thus (B.7) holds. As f = ©(p?) undert the conditions of Theorem
A4, given (B.7), we know (B.8) is equivalent to (2f + 4u,,)/p — 0. Similarly to the analysis of (C.18),
through Taylor’s expansion, we have

p? r’
n(2n —2p—3)Ly_1p = p{p + 3. 2n+1+ O(ﬁ) + 0(1)},
2 3

p; b
n(2n — 2p; — 3)Ly—1 p, :pi{pi + 3—; —2n+1+ O(n—;) + 0(1)}.
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It follows that

2f+4un
P

=p —ZpZ (p+—2—2n+1>+sz(pz+§—l—2n+1)+0< >+0(p)

4

_ ;(;]ﬁ —p3) +0(%5) +otp).

Under the conditions of Theorem A.4, we have 2% | p? — p¥ = ©(p?). Thus (2f + 4u,,)/p — 0 if and
only if p?/n — 0, which suggests that the chi-squared approximation holds if and only if p?/n — 0.

Case (VLi.2) lim,,_, p/n = C € (0, 1]. Under this case, we show that (B.7) and (B.8) do not hold at
the same time. Particularly, as f = ©(p?) and p/n — C € (0,1], (B.7) induces (2n2s2 — f)/n? — 0,
and (B.8) induces (f + 2u,,)/n? — 0. Therefore, (B.7) and (B.8) together give (2n’02 + 2u,,)/n* — 0.
Suppose lim,,_, o p;/n = C; € (0,1). It follows that 25:1 C; =C,and

(2n%07 + 2un) /0 = —g3(C) + Y _ g3(Ci), (C.26)

where g3(C) = (2 — C)log(1l — C'). Note that g3(C') is a strictly concave function of C € (0, 1] and
g(0) = 0. By the property of strictly concave function, we have

k k k
293(01') = 293(0 x Ci/C) > ZQS(C) x Ci/C = g3(0),

where we use Zle C; = C. Therefore when C' € (0, 1], the right hand side of (C.26) > 0, which contra-
dicts with (2n%02 + 2u,,)/n? — 0. We thus know that (B.7) and (B.8) do not hold simultaneously, which
suggests that the chi-squared approximation fails.

(VILii) The chi-squared approximation with the Bartlett correction. When lim,,_,~, p/n = 0, since p =
1+ O(p/n) — 1 and (B.7) is proved above, we know (B.9) holds. Given (B.9), as f = O(p?), to prove
(B.10), it is equivalent to show (2f + 4pu,)/p — 0, which is equivalent to (2f + 4u, — 42, 1) /D —
0, where in this subsection, we redefine

k k

2XD73+9XD72

L 7 e T S MR o)
p; i— i—

Similarly to (C.20), through Taylor’s expansion, we further obtain

2 p3 p4
n(2n — 2p — 3)Ln_1p = {p 2n+1+3—+ 2 +0(—) +o(1)},
n(2n — 2p; — 3)Ly,—1 p, :pi{pi —2n+1+ gl + 6];22 +O(p1 ) +0(1)}
It follows that
1 1 P
2 +4jin = —3-Dyps — = ,,4+0( )+o( ), (€.27)

where D, 4 = p* — 27| p*. Moreover, as A,, = ©(p/n), by (C.27) and 2f = D, 5, we have

1 5

4Anun:An(—3—nDp,3—D 2) +0(55) + o).
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As A, = D, 3/(3nD, ) + O(n~'), we calculate that

2 + djty — 40 i (C.28)
1 1 Dys /1 P’
=~ - Dps— 55Dy +3nD,,2(3 Dy + Dyz) +0(L5) +o(p)
1 5
=~ T5p; 3PraDp2 = 2D} + 0(%) +olp).

We next prove (C.28) = ©(p*n~2) by showing 3D,, 4 Dp, o — 2D2 5 = O(p°). Specifically, by the def-
initions of Dy, 2, D), 3, and D,, 4, we write

3DpaDp o —2D2 4 (C.29)
k k k k k
=p (p2 — Zp?) + 2p3( —pY pi+ Zzﬁ) +2p° (prf — Zp?)
=1 . . =1 . z_lk . 1_12 =1
+ (—p2 +Zp?) > pi+2 {ZP?ZPZ‘ — (pr’) } :
=1 =1 =1 =1 =1

Using p = Zle p;, we obtain

k
Py P — Zp““ Sopin§,  pY pip;—2Y pipi= Y pipipi, (C.30)
1=1

i#£j 1] i#£j i#j#l

where integer 1 < o <5, and we use >izj and 37, ., to denote the summation > ,, . and
> 1<izjzi< for simplicity. By (C.30), we calculate that

(€29 =p* Y pipipi + 20> 0ipj — Y pip; Zpl —2 plpl+2) pip)

i£j#l i#£j i#] =1 i#£] i#]
>2p° Y pip; = Y pip sz -2 pip
i#£] i#£] =1 i#£]
k
= Z(Zp? + Zpipj) > pipi =2 pip = > pipipl =2 pip] >
=1 i i i#jl i#]

Therefore (C.29) = ©(p®) and then (C.28) = O(p*n=2). Thus (2f + 4pu,)/p — 0 if and only if
p?/n? — 0, which suggests that the chi-squared approximation with the Bartlett correction holds if and
only if p3/n? — 0.

C.2.  Proofs of Propositions A.1 & A.2

This section proves Propositions A.1 and A.2 following similar arguments to that in Sections B.1 and
C.1. In particular, we consider without loss of generality that p — oo and p/n has a limit.

C.2.1. Proof of Proposition A.1  Following the analysis in Section C.1.3, we know that when n,p —
o0, n —k — o0, and n — p — o0, (B.2) holds with ., in (C.5) and U% (C.6). Moreover, to derive the
necessary and sufficient conditions for the chi-squared approximations without and with the Bartlett cor-
rection, it is equivalent to examine (B.7)—(B.8) and (B.9)—(B.10), respectively, with p,, in (C.5) and o,, in
(C.6).

(i) The chi-squared approximation. (i.1) When p/n — 0 and k/n — 0, we apply Theorem 1 in He

et al. (2020), and know that (B.7)—(B.8) hold if and only if /pk(p + k)/n — 0. (i.2) When p/n —
C € (0,1] and k/n — 0, we have f ~ C(k — 1)n and 202 ~ C(k —1)/{n(1 — C)}. It follows that
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V2f/(2ne,) ~ /1 — C < 1. Thus (B.7) fails, which suggests that the chi-squared approximation fails.
(i.3) When p/n — 0 and k/n — C € (0, 1], by applying the symmetric substitution technique in Sec-
tion 10.4 of Muirhead (2009), we can switch k£ and p and analyze similarly as in the case (i.2) above.
Therefore we know the chi-squared approximation also fails here. (i.4) When p/n — C; € (0,1] and
k/n — Cy € (0,1], we know 0 < C; +Cy <1 as p+ k < n. By the constraint, it then suffices to
consider C7,Cs € (0,1). Note that 202 ~ log{(1 — C;)(1 — C2)} —log(1 — C; — C3) and 2f/n? ~
2C1Cy. Thus (B.7) induces g4(C1,C2) =0 where g4(Cyp,Cs) = C1Cy —log{(1 — C1)(1 — Ca)} +
log(l —Cy — Cy). If Cy + Cy =1, g4(C1,C3) — —o0. We next consider 0 < C; + Cy < 1. By cal-
culations, we have g4(0, C3) = 0, and

Co{(C1 = 1)(C1 + C2) = C1 }

(€1, C2) = (1-C(1—Cy—Cy)

<0,
ac,
where we use C1,C5 € (0,1) and 0 < Cy + Cy < 1. Similarly to the previous analyses, we know that
94(C1, C3) is monotonically decreasing for C; € (0,1) and thus g4(Cy,C2) <0, as C; € (0,1) and
94(0, C2) = 0. Therefore (B.7) fails, which suggests that the classical chi-squared approximation fails.

(ii) The chi-squared approximation with the Bartlett correction. (ii.1) When p/n — 0 and k/n — 0, we
apply Theorem 2 in He et al. (2020), and know that (B.9)—(B.10) hold if and only if v/pk(p? + k?)/n? —
0. (ii.2) When p/n — C € (0,1] and k/n — 0, we have p ~ 1 — C/2, and the proof of part (IV.ii)
in Section C.1.3 can be applied here similarly. Thus the chi-squared approximation fails. (ii.3) When
p/n — 0and k/n — C € (0, 1], we know the chi-squared approximation also fails by switching k and
p symmetrically as in the case (i.3) above. (ii.4) When p/n — C; € (0,1] and k/n — C5 € (0,1],
we know 0 < C7; + Cy <1 as p+ k < n. Similarly to the case (i.4) above, we consider C7,C5 €
(0,1) and Cy +C3 < 1. Here p~1— (Cy + C3)/2 and then (B.9) induces g5(Ci,C2) = 0, where
95(C1,Ca) =2C1Cy — (2 — Cy — Co)[log{(1 — C1)(1 = C2)} —log(1 — C; — C3)]. By calculations,
we have g5(0,C2) = 0, and

d
7195(01,02”01:0 =—-C3/(1-Cy) <0,

dC
d2 o CQ{(Cl + CQ)(CQ — 2) + 2}
dTCvlgf)(OlaCZ) - (1 — 01)2(1 — Cl — 02)2 < 07

where we use (Cq 4+ C2)(Ca —2)+2>0as0<C; +Cy <1land —2 < Cy —2 < —1. Similarly to
the analysis above, we know that g5(C1, Cy) < 0 and thus (B.9) fails, which suggests that the chi-squared
approximation with the Bartlett correction fails.

C.2.2.  Proof of Proposition A.2 (i) The chi-squared approximation. (i.1) When p;/n — 0 and
p2/n — 0, we apply Theorem 1 in He et al. (2020), and know that (B.7)—(B.8) hold if and only
if \/p1p2(p1 + p2)/n — 0. (i.2) When p;/n — C € (0,1] and po/n — 0, we have 2f ~ Cnpy and
202 ~ Cpo/{2n(1 — C)}. Then /2f/(2no,) ~ /1 — C < 1 suggesting the failure of (B.7) and thus
the chi-squared approximation fails. (i.3) When p;/n — 0 and pa/n — C € (0, 1], the chi-squared ap-
proximation also fails by the symmetric substitution technique in Section C.2.1. (i.4) When p;/n —
C1 € (0,1] and pa/n — Cy € (0, 1], we have 202 ~ log{(1 — C;)(1 — C3)} — log(1 — C; — C3) and
2f /n? ~ C1Cy. Tt follows that the analysis in case (i.4) of Section C.2.1 can be applied similarly, and we
obtain the same conclusion, that is, (B.7) fails and then the chi-squared approximation fails.

(ii) The chi-squared approximation with the Bartlett correction. (ii.1) When py/n — 0 and ps/n —
0, we apply Theorem 2 in He et al. (2020), and know that (B.9)—(B.10) hold if and only if
P1p2(pi + p3)/n? — 0. (ii.2) When p1/n — C € (0,1] and p2/n — 0, we have p ~ 1 — C/2, and
then /2f/(2npo,,) = (1 — C/2)~'\/2p/(2no,) — (1 — C/2)"1y/1 — C < 1. Therefore (B.9) fails,
which suggests that the classical chi-squared approximation with the Bartlett correction fails. (ii.3) When
p1/n — 0 and pa/n — C € (0,1], similar conclusion holds by the symmetric substitution technique as
above. (ii.4) When p;/n — Cy € (0,1] and pa/n — C3 € (0,1], we have p ~ 1 — (Cy + Cs)/2. It fol-
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lows that the analysis in case (ii.4) of Section C.2.1 can be applied similarly. Then we obtain the same
conclusion, that is, (B.9) fails and the chi-squared approximation with the Bartlett correction fails.

C.3.  Proofs of Theorems 2.2, A.2 & A.5

In this section, we prove the results for other testing problems in Theorems 2.2, A.2 & A.5 following
similar analysis to that in Section B.2. Particularly, for each test, we consider the characteristic function
of —2nlog A,, when 7 = 1 and p; here p denotes the corresponding Bartlett correction factor of each test.

By Eq. (20)—(23) in Section 8.2.4 of Muirhead (2009), we know that for the testing problems (I)—(II)
and (IV)—(VID), the characteristic functions of the likelihood ratio test statistics take the following general
form:

log E{exp(—2itnlog An)} = ¢(t) — ¢(0), (C31)
where
K, Ko
@(t) = 2itn Zfl,k log &1 5 — Zfz,j log & ;

k=1 j=1

Kl K2

+ Zlog F{nfl)]f(l — Qit) + Tkt ULk} — ZlogF{nfg,j(l — Qit) + 7o + Ug,j},
=1 j=1

i denotes the imaginary unit, 71 5 = (1 —7)&1 %, and 75 ; = (1 — n)& ;. We next consider = 1 and
p for the chi-squared approximation without and with the Bartlett correction, respectively. The values
of p, K1, Ka, £1,%» §2,5, V1,k» and v ; depend on the testing problem, and thus take different values
in the following subsections. Moreover, by Muirhead (2009), in each problem, we have ZkK:ll Sk =
ijl &a.1, the degrees of freedom f is

K1 Ko 1
f=-2 ;Ul,k — ;UQJ — §(K1 - KQ) R (C.32)

and the Bartlett correction p takes the value

Ki 2 1 Ky |2 1
1 N R V3 — V25t %
p=1- = ’ _ g2 . (C.33)
f ,; 1k ; §2,

In the following proofs, we use Lemma C.3.1 below to obtain an asymptotic expansion of each character-

istic function.

LEMMA C.3.1. For a finite integer L, when n =1 or p, p/n — 0, and R,, 1, (in (C.34) below) con-
verges to 0,

L-1
log E{exp(—2itnlogA,)} = — glog(l — 2it) + Z {1 =2it)"" =1} + R, 1,
=1
where
+1 | K1 K>
g = (-1 Z Biii(mik +vik) _ Z Biyi(m2,; + v 5)
I(1+1) (n % &) (n % &,5)" ’

Jj=1
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Bj4+1(+) denotes the (I 4+ 1)-th Bernoulli polynomial; see, e.g., Eq. (25) in Section 8.2.4 of Muirhead
(2009), and R,, 1, denotes the remainder which is of the order of

K, L+1 K3 L+1
|71k + v1 k] |T2,j + v2 5]
R,r.=0 : : + : : . (C.34)
" <,; n&1kl” ; néz, ;"
Proof. Please see Section D.2.16 on Page 73. O

We next examine each testing problem based on Lemma C.3.1.

C.3.1.  Proof of Theorem 2.2 (1): Testing One-Sample Mean Vector — Recall that in Section C.1.1, we
mention that testing one-sample mean vector can be viewed as testing coefficient vector of a multivariate
linear regression model. By Section 10.5 in Muirhead (2009), we know that in this problem, K; = 1,
K2 = 1, 61,1 = 7’7,/2, 5271 = ’I’L/Q, v1,1 = —p/2, V2,1 = O, f =p and p = 1— (p/2 + 1)/7’l We next dis-
cuss the chi-squared approximation without and with the Bartlett correction, respectively.

(i) Chi-squared approximation. ~ Consider p = 1 and p3 / n? — 0. Then 11 =T2,1 =0,
(_1)l+1 y 1
(l+1) (n/2)t

and for any finite integer L, R,, ; = O(pYTn~F). Since B;41(-) is a polynomial of order [ + 1, then
g = O(p'*t1/n'). By Lemma C.3.1, when p*/n? — 0, R, 3 = O(p*n=3) — 0, and

St =

{Bl+1 (—g) - Bl+1(0)} : (C.35)

Bfexp(~2itlog Au)} = (1= 2it)~F [T exp [a{(1 = 2it) " = 1}[{1+ O(p'n )}
=1

= (1-2it) 7 {1+ Vi(t) + Va(t) + Vi()Va(®) {1 + O(p*n~®)},

where Vj(t) is defined as in (B.18) on Page 26. Then similarly to the proof in Section B.2, by the inversion
property of the characteristic function, we obtain

Pr(—2log A, < ) (C.36)

v1 V2 4

S1 So U1 V2 2 v —w1+ve—w p
c T R e oo ()

v121; 0Swi<v
v22>1; 0<w2 <vo

When 2 = x7(a), by Propositions B.1 and B.2, and ¢, = O(p'*! /nl), we have

Pr(—2log A, < z) =Pr(x} <o)+ a{Pr(x},o <) - Pr(x} <)} + o(p®?/n).
Particularly, by Lemma B.2.2,
Pr(x3,, < z) — Pr(x? <x):—iexp —é {1+O(f71/2)}
f+2 = f= \/f? 9 )

and we compute ; = (p? + 2p)/(4n). In Theorem 2.2, we have 91 (n, p) = ¢1//f.

(ii) Chi-squared approximation with the Bartlett correction. By choosing the Bartlett correction factor
p as in (C.33), we have ¢; = 0; see, e.g., Section 8.2.4 in Muirhead (2009). Specifically, in this problem,
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p=1—(p+2)/(2n), pé11 =ps21=n/2—(p+2)/4ni1=11={p+2)/4vi1=—D/2,v21 =

0, and then
Toxa (o (570) -5 (57))
= B -———) -8B —_— .
S W+ D(px &) I+1 1 I+1 1

We calculate o = p(p? — 4){48(pn)?} 1, 63 = 0, and g; = O(p"+'n=1) for | > 4. Similarly to the proof
in Section B.2, when p® /n* — 0, we have

E{exp(—2itplog A,)} = (1 — 2it)~ {1—&-V2 (t) + Va(t) + Va(t)Va(t) {1+ O(p° /n®) },
and thus

Pr(—2plog A, < x) (C.37)

{Pr (3 < ) +Z<2 Z( >Pr (040 < 2)(=1)
Z Z ( >Pr XFrgw < 2)(-1)"7Y

w=0
V2 Vg

So "6y Uy Pr(y2 < yv2—watvi—ws L0 p6
- Z valuy! wy r(X2f+4w2+8w4_55)(—) + (E) .

v2>1; 0§w2§v2
va2>1; 0<wys<vg

Note that o = O(p*n~2) and ¢, = ©(p°n~*). By applying proposition B.1 with A = 2,

Z Z( )Pr Graw <2177 = 3 {0 )} = 0,

v=1

By applying proposition B.1 with i = 4, we have

i% U (Z) Pr(x s, < 2)(-1)"7" = i {0lap™/2)} = 0(p**n~t) = op*/*n72),

v=1 ~ w=0 v=1

and

Z §§2§:4 V2 V4 PI‘( 2 <x)(_1)1)2—11)2+1)4—UJ4
N\ws ) \wy X2f+4wo+8ws >

voluy!
va>1; 0<wa<vy 24

v42>1; 0<wy<vy

Z {0(c2p —1/2 }’Uz Z {O —o(p 5/2 —2)

v9>1 v42>1

In summary, by (C.37),

Pr(—2plog A, < z) =Pr(x} <z)+ §2{ Pr(x7,.4 <) —Pr(x3 < a:)} + 0(p5/2n’2)-

Particularly, by Lemma B.2.2,

B ‘QNM

Pr(x3ys < 2) ~ Pr(x3 <2) = — ) {1+ 0w}

vl
— _exp |-
fm
In Theorem 2.2 (I), ¥2(n, p) = 252/+/f.
C.3.2.  Proof of Theorem 2.2 (1l): Testing One-Sample Covariance Matrix In this problem, by Section
8.3.3 in Muirhead (2009), we know f = (p +2)(p — 1)/2, and

* Ky=p Ky=1;
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e Lip=(Mn-1)/2, vip=—(k—1)/2fork=1,...,K;
* L1 =p(n—1)/2, v21=0.

(i) Chi-squared approximation. ~ Consider p =1 and p?/n — 0. Then 71, =0 for k=1,...,Kj,

72,1 ZO, and
(- [ 2\ k—1 2
0D {kz::l (nl) By (— 5 )-p(nl)BlH(O)},

which satisfies g = O(p'*2/n!). By Lemma C.3.1,

E{exp(—2itlog A,)} = (1 — 2it)~% {1+ Vi(t) + Va(t) + Vi(t)Va(t) {1+ O(p° /n®)},

where V;(t) is defined as in (B.18). Similarly to Section B.2, by the inversion property of the characteristic
functions, and Propositions B.1 and B.2, we obtain (B.22). We calculate

1 2”: 2 k—1)\" ho1) 1 2 1
T 2 2 6( pn—-1 "6
2P+ 3 —p—4/p

24(n — 1)
The conclusion then follows by Lemma B.2.2 and 91 (n, p) = ¢1/V/f.

(ii) Chi-squared approximation with the Bartlett correction.  In this problem, consider

and p?/n? — 0. Then 71, = (2p? + p+2)/(12p) fork = 1,...,p,and 721 = (2p? + p + 2)/12. It fol-
lows that

D) -7 ¢ @ +p+2 k—1\ 2% +p +2
= B - - B - . .
T 2 k; b 12p 2 b P 12

In particular, we calculate

_=2)p-1+2)
o 288p2p2(n — 1)2

(2p® + 6p* + 3p + 2).

Similarly to Section B.2, by the inversion property of the characteristic functions, and Propositions B.1
and B.2, we obtain (B.29). The conclusion then follows by Lemma B.2.2 and 92 (n, p) = 252/+/f.

C.3.3.  Proof of Theorem A.2 (IV): Testing the Equality of Several Mean Vectors  Recall that in Section
C.1.3, we show that this testing problem can be viewed as testing the coefficient matrix in multivariate
linear regression. Then by Eq. (3) in Section 10.5.3 in Muirhead (2009), we know that in this problem,
f=(k—1)p,and

.Klzkf].,Kzzk*l;

* 51»j1 :TL/2, V1,5, :_(jl +p)/2’ jl:l?"'vk_]-;

® 52,j2 :n/25 V2,59 :_j2/2’ j2 = 177k_1

(i) Chi-squared approximation. It follows that

G (3 B o (22) £ ()

ji=1 Jo=1
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which is O(p!*'n~!) when k is finite. In particular, we calculate

plk—1(p+2+k)
4n ’

Applying similar analysis to that in Section C.3.1, the conclusion follows by 91 (n, p) = <1/v/f.

(ii) Chi-squared approximation with the Bartlett correction.  In this problem,
1
=1-— k+2).
p 5, P+ +2)
It follows that

o (2 [B {1

mn
P Jj1=1 Jj2=1

We calculate that

(k—1)p(p? + k> — 2k — 1)
48p°n?

S2 =
Similarly to Section C.3.1, the conclusion then follows by ¥2(n, p) = 252 //f.

C.3.4. Proofof Theorem A.2 (V): Testing the Equality of Several Covariance Matrices In this problem,
by Section 8.2.4 in Muirhead (2009), we have f = p(p + 1)(k — 1)/2, and

Ky =kp, Ko=p

Sjy=Mm—1)/2, j1=0-Lp+1,....rp, (r=1,...,k);
vy, =—(r—1)/2, j=rp+r....,(k=Lp+r, (r=1,...,p);
627.72 = (TL - k)/z’ V2,5, = _(]2 - 1)/2’ j2 = 1) Y 4

(i) Chi-squared approximation. ~ Consider p = 1 and p?/n — 0. Then

232 () ma(-27) - () mo (55

ri=1rs=1 Jj=

(-1
I0+1)

SL =

which satisfies ; = O(p'T2/n'). Particularly,

k

1 1\ 1
§1(Zm—1n k:)24 (2" +3p —1).

i=1

Following similar analysis to that in Section B.2, the conclusion then follows by 91 (n,p) = s1//f.

(ii) Chi-squared approximation with the Bartlett correction.  In this problem,

@231 (&1 1
p_l_ﬁ(p—l—l)(k—l)(iz_:ni—l_n—k>’

1
and we consider p3/n? — 0. In this problem,
1)+

B 1 1— Ny, — 2— T2—1 2
l+1 ZZ {1 = p)( D/2—( )/2}

22 {o(nr, — 1)/2}1

& B {(L—p)(n—k)/2— (- 1)/2)
> {o(n — k)/2}! ]

j=1
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Note that (1 — p)(n — k) and (1 — p)(n,, — 1) are of the order of ©(p), B;4+1(-) is a polynomial of order
I+ 1, and k is finite. Then for [ > 2, ; = O(p'*2/n!). In particular, we calculate

k
<p—1><p+2>{2( , 11)2—(n1k)2}—6<k—1><1—p>2].

n
ji=1 1

plp+1)
48p?

2 =

Similarly to Section B.2, the conclusion then follows by ¥2(n, p) = 262 /+/f.

C.3.5.  Proof of Theorem A.2 (VI): Joint Testing the Equality of Several Mean Vectors and Covariance
Matrices  In this problem, by Section 10.8.2 in Muirhead (2009), we have f = (k — 1)p(p + 3)/2, and

KlzkpaKQZP

&, =n:/2, J1=@—-1p+1, ...;rp, (r=1,...,k);
vy, =-1/2, ji=r,p+r..., (k=Lp+r, (r=1,...,p);
a4y =N/2, V24, = —J2/2, (j2=1,...,p).

(i) Chi-squared approximation. ~ Consider p = 1 and p?/n — 0. It follows that

l+1 B 1 7”'2/2 B 1(7]/2)
z+1 ZZ l+ N, /2)! Z l+(n/2)l

ri=1ry=1 ji=1

Particularly, we compute
"

S — == | =p(2p*+9p+11

(b et )
Following similar analysis to that in Section B.2, the conclusion then follows by 1 (n, p) = ¢1/\/f.
(ii) Chi-squared approximation with the Bartlett correction.  In this problem,

_, Zk: 1 1)\ (202 +9p+11)
P= —n, n)6k-1)(p+3)

It follows that ¢; = 0 and for [ > 2,

l+1

B (1= e /2= 122} = Bl — p)n/2 — /2
Z Z (pny, /2)! Z (pn/2)!

T1= 17’2 1 j:l

Particularly, we calculate

1 pp+ D +2)(p+3) (= 1 p(k—1)(p+3) )
sty ) e, )

=1

Applying similar analysis to that in Section B.2, the conclusion then follows by J2(n, p) = 262 /+v/f.

C.3.6. Proof of Theorem A.5 (VII): Testing Independence between Multiple Vectors In this problem,
by Section 11.2.4 in Muirhead (2009), we have f = (p? — 2?21 p3)/2, and

* Ki=p, Ko=p

* L1y =n/2, vy =—5/2, si=1....p
i 52, pit...Apr—1+je — 7’),/2, V2, p1+.cctpr_1+iz — _.]2/29 r= 1a RS k’ J2 = 17 ce ey Pre
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(i) Chi-squared approximation. ~ Consider p = 1 and p?/n — 0. It follows that

_ (=p* Bi1(—j1/2) Bi1(=j2/2)
R Ty Z l+n/2 ZZ l+n/2

ji=1 r=1jp=1

Particularly,

koo k
2(p° — 225 p3) +9(p* = X5, p)
24n ’
Following similar analysis to that in Section B.2, the conclusion then follows by 91 (n, p) = <1 /v/f.

S1 =

(ii) Chi-squared approximation with the Bartlett correction.  In this problem,

2D, 3+ 9D, -

=1 —
r 6nD,

where D), = p" — Z?Zl p};. Then

() [ & Biad(1 = pn/2 — ji/2} Bia{(1— p)n/2 — ju/2}
1+ Z: e ZZ TR

St =
r=1j2=1

oot (Lp D2 D},
2T (2 \ 487 96 12D, )¢

Applying similar analysis to that in Section B.2, the conclusion then follows by ¥5(n, p) = 252 /v/f.

In particular, we calculate

C.4. Proofs of Theorems 2.3, A.3, & A.6

In this section, we prove other problems in Theorems 2.3, A.3, & A.6 similarly as in Section B.3.
Specifically, we still define vo(s) = exp(—s2/2), and we let 1 (s) be the characteristic function of
(—2log Ay, + 2p4)/(2n0,,), where A, denotes the corresponding likelihood ratio test statistic, and fiy,
and o, take the corresponding values given in Theorems 2.3, A.3, & A.6. By the analysis in Section
B.3, we know that it suffices to prove the results similar to Lemma B.3.2 on Page 29. In particular, in
the following subsections, we prove that under Hy of each test, when s = o(min{(n/p)/2, f1/6}), the
characteristic functions satisfy

log 1 (s) — log o (s) = O (i n \%) s+ (; n i) 0(s?)+0 (\S/}) . (C.38)

C.4.1.  Proof of Theorem 2.3 (I): Testing One-Sample Mean Vector — Recall that in Section C.1.1, we
mention that testing one-sample mean vector can be viewed as testing coefficient vector of a multivariate
linear regression model. By Section 10.5.3 in Muirhead (2009), we have

r{in(1 - ti) — 3p} logr{%n(i_ti)} +unsi7
r{i(n—p)} I'(3n) nop,
where t = s/(noy,). By B.7), t = s/(no,) = O(s/+/f). By Lemma D.1.3 (on Page 53),

r{in(l—ti)—3p} (1 I 1 [ L B
log RECE) = i(n—p)—intz log i(n—p)—intz +§ntz

—;(n—p)log{;(n—p)}+2(:t_im+0(2+’52)~

log i1 (s) = log
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Similarly, we have

IOgF{%n(l—ti)}: {n(l—ti)}log{n(l—ti)}+1nti_glog(n)+ﬁ+0(;+t2>.

I'(in) 2 2 2 2/ 2

It follows that

1) n St t
fogin(s) =on( = %5 ) an(0) + 22 w0 (B4 )

2 non,

where we define in this subsection that go(z) = {(n —p)/2+ z}log{(n —p)/2+ 2z} — (n/2 +
z)log(n/2 + z). Following the proof of Lemma D.3.3 (see Section D.3.4 on Page 77), we similarly obtain

: ; (2) 2,2
ntt O i go (0)n7t 3
90( 5 ) 90(0) = go (0)X< > ) 5 4 + O(pt?),
where
1) p 2) 2p
0)=1 (1—f), 0)=—2
90 ( ) 0g n 90 ( ) ’I’L(TL _p)
Recall that 2no,, /v/2f — 1 by (B.7). Then by Taylor’s series and f = p,
2
g(()z) (0)n? = 4n?o2 {1 +0 (£>} =4n?c2 + 0 <p> .
n n
Moreover, by Taylor’s series, we have ng(()l)(O) — 2, = O (p/n). In summary, by ¢t = s/(no,) and
no, = O(,/p), we obtain

Unsi  4n202 2 L ST ps p 1Y\ 5 s3
1 =— — L ol — ol =+ - ol —|.
0g¥1(s) no, 2 4(nop)? + no, + n + n + P 5ot NG

Then (C.38) is proved.

C.4.2.  Proof of Theorem 2.3 (Il): Testing One-Sample Covariance Matrix By Corollary 8.3.6 in Muir-
head (2009), we have

p(n—1)

2 tilogp+10grp{%(”*1)(1*”)} 1 Hp(n— D}

0g -
L{i(n—1)} I{ip(n —1)(1 —ti)}
By (B.7) and f = O(p?), no,, = O(p). Then as t = s/(no,), the conditions in Lemma D.3.1 (on Page
74 ) are satisfied and we have

P{(n— 1)1 —t))/2}) (0= DBunti  (n—1)2B,ot?
e ey - 2 4 ”"’3{‘

2t 1
+0 (p) + ( + p) O(p*#?) + O (p*#?),
n p n
where 5,1, On,2, and 3, 3(-) are defined in Lemma D.3.1. In addition, we can apply Lemma D.1.3 and
obtain

o8 Fp T ey~ P sl g ]

+p(n_1)logp(n_1)—p("_l)m—tHO(t+t2).
2 2 2 pn

log ) (s) = — + pnti.

=

By the definition of 3, 3(-) in Lemma D.3.1, we have

o TPt =1)/2) oo - ) _ o= it~ o)

T{p(n—1)/2 — pnti/2} 2 2

+0(t+¢%).
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Since pin, = (Bn1 +p)(n —1)/2, 2n%0? = B, 2(n — 1)%,t = s/(noy,), and no,, = O(p),
3
log 1 (s) —logto(s) = O<p + 1)5 + O(l + p>52 + O(s).
nop p n b

C.4.3. Proof of Theorem A.3 (IV): Testing the Equality of Several Mean Vectors By (C.31) and the
analysis in Section C.3.3, we have

9

k—1 1 . 1 . 1 ) 1 ) .
logi/)l(s):Z[logf{z(n—J—P)—Zntl} ) F{Q(n—j)—zntz}]_'_unsz

Min—j-»} 7 T{i-)}

where t = s/(no,,). By Lemma D.1.3,

r{i(n—j—p) — inti} 1 1 1 1
log —2 - 2 :{(n—j—p)—nti}log{(n—j—p)—nti}
r{i(n—j—p} 2 2 2 2
n—j—mp n—j— nti 9
— — t+t
5 log 5 Py 5 +O(t +t°).

Applying similar analysis, we obtain

r{3(n—j—nti)} n—j —nti n—j—nti n—j. n—j nti
1 2 = 1 - 1 — + Ot +1%).
BT ) ("% )g( ) y 08Ty Ty TOUEt)

It follows that log 11 (s) = Zf;ll {gj(nti/2) — g;(0)} + pnsi/(no,) + O(t + t*), where we define in
this subsection that

(g () (e 2)

Following similar proof to that of Lemma D.3.3 (see Section D.3.4), we obtain

= ntz n22 1
Z{g] (nti) Z — 5 229,70+ 00, (C.39)
=1 j=1
where
(1) 7\ n—j—-p @) () — 2 2
0 =tog("5 1) ~og(HL7L), P02 L
Note that
k-1 k-1
1 2) D p(k—1) {
)95 (0)= = 1+0(=)%,
D= H—j-p)n—j) (-p-TIn
and

2ot =t {1+ =~ e 00 ()}

Thus 3251 9% (0)(402) " =1+ O(n1). In addition,

k-1
Zga('l)(o) = log ?EZ : ;IC; g F(n:p: 1).



50 HE ET AL.

We then apply Lemma D.1.1 to expand the log I'(+) function, and calculate

kz:gj(.l)(o): —(n—p—k—é) {log<1—n]il) _log<1_n€k>}

—plog (1 - flj) —(k—1)log (1 - p) +onY).

n—1

Therefore Z;:ll gj(-l)(O) = —in/n + O(n™1). Then by (C.39), t = s/(no,), no, = O(fY/?),and f =
O(p), we have

log ¢ (s) = { — /1 + O(nil)}nm’ _ nQthz

R R )

By log ¢g(s) = —s?/2, (C.38) is proved.

{1+0n™")} + pati + O (t+* + pt?)

C.4.4. Proof of Theorem A.3 (V): Testing the Equality of Several Covariance Matrices By (C.31) and
the analysis in Section C.3.4, we have

1 k ) ‘
log 1 () = log 22— K)} +> lo Tp{3(n; — 1)1 —ti)}

L{an-B0 -t} & T,{n - 1)}

k . .
ti  pUpSt
- — k) log(n — k) — -~ 1log(n; — 1) b = 4 Kot
P (= Ky log(n =) = 3 (s = )kt =1) 5+ £
where t = s/(no,,). By Lemma D.3.1, we can expand log I',,(+) and obtain
2242
log1(s) = — pnti — " 4t + Ry (t), (C.40)

where the calculations of u,, and o,, are similar to that in Section A.5 of Jiang and Qi (2015), and thus
the details are skipped here. In (C.40), R,,(¢) denotes the remainder term of the expansion. Since Lemma
D.3.1 is used, we know that the remainder term satisfies

1 3
Rn(t):O(B)s—i— (+p) 2+0(8>.
n p n P
By t = s/(no,) and (C.40), (C.38) is obtained.

C.4.5. Proof of Theorem A.3 (VI): Joint Testing the Equality of Several Mean Vectors and Covariance
Matrices By Corollary 10.8.3 in Muirhead (2009),

Lp{3(n—1)} : o Lp{3(n; — 1) — gnyti}
T, {100 1) Luti) *;1 R Y

k . .
i ppst
— 1 _E 1 =
p(n ogn n; ogm) 5 +

)
no.
j=1 n

log ¥1(s) = log
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P ti
", — 1” 2 (C4D

p p n?t2
+ n__1+log 1- 4 + 0n; (t) + Ru(2),

J nj —1

where t = s/(no,,). By Lemma D.3.1,

Lp{3(n; —1) — gn;ti} 3
1o T3 (7 51 _{2 ,+(4_ _> B <1_
L ) SRRV

where for an integer [, we define

I—1 It -1 1\ 1—-1_ 1—-1
oi(t) —p{<2 + 2) log (2 + 2) —~ 210g2}, (C.42)

and R, (t) denotes the remainder term and it is of the order of

4 1 .

R,(t) =0 (p> +0 < + p) p°t? + O(p*t?). (C.43)
n p n

In addition, to evaluate log v (s), we also use Lemma C.4.1 below.

LEMMA C.4.1. Under the conditions of Theorem A.3, as p/n — 0 and t = s/(noy,) = O(s/\/f),

n?t* log (1 — npl) =n’t?log (1 - %) +0 (%) t2, (C.44)

p _ o _bp _ p
{(n—p—3/2)n10g <1—n_1)}t {(n p—3/2)nlog (1 n)}t pt—i—O(n)t.
Moreover, for o)(t) defined in (C.42), we have

k k
tp pt
—on(t) + Z; on, (1) <1 —k—nlogn + Z:nj lognj> 5 0 (n +pt2) . (C.45)
j= j=
Proof. Please see Section D.3.5 on Page 77. ([

By Lemma C.4.1 and the expansions of gamma functions in (C.41), we calculate

log 11 (s) (C.46)

k .
3 P 3 P ti
—dp—(n—p-2)n1 (1_7) =2 )njlog (1 n
(= (nmr=g) s (1-2) + 32 (o= 5 mios (1- 25 )}

u 2 k ti

2 2
_ nLn’p_jz_:lnjLanp Z—p (l—k)—nlogn—l—;njlognj 7

k . ,
ti  pSt
— 1 — i1 i = R, (1),
P(n ogn ;na Ognj)2+n0-n + Ry (1)
where R,,(t) denotes the remainder term of (C.46), which is of the order same as that in (C.43), whereas
we mention that the exact value of R,,(t) can change. Then we obtain (C.38) by t = s/(no,,) and no,, =
o(f/?).

C.4.6. Proof of Theorem A.6 (VII): Testing Independence between Multiple Vectors By Theorem
11.2.3 in Muirhead (2009), we know

3(n—1)— inti 1(p— .
log ¢1 (8) = 1Og FP{Q (TL 1) 2ntl} + Z . :{[‘IPJ(ELZ (’I’; ]_)} L ST
pj L2

Lge-10) &
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where t = s/(no,,). By Lemma D.3.1, we can expand log I',,(-) and obtain

k .

3 3 nti

log(s) = |2p+ (n —p- 2) Ln-1p - Z{QPJ + (” P 2) Ln—l,pj} o>
k

p V2 n
4 B (2 e ) o

Jj=1

n(l — ti) n(l—ti) n. n Un St
1 — P og 2 (1),
( }:m){ 0g —— 20g2}+nml+RA)

where R, (t) denotes the remainder term and its order satisfies
t .
RMQ_O<Z>+O(p p)ﬁﬁ+o@%ﬁ

Then we obtain (C.38) by noticing p — 25:1 p; =0and ¢t = O(s/p).

D. PROOFS OF ASSISTED LEMMAS
D.1. Results on Asymptotic Expansions of the Gamma Functions

In this section, we provide some results on asymptotic expansions of the gamma functions, which are
repeatedly used in the proofs. We first give the following Lemma D.1.1 on the expansion of logI'(z),
which also provides the basis for other lemmas below. Lemma D.1.1 and its proof can be found in 12.33
of Whittaker and Watson (1996).

LEMMA D.1.1. Suppose that a complex number z satisfies Re(z) > €1 > 0 and |arg(z)| < 7/2 — €9
with €1 > 0 and 0 < €3 < /4 being given in advance. When |z| — oo, and an even integer L, we have

l+1B
logI'(z) = (2’—) log z — z + log V2 +Z—H‘1(O)

1+ 1)7 + Rp(2), D.1)

where By y1(-) represents the Bernoulli polynomial of order | + 1, and

_ BLa(0)
=0 (G s )

Particularly, we know By(0) = 0 when l is odd and | > 3.

In Lemma D.1.1, if we take L = 2 and z as a real number, by By(0) = 1/6, we have
1 1
logT'(2) = <z - 2) logz — z + log V2w + 13, +0(272). (D.2)
z
Given Lemma D.1.1, we next prove two additional lemmas on asymptotic expansions of the gamma

functions.

LEMMA D.1.2. Suppose a complex number z + a satisfies Re(z + a) > €1 > 0 and |arg(z + a)| <
w2 — ea withey > 0and 0 < €3 < 7/4 being given in advance. Assume |a| — oo as |z| — oo and |a| =
o(|z|). For a finite even L, when |a|**1/|z|* — 0,

l+B L+1
logT(z +a) = (z—i—a—)logz—z—i—logv +Zl)+}()+0<w|t|z|L>.
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Proof. Please see Section D.1.1 on Page 53. (]

LEMMA D.1.3. For a real number x — oo and a real number b = o(x),

r bi b b+ b?
log(?‘(—;)z) (x—l—bz)log(x—i—bz)—xlogaz—bz—QZ+O< 1_2 ),
where i denotes the imaginary unit.
Proof. Please see Section D.1.2 on Page 54. (]

D.1.1. Proof of Lemma D.1.2 (on Page 52) By (D.1), for a finite even L, we have

logT'(z + a) (D.3)

1) L (—1)!* B (0) —I-1
z+a— = |log(z+a) — (2 + a) + log V2r + E —+O(\z+a| )
( — I(l+1) (z +a)

1 1
z+a—=|logz—z+(z+a—= log<1+g)—a+10g\/27r
2 2 z

)" B141(0) ay~t L1
ZW<1+;) +O0(]z+a| ).

By Taylor’s expansion,

(z+a—>1og(1+ )

Note that By(0) = 1 and B;(0) = —1/2. Thus

L—1
_ (=D k1, (RB+1 k [
(D4) = kz:l m {BO(O)CL + < 1 >B1(0)a } +0 ( EE ) . (D.5)

L

—1 k+1 ak+1 1 |a|L+1
Lk
- S ey w o () oo

k=1

L-1 1 _

Z (1)(l+ Bl-;l(o) (1+ g) ! (D.6)
—1)HIB4(0) [P f1+s—1\a® _

I e DO M ERRI ()

k
_ (=) By (0)  (k—1)! .
3 t(t—i—l),:k (t—l)!(k—t)!ak +O(\a/ZIL)

- SIS U (4 e ).

k=
Combining (D.3), (D.5), and (D.6), we obtain

1
logT'(z +a) = <z+a— > log z — z + log V27

= okt [ e jal“*
k+1—t
z k+1zk {Z( . >Bt(0)a +o( B >

t=0
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By the property of the Bernoulli polynomials, By1(a) = ffl B;(0)a**1~t; see, e.g., Eq. (13) on Page
21 in Luke (1969). Therefore the lemma is proved.

D.1.2. Proof of Lemma D.1.3 (on Page 53) By Binet’s second formula of the gamma function, it can
be obtained that for a complex number z with positive real part, and any integer L > 1,

L

BQI(O) u?tdu
logT'(z) = <z) logz—erlog\/iﬂLZ 1)(20)z2-1 Z2L 1 / / u2+z2627rt o2t _ 17

please see Page 252 in Whittaker and Watson (1996) for details. Take L = 1, and by B3(0) = 1/6, we

have
logT'(z) = —|lo +log v2 +— 2/00 /t v d di
sHI= A" S 12z = Jo 0 T2 +u? Y) et 1

Similarly, we have

logT'(z + bi) = (CL‘ +bi — 2) log(z + bi) — (x4 bi) + log V27

1 2 /°° /t u? d dt
— u .
12(x +bi) xz+bi J, o (x+bi)2+u? e?rt — 1

It follows that

I'(z + bi)
. . o1 bi 1 1 1 -
_(g;—&-bz)log(a:—!—bz)—xloga:—bz—210g(1+ ) 12(x+bi_x>+R2’

where

7 2/00/ u? u? 4 de
= — — u .
2 o Jo L@+b){(z+b)2+u2} x(2?4u?) et — 1

To evaluate Rg, we note that

u? u?

(z+bi){(z +0i)2 +u2}  z(2? 4 u?)
u? o 2bxi— b2 + byi{(1 4 byi)? +u2}
23 (14 b0){(1 4+ b,9)2 + 62 H1 + u2)

u?b,, o 21 — by i
23(1 4 b)(1 + u2) (14 b,%)% + u2 ’

where for easy presentation, we let b, = b/z and u, = u/x. Since b = o(x), |(1 + b,i)~!| is bounded.
Moreover, we also know (1 +u2)~% and [{(1 + b,7)? + u2} | are bounded. It follows that there exists

a constant C such that
Cb L, dt b
du | —— = —
< S ([ o) s =0 ()

where we use [ 3 (e — 1)_1dt is a constant; see 7.2 in Whittaker and Watson (1996). Lemma D.1.3
is then obtained by (D.7) and

bi bi b? 1 1 b
1 1 — —_— — - = — ).
og( + ) x+0<x2>’ praray i O(xz)
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D.2. Lemmas for Theorems 2.2, A.2 & A.5
D.2.1. Proof of Lemma B.2.1 (on Page 25) By (B.1), we can write

log E{exp(—2itnlog A,)} = G1 + G2 + G3,

where in this subsection, we let

2
Gy = —innptlog (;) , Go= —%(1 — 2int) log(1 — 2int),

1 n—1
Gs =logl', (2—nnzt)—long< 5 )

By the property of multivariate gamma function; see, e.g., Theorem 2.1.12 in Muirhead (2009), we obtain

ijlogr{ 1—2mt—} Zlogr<_>

j=1

ij{logF{ 1_2t>+n(1_2,7)_,-}_10gr{772n+”(1_2’7)_j}]

j=1
We first examine G5. When n=1orn=p, for 1 <j <p, n(l —n)—j = O(p) and nn = O(n).

Asp = o(n), {n(1 —n) — jH{nn(1 —2it)}~1| = O(p/n) = o(1). Then we can apply Lemma D.1.2 on
Page 52, and obtain

10gF{772n(1 —92it) + ”(1_77)_]}

_ {’72”(1 —2it) + W}log{g(l ~2it)} - (1 - 2it) + log v2r

G 4] (s o[,

and
n(l—n)—j
log T S/ V)
8 {2 + 2
1—n)—j—1
:{772“+7”L<77>21}10 M og Vo

B ) (2 o[22,

It follows that

p .
G3 = — npntilog (22) pnnitlogn + 7(1 — 2int) log(1 — 2it) Z log (1 —2it)
e =

3 S (M () -t 0%
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We next examine Go. By 1 — 2int = n(1 — 2it) + 1 — ), and Taylor’s expansion,
(1 — 2int) log(1 — 2int)
={n(1 —2it) + 1 — n}log{n(l — 2it)}

L—-1
(- D" (1-n
+1-n+(1 m;l(l—kl)( ;

l
) (1—2it)"' +O{(1 —n)t'}.

Aslog(1l) = (1 — 2in x 0)log(1 — 2in x 0) = 0, by applying Taylor’s expansion similarly as above,

(1 — 2int) log(1 — 2int) — log(1)
= — 2intlogn(1 — 2it) + log(1 — 2it)

L—-1 l
(- 11— o 1
+(1—n); Ty <n ) {(1—2it)"' =1} +O{(1 —n)FT}.

As (1 =n)/n={1—-n)n/2}/(nm/2),

L—1 P I+1
_ R (1=n)n ! .
GQ_IE—;Z(ZJrl)Z{ 2 } (5) {o-20-1

=1
+ innptlogn(1 — 2it) — % log(1 — 2it) + O{(1 —n)*"'pn}.

In summary, as 1 — = O(p/n) when n = 1 or p, we have

p ]+1 L—1 pL+2
Gi+Grt+Gs=—) 5 log(1—2it)+2§g{(1—2it)_l—1}—1—0( — >
j=1 =1

where

ma {2 {15 T ()

Particularly, as B;;1(-) is a polynomial of order [ + 1 and (1 — n)n = O(p), we have g, = O(p!*2n=").

D.2.2. Notation of the finite difference and computation rules  In the following, we prove Propositions
B.1 and B.2 and Lemma B.2.2 based on the calculus of the finite difference. To facilitate the proofs,
we introduce some notation. Given x, define a function with respect to the degrees of freedom f as
F.(f) = P(Xfc < z). Let Ay, represent a forward difference operator with step 2h, that is, Agy (Fy, f) =
F.(f + 2h) — F,(f). For an integer v > 1, it follows that the v-th order forward difference is

w

v - v v—w

b(Fef) = 3 (1) 1R+ 2,
w=0

where AL, (Fy, f) = Aoy (Fy, f). Particularly, when h = 1, we have

v

85(F 1) = Y- (1) (0P < )

w=0

when h = 2,

v

83(F )= 3 ()0 P0G < ).

w=0

In the following proofs, we use several rules of the finite difference operator listed in Lemmas D.2.1-D.2.3
below, which can be found in Section 3.7 of Zwillinger (2002).
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LEMMA D.2.1 (LEIBNIZ RULE). For two functions F(f) and G(f), and two positive integers v and
h,

v

AHFG.1) = Y (1) AR NAY (G f + ).

w=0

LEMMA D.2.2 (LINEARITY RULE). For two constants Cy and Cs, two functions F(f) and G(f), and
two positive integers v and h, the linear combination C1 F(f) + CoG(f) satisfies

AL(CLF + CoG, f) = C1AR(F) + Co AR (G).
LEMMA D.2.3. For a function F(f) and positive integers vy, va, hy, and hs,
AREAR (P f) = AR AR (F, f) = AR AR AR (F, )} = AR AR A (F, )}

Based on the notation and lemmas on the finite difference, we first prove Lemma B.2.2 in Section D.2.3,
and then use Lemma B.2.2 to prove Propositions B.1 and B.2 in Sections D.2.4 and D.2.5, respectively.

D.2.3.  Proof of Lemma B.2.2 (on Page 27) We prove (B.24) in Lemma B.2.2 from the cumulative
distribution function of the chi-squared distribution. In particular, by the probability density of X?v’ we
have

V(f/2,2/2)
Pr(x% <2)= 2202
05 =9 ="r7
where v(m, x) is the lower incomplete gamma function defined as v(m, x) foz tm~Lle~tdt, and T'(m)
is the gamma function defined as I'(m f tm~—le~tdt; see, e.g., Section 6.2 in Press et al. (1992).

Thus for an integer h,
L(F)1(5+h %) —T(5 +h)v(4,5)
(% +h)T (%)

where A, (Fr, f) = Pr(x},q, < #) — Pr(x} < ) following the notation in Section D.2.2. By integra-
tion by parts, we have

A%h(anf) =

)

h
D(m+1) =mI'(m), andthen T(m+h)=[](m+h—kT(m). (D.8)
k=1

Similarly, we have y(m + 1, z) = m~y(m,x) — 2™e~*, and then

>

h
y(m+ h,x) = Herh k)y(m,x) Z (m 4+ h —t)zmTh=keme,

k=
this recurrence formulas can also be found in Sections 6.3 and 6.5 in Abramowitz and Stegun (1970). It
follows that

1 Zk 1 H (f/2+h*t)(l‘/2) +h7k6797/2 h (.I'/2 Jrhfk _1/2
Sl e T (F/2+ 7= 1) < T(F/2) 3y

Therefore (B.24) is proved.
We next prove (B.25) in Lemma B.2.2 based on (B.24) by discussing h € {1,2, 3,4}, respectively.
(1). We first consider h = 1. Under this case,

(2/2)! 2+

D.9)
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By (D.2), as f — oo, I'(f/2) = (f/2)/271/2e=1/2\/27{1 + O(f~')}. Moreover, by T'(f/2+ 1) =
T(f/2)f/2, we have

1 (z/2)!/2=/2 = ) (”f)f/z exp { foz, O(f‘l)}

I(f/2+1) VT \f 2
1 f—-z f x—f _
\/f?exp{ 5 +210g(1+f>+0(f 1)}

When z = X?(a), we have © = f + v/2f{zo + O(f~'/?)} by (B.6). Then by Taylor’s series,

1 (x — f)? —1/ 1 25 -1/
A%(me) = \/Frexp {_4f + O(f ! 2)} = ﬁexp (—2> {1 +O(f ! 2)}
(2). When b = 2, by (B.24), (D.8), and x = f + v/2f {2 + O(f~1/?)}, we have
z 2 zi _
A f) = = oy % A 1)+ ) =~ e (<5 ) (140 9)
(3). When h = 3, similarly by (B.24), (D.8), and z = f + /2f{za + O(f~1/?)}, we have
1 _ (%)2 1 1 _ _i « <_ZZ> —1/2

(4). When h = 4, similarly by (B.24), (D.8), and = = f + /2f{2a + O(f~/?)}, we have
(5)°
(F+3)(5+2)(F+1)

2
— - ow (-3 ) o

In summary, (B.25) is proved.

Aé(Fw’f):_ Aé(vaf)"i_Aé(Fwaf)

D.2.4.  Proof of Proposition B.1 (on Page 27) We prove Proposition B.1 based on the notation in
Section D.2.2 and Lemma B.2.2, which is proved in Section D.2.3 above. Particularly, we write the left
hand side of (B.21) as AY, (Fy, f) below. By (B.25), we know (B.21) holds forv = 1 and h € {1, 2, 3,4}.
We next prove (B.21) for v > 2 when h € {1,2, 3,4}, respectively.

(Part I) Proof for h = 1.  When v = 2, by (B.24), we have

2 _ 1 x £+1 —z/2 1 z % —z/2
A2(Facaf)_ F(%—l—?) (2> e +F(%+1) (2> € :
Then we can write A3(F,, f) = A1(f)Q1(f), where we define
Qi(f) = Ay(Fo, f), and  Ai(f) =2/(f +2) - 1. (D.10)

Note that Q1 (f) = O(f~*/2) by (B.25), and A;(f) = O(f~'/?) by (B.6) when z = x7(cv). Therefore,
(B.21) holds for h = 1 and v = 2.

We next prove (B.21) for h =1 and v > 2 by the mathematical induction. Assume that there exists
some constant C' such that uniformly for integers 1 < k < v — 1,

A5(Fy, f) = O(KIC* f=4/%),
that is, uniformly for integers 1 < k < v — 1,

AN (Qu, f) = O(KICk f=+/2). (D.11)
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We next prove AY(F, f) = O(v!C? f~¥/2). By the definition of Q;(f) and A (f), we have

Ag(Fa:a f) = Agil(lef) = Agiz(AlQla f)
By Lemma D.2.1,

v—2

ATHAQL ) =) (vw2)A§”(A1,f)A5_2_“’(Q1,f +2w). (D.12)

w=0
To evaluate (D.12), by (D.11), for 0 < w < v — 2, we have
AYTPY(Qr, f 4 2w) = O{ (v —w — 1)ICv vt prlvmw /2
In addition, to evaluate AY (A1, f) in (D.12), we use the following Lemma D.2.4.
LEMMA D.2.4. When x = X?(a) and f — oo, Ai(f) = V22 f V{1 +O(f~1)}, and for any in-
teger w > 1,

1
AY(Ay, f) =2 x (—1)" 2%l —
#(An f) =2 (-1)"2% WEL(f + 2k)

Thus there exists a constant C' such that (D.13) is of the order of O(w!C" f~%) as f — oo uniformly for
w > 1.

Proof. Please see Section D.2.6 on Page 67. (]

(D.13)

By Lemma D.2.4, (D.12) gives that as f — oo,

AS2(A41Qu, f) o
= O(f_l/Q) X O{(’U _ 1)!01)—1f—(1)—1)/2}

v—2
i Z (’U ; 2>O(w'wa_w) % O{(’U o — 1)!Cv—w—1f—(v—w—l)/2}
w=1

v—2
= (0 - DIC"O(F ) + 3 (0 =) (v —w — 1)C IO D2 x po2)
w=1

= O(vICV f7V/?),

where in the last equation, we use v — w — 1 < v — 1 and O{f~(*=1/2} = O(1) when w > 1. We note
that there exists a constant C' such that the last equation in (D.14) holds uniformly for v > 1. In summary,
we obtain (B.21) for h = 1.

(Part II) Proof for h = 2. By (B.24), (D.9) and (D.10),

AL(Fy, f) = Qa(f) + @u1(f), (D.15)
where we define
1 o\ 51
e S —x/2
Q=) = (L +2) (2) e

Then by (D.15) and Lemma D.2.2, we have
AL (Fu, f) = AFTHQ2, f) + ATTH(Q1 )
Therefore, to prove (B.21) for h = 2, it suffices to prove
AN Q) = 0@ 2,
AN Q2. f) = O(ICY f702). (D.16)
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As Q1(f) = Q2(f — 2), it suffices to prove (D.16), and we next use the mathematical induction. Note
that (D.16) holds for v = 1 since A}(Q2, f) = Q2(f) = O(f~'/2) by the proof of (B.25). In addition,
for v = 2, we have

AL(Q2, f) = Q2(f +4) — Qa2(f) = A2(f)Q2(f), (D.17)
where
_ (5)? B
A= Ty

Note that Q2(f) = O(f~'/2), and when z = x% (), we have Az(f) = O(f~*/2) by (B.6). Therefore,
AY(Q2, f) = O(f71Y), ie., (D.16) holds for v = 2. For v > 3, we next use the mathematical induction,
where we assume for integers 0 < w < v — 2,

AY(Qa, f) = O{(w + 1)lCw ! w2y (D.18)
and prove (D.16). By (D.17), AY 1 (Qa, f) = AY"2(A2Q2, f). Then by Lemma D.2.1,

v—2

AT 20202 ) = 3 (7 ) AT DAY (@2 + ), (D.19)

w=0
We next prove (D.16) by (D.18), (D.19) and the following Lemma D.2.5.

LEMMA D.2.5. When © = x}(a), Aa(f) = 2V 220 fY2{1 + O(f~1/2)}. Moreover, there exists a
constant C' such that uniformly for any integer w > 1,

AZ’(AQ,f)O{(erl)!C“’ ﬁ(f+2t)1}. (D.20)

t=1
Proof. Please see Section D.2.7 on Page 67. g

By Lemma D.2.5 and (D.18), we have

(D.19) =0O(f~ 1/2 XO{ NCUt o v—1)/2}
+ Z <vw >O{(w +1)lcv H(f +2t) Mo —1- w)gc(v1w)fv12w}
w=1 t=1
v—2 wil
=0{(v-11C" 1 f7 5+ Y O{(w-2)(w -1 —w)C" " f~ }F}W' (D.21)
w=1 + 1

To evaluate (D.21), we note that when w=1 and 2, (w-+1)f+D/2{T] (f+2t)}7! =
O(f(l’w)/Q); when w > 3, as f — oo,

[T, (f +2¢) 2w fed

uniformly over w >3. Moreover, by > . 1(1) —2)(v—1—w) <wvl, we obtain (D.19)=
O(w!Cv f=v/2).

=0(1)

(Part III) Proof for h = 3. By (B.24),
A§(Fa, f) = Qs(f) + Q2(f) + Qu(f), (D.22)

where we define

_ L (Y
Qs(f) = F(5+3)(2) e,
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Then by (D.22) and Lemma D.2.2,
AG(Fu, ) = Ag7H(Qs, f) + Ag™HQ2, ) + AgTHQ1, f).
Since Q2(f) = Qs(f —2) and Q1(f) = Qs(f — 4), it suffices to prove
AL (Qs, f) = O f7V2). (D.23)

We next prove (D.23) by the mathematical induction. Note that (D.23) holds for v =1 since
A(Qs, f) = Q3(f) = O(f~1/2) by the proof of (B.25) in Section D.2.3. In addition, for v = 2,

A§(Qs, f) = Qs(f +6) — Qs(f) = As(f)Qs(f), (D.24)
where
3
X
A3(f)=kl;[1143,k(f)—17 Az p(f) = TraT ok

Note that A3(f) = O(f~'/2) when z = x} () by (B.6). Moreover, as Qs(f) = O(f /%), A{(Qs, f) =
o(f ’1), i.e., (D.23) holds for v = 2. For v > 3, we next use the mathematical induction, where we assume
for integers 0 < w < v — 2,

AY(Qs, f) = O{(w + 1)ICwH! fwr/2y (D.25)
and prove (D.23). By (D.24), AY 1 (Qs, f) = AL~ %(A3Qs, f). Then by Lemma D.2.1,

v—2

87 24a@a ) = Y (7 %) Ak (e )AL (@a s + 6, 020

w=0
We next prove (D.26) by (D.25) and the following Lemma D.2.6.

LEMMA D.2.6. When z = Xfc(a), As3(f) = 3220 fY2{1 + O(f~/?)}. Moreover, there exists a
constant C' such that uniformly for any integer w > 1,

A¥(As, f) = O{(w +2)10v H(f + 2t)_1}.

t=1
Proof. Please see Section D.2.8 on Page 68. (]
Then by (D.25) and Lemma D.2.6,
(D26) = O(f7'/%) x O{ (v — 1)lCv=t f=(v=/2}
v—2 w
v—2
NICw 2% -1/, 1— ! v—1—w p—(v—1—w)/2
+Z< " >O{(w+ new I +260 " (w w)IC f

w=1 t=1

— w A+ 2)(w 4 1) fD/2
=0{(w-1)Ccv 12 4 ZO{(U—l)!C”f*vﬂ}( +?{>§) (ﬂ}llJ;t)*

Note that when w < 4, (w + 2)(w + 1) f@FD/2 [T (f +2t) 71 = O{f1~*)/2}; when w > 5,

(w+2)(w+DFH2 (w+2)(w+1)
[L2 (f +2¢) - w(w—1)
as f — oo uniformly over w > 5. It follows that (D.26) = O(v!C" f~?) and thus (D.23) is proved.

fETIE = 0)

(Part IV) Proof for h = 4. By (B.24),
A(Fe, ) = Qu(f) + Qs(f) + Qa2(f) + Qu(f), (D.27)
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where we define

1 z\ 543
e e —x/2
Qu(f) = p(§+4)(2) ©

Then by (D.27) and Lemma D.2.1,
AR (Fo, f) = AgTHQu f) + A1 (@5, ) + A5THQ2, f) + A7 Q1 )
Since Q3(f) = Qa(f —2), Q2(f) = Qa(f —4), and Q1(f) = Qa(f — 6), it suffices to prove
AT (Qa ) = O@ICT£772), (D.28)

We next prove (D.28) by the mathematical induction. Note that (D.28) holds for v =1 since
AY(Qu, f) = Qa(f) = O(f~1/?) by the proof of (B.25) in Section D.2.3. In addition, for v = 2, we
have

A§(Qu, ) = Qu(f +8) — Qu(f) = As(/)Qua(f), (D.29)
where
4
Af) = [T AwH) -1, Ailf) = .
* ,El e Lk Fr6+2k

Note that As(f) = O(f~1/2) as @ = f + vZF{za + O(f~/2)}. Moreover, as Qu(f) = O(fV/2),
AL(Q4, f) = O(f71), ie., (D.28) holds for v = 2. For v > 3, we next use the mathematical induction,
where we assume for integers 0 < w < v — 2,

A¥(Qu, f) = O{(w + 1)lCwHt p=(wth)/2), (D.30)

and prove (D.28). By (D.29), AY ™ (Q4, f) = Ay %(A4Q4, f). Then by Lemma D.2.1,

v—2

AL (AsQa )= <v ; 2) AY(Ag, /)AL (Qu, f + 8w). (D.31)

w=0

We next prove (D.31) by (D.30), (D.31) and the following Lemma D.2.7.

LEMMA D.2.7. When © = Xfc(a), Ay(f) = 4V 22o f72{1 + O(f~'/2)}. Moreover, there exists a
constant C such that as [ — oo,

AY(Ag, f) = O{(w +3)lcv H(f + 2t)1}

t=1
holds uniformly for any integer w > 1

Proof. Please see Section D.2.9 on Page 68. 0

Then by (D.30) and Lemma D.2.7,
(D31) = O(f~1?) x O{ (v — 1)1Vt p=v=1/2)

w

v—2
2 (U;2>O{<w+3>!0“’H<f+2t>-1<v —1-w)lorTiT i
w=1

t=1

—

v—2 w41

=O0{(w—-1IC* P+ > O{(w—1)Cr R (w + 3)(1%:(2;(];02;1)f g

w=1
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Note that when w < 6, (w + 3)(w + 2)(w + 1) f@FV/2TT (f +2t)~! = O{f1~%)/2}; when w >
7,as f — oo,
(w+3)(w+2)(w+ D2 (w+3)(w+2)(w+1)
L2, (f +2t) T ww—1)(w-2)
holds uniformly over w > 7. It follows that (D.31) = O(v!C” f~?) and thus (D.28) is proved.

FI2 = o(1)

D.2.5. Proof of Proposition B.2 (on Page 27)  Similar to the proof of Proposition B.1 in Section
D.2.5, we prove Proposition B.2 using the notation in Section D.2.2 and Lemma B.2.2. We next discuss
(h1,he) = (1,2) and (h1, he) = (2, 3) in (Part I) and (Part II) below, respectively.

(Part I) Proof for hy = 1 and ho = 2. Based on the notation in Section D.2.2, it is equivalent to prove
that there exists some constant C' such that when x = Xfc(a), as f — oo,

APAY(Fy, f) = OfwyluglCvrtoz f=(vitva)/21 (D.32)

uniformly for integers vy, ve > 1.
When v; = 0 or v = 0, (D.32) holds by Proposition B.1. When v; = v = 1, by (D.9), we have

1 f+2 1 i
BN = g (5) T gy (3) T = DAk,
2 2
where
22

As Dy 4(f) = O(f~'/?) and AL(F,, f) = O(f~'/?), (D.32) holds for v; = vy = 1. We next prove
(D.32) by the mathematical induction. Particularly, we assume for integers s; < v; and s < vg,

APAS(Fy, f) = OfsilsplCorFe2 frlontsa) /2, (D.34)
and prove that (D.34) also holds for (s1,s2) = (v1+1,v3) and (sg,s$2) = (v1,v2 + 1), ie.,
AP ASTYF,, f) and AP AL (F,, f), respectively.

Step I1. AP AYH(F,, f).  Recall that we define Q;(f) = A (F,, f). It follows that (D.34) gives that
for integers s; < vy — 1 and s < v
APAT(Q1, f) = O{(s1 + 1)lsplCorteatl pr(siteatl)/2, (D.35)

It is then equivalent to prove that (D.35) holds for (s1,s2) = (v1,v2), i.e., APAS(Qq, f). By
AY(Q1, f) = A1(f)Q1(f), (see the definitions in (D.10)), and Lemmas D.2.1 and D.2.2,

APA (@, f)

v;—1 .
> (Mo )ar{ar e nay Qs + )

w1=0

v1—1 U2
-1
(“1 ) > (f)Arm;’l(Al,f)Azwms“1”1<Q1,f + 2w +4un).  (D36)
2

wa =0

(]

To evaluate (D.36), we use the following Lemma D.2.8.

LEMMA D.2.8. Fortwo integers wi and ws satisfying wy + wo > 1, there exists some constant C' such
that as f — oo,

w1 +wa2
w2 A W1 w1 +ws 1
APPAY(Ar f) = (w1 + w2)!0 (C + kl;[l f—i—2k>
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uniformly over wy + wg > 1.

Proof. Please see Section D.2.10 on Page 69. O

By Lemma D.2.8 and the assumption (D.35), we have

v1—1 Vo w1 tws2
_ vy —1 Vo | 1 o1 +vat1
(D.36) = > ( o ) > <w2>(w1—|—w2).0< k]l f+2k>c

w1 =0 w2 =0

X (’UQ — wg)!(vl — wl)'O{(f + 2’LU1 + 4w2)—(v1—w1+v2—w2)/2}

v1—1 V2
= > (v1 = Doy —wy) Y wplCUHUHIOff (a2
w1:0 ’w2:O

| witws

(w1 + w2)! H flwrtwat1)/2
wl‘wg f + 2]€ ’

We next use the following Lemma D.2.9.

LEMMA D.2.9. For integers w1, ws, and f,

w1 tws2 1

(w1 +U}2) H
f+2k

(w1+wa+1)/2 —0{2- (w1+wz—1)/2
w1 lws! x f { }

Proof. Please see Section D.2.11 on Page 70. O

It follows that by Lemma D.2.9,

1)171
— _ vi+va+1 —(v14va+1)/2
(D.36) = Zo(vl 1)!(vg — wy) ZOUQ Dy Ut O (et /2
w1 = w2
_ O{,Ul!,02!01)1—&-112-&-1]0—(111+'U2+1)/2}7 (D37)

which is  O{(vy + 1)lwp!lCvitvetl f=(itvat)/21 a5 4 <) +1. Therefore, we obtain
AZAL(Q1, f) = O (v1 + DlwglCuroatl p=(rtv2+1)/2),
Step 1.2. AT ALY (F,, f). By (D.15),

APTIAG (Fy, f) = Ay APTHF,, f) = A AP (Q2, f) + AP Ay T (Fy, f).

By (D.37), we have AZALTH(E,, f) = Ofv; luglC¥1+v2+1 f=(01+v2+1)/2)  Therefore, it remains to
prove AY A% (Qo, f) = O{v1!(vy + 1)ICvrHv2+1 f=(vitv2+1)/2) By (D.17) and Lemma D.2.1,

Ay AP Q2. f)
vo—1 .
Agl{ 2 <02w2 1>A5”2<Az,f>Azz‘1‘w2<Qz,f+4w2>}

w2 =0

vo—1 v1
-1
= (w ) > (m)AE”%?(AQ,f)Asl—wlAzrl—w%Qz,f+4w2+2w1>. (D.38)
w wl

w
wa—=0 2 1=0

To evaluate (D.38) through the mathematical induction, by (D.15) and (D.34), we can assume that or
integers s1 < v1 and so < vy — 1,

A AP (Qa, f) = O{s1!(sg + 1)IC= o241 f(ortoati)/2), (D.39)

In addition, we use the following Lemma D.2.10.
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LEMMA D.2.10. For two integers wy and wq satisfying wi + wq > 1,

wi1+w2
1
wa A W1 _ w1 +wa+1
TAVRRAY: (A2af)—(w1+w2+1)!0<0 ]};[1 f—|—2k>'

Proof. Please see Section D.2.12 on Page 71. (]

Combining (D.39) and Lemma D.2.10, we obtain A A% (Qq, ) = OfvyluplCvitve+l f—(vitvat+1)/2y
similarly to (D.37) in Step L1. As vy < va + 1, we have AS'AL?(Qo, f) = O{v1!(vg + 1)ICV1FTv2FL x

f*(’U1+’U2+1)/2}.
(Part Il) Proof for hy = 2 and ho = 3.  In this part, we prove
AZ AL (Fy, ) = O{wyluplOvrtyz f=(vite2)/2y (D.40)

as f — oo and uniformly for integers vy, v > 1.
When v; = 0 or v3 = 0, (D.40) holds by Proposition B.1. When v; = vy = 1, note that A}(Fy, f) =
Q1(f) + Q2(f) by (D.15). Then we have ALAL(F,, f) = AYQ1, f) + A (Q2, f). Particularly,

.%'3

A§(Q1, f) = Dag(f)Q(f), Dag(f) = AL — 1 (D.41)
LES

Aé(@%f) :D476(f)Q2(f)7 D4,6(f) = (f+8)(f+6>(f+4) -1

By the proof of (B.25), Q1 (f) = O(f~'/?) and Q2(f) = O(f~'/?). Inaddition, for - = x} (), by (B.6),
Das(f) = O(f'/?) and Dyg(f) = O(f~1/?). Therefore, (D.40) holds for v; = 1 and vy = 1. When
vy > lorwvg > 1, by (D.195),

AGAD (Fo, £) = A AP H(Q1, f) + Ag AT TH(Q2, f)-
It suffices to prove
AZAYTHQu, ) = OfwiluplOvrtv: f=(vitva)/2y (D.42)
APAYTHQo, f) = OfuyluplCvrtez p(vdv) /23, (D.43)
We next prove (D.42) and (D.43) by the mathematical induction, respectively.

First, to prove (D.42), we apply the mathematical induction considering increasing vy and vy in the
following Step II.1 and Step 11.2, respectively.

Step I1.1.  We assume for 0 < 51 <wv; —2and 0 < s9 < o,
AFAT(Q1, f) = Of(s1 + 1)lsplOorteett pm(sarsat /2y (D.44)

and then prove (D.42). Note that A} (Q1, f) = Da4(f)Q1(f), where Do 4(f) is defined in (D.33). Then
by the Leibniz rule in Lemma D.2.1,

AGAPTHQ1, )
= AP AL *(DaaQn, f)
V2 ’1)172
-2
=3y (”1k ) <22>A§2A§1(D274, £) x ATRADT2R(Q f 4+ Ay + 6ky).  (D.45)
J2—0 k1—0 1 2

To evaluate (D.45), we use the following Lemma D.2.11.
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LEMMA D.2.11. For integers k1 + ko > 1, there exists some constant C' such that

k1+k2
1
k:g k}l _ k1+k2
ARAMY (D4, f) = (k1 + k2 +1)10 <0 t];[l f+2t> ,

as f — oo and uniformly over ki + ko > 1.
Proof. Please see Section D.2.13 on Page 72. 0

Then applying similar analysis to that of (D.36) and (D.37) in Part I above, we obtain (D.42) by the
assumption (D.44) and Lemma D.2.11.

Step I1.2.  We assume for 0 < 57 <v; —1and 0 < s9 < vy — 1, (D.44) holds, and then prove (D.42).
By (D.41) and the Leibniz rule in Lemma D.2.1,

AFAPHQ, f) (D.46)
= A?*AZ?”(DQ,ﬁQl,f}

vi—1lwva—1
vy —1 vy —1 : va—1—ka Av1i—1—k1
=> > ( 1l<:1 )( 2/€2 )Angil(Dz,&f) X Ag R APTIR(Qy f 4 4k + Gky).

]i)l =0 k?g =0
Similarly to the analysis of (D.45), we use the following Lemma D.2.12 to evaluate (D.46).
LEMMA D.2.12. For integers k1 + ko > 1, there exists a constant C' such that

k1+ko
1
k:g kl _ k1+k2
ARARY (Do, ) = (k1 + ka2 +2)10 <o t];[l = 2t> ,

as f — oo and uniformly over ki + ko > 1.
Proof. Please see Section D.2.14 on Page 72. 0

Since we assume (D.44) holds for 0 < s; <v; —1and 0 < s < vy — 1, then by Lemma D.2.12,

vi—1lwvg—1 _1 _1
(D46)= Y Y (“1k1 ) (“2k2 >(kz1 + ko +2)(vg — 1 — ko) (v — kq)!

k1=0 k2=0
k1+ka 1
vtz *(01+U2)/20 —(k1+ka+1)/2
. f f t[[l f+2t
V2 ’L)l—l
= ot ) 2 ey — DY D (01— k)
ko=0k1=0
k1+k
« (k1 + ko +2)!O fitha+1)/2 11_[2 1 .
kq'ko! pabi f+2t

We next use the following Lemma D.2.13 to evaluate (D.46).

LEMMA D.2.13. Forintegers k1 + ko > 1, as f — oo,

kqko! f+2t
Proof. Please see Section D.2.15 on Page 72. g

k1+k
(k1 + ko + 2)!() {f(k1+k2+1)/2 11—[2 1 } _ 0{27(;@1%271)/2}'
t=1

Then by Lemma D.2.13, we obtain AP2AY Q1 f) = Of{v;lwlCvitvz f=(v1t+v2)/2Y gimilarly to
(D.37). In summary, combining Step II.1 and Step I1.2, we finish the proof of (D.42).
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Second, to prove (D.43), we can use the mathematical induction similarly to the proof of (D.42). The
analysis would be very similar and the details are thus skipped.

D.2.6. Proof of Lemma D.2.4 (on Page 59) When x = x?(a), by (B.6), we have z = f + /2f{zo +
O(f~/?)}, and then A;(f) = v2zof~Y?{1 4+ O(f~1)}. We next prove (D.13) by the mathematical
induction. For w = 1, we compute

1
(f+2)(f +4)

Therefore (D.13) holds when w = 1. We next assume (D.13) holds, and prove the conclusion holds for
AYTH(Ay, f). Particularly,

AMAL ) =A(f+2) = Ai(f) = -z x 2 %

AP (Ar f) = x (<1)"2"u! { “’“(if Tom) “’“& +2%) }
— X (_1)w+12w+1(w + 1)'w+2(‘1f—‘r2k)

In summary, Lemma D.2.4 is proved.

D.2.7. Proof of Lemma D.2.5 (on Page 60) When x = X?« (), by (B.6), we have x = f + /2f{z0 +

O(f~'/2)},and then Ay(f) = 2v224.f~V/2{1 + O(f~1)}. We next prove (D.20). Note that we can write
As(f) = A21(f)A2.2(f) — 1, where we define

X x
A = — d A = )
2,1(f) 4 an 2,2(f) 16
By Lemmas D.2.1 and D.2.2, when w > 1,
AP (Aa. f) = A (Ag g, f) = 3 ( )A4 (a1, )AL (A2, f + 48). (D.47)

k=0
To prove (D.47) = O(w!C™ f =), we next evaluate A§(As 1, f) and AY " (Ag 0, f + 4k).

In particular, we prove that

Ak(Ayq, f) = (—1)*4%klz x __ (D.48)

by the mathematical induction. When k£ = 1,
rx oz x (-4
f+8 f+4 (f+4)(f+8)

Thus (D.48) holds for £ = 1. We next assume (D.48) holds and prove the conclusion for Ai“ (A2.1, f).
Specifically,

A};(Am»f) =

1 1
AT (Agy, f) = (1) 4 Rl
P P2 At TN+ 40
1
= (=D e D).
R+ 4t
In summary, (D.48) is proved. Moreover, as As o(f) = A2 1(f + 2), we have

1

Af(Azp, f) = Aj (Ao, f+2) = (1) 4"kl Mlf+2+4t)
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It follows that AY~"(Asy, f+4k) = (1)~ F4**(w — k) {[[}F5  (f + 2+ 4t)} ', Then by
(D.47), there exists a constant C' such that

2L (w (—4)k!N(w — k)!a? - z?
) (k> e w1 < wlC wT2

AY(Ag 1 Ao, f)] = T2 (F +20)
[ (e o ) k=0 fA4) [limpya (f + 2+ 4) im0 ey (f +20)

Asz = Xfc(a) = O(f), we obtain that (D.20) holds as f — oo and uniformly for any integer w > 1.

D.2.8. Proof of Lemma D.2.6 (on Page 61) When x = X%(a), by (B.6), we have x = f + /2 f{zo +
O(f~Y/?)}, and then A3(f) = 3v2zf ~/2{1 + O(f~'/?)}. We next consider AY (A3, f) for w > 1.
As As(f) = TTi—y Asa(f) — 1.

w w - e
6 (As, f) Z Z < >(k1>A§2(A3,1,f)A’51 "2(As2, [ + 6ka) AY " (As 3, f + 6k1).
=0 ks=0

Similarly to the proofs of Lemma D.2.4 in Section D.2.6, for A3 ;(f), ! € {1, 2,3}, we can obtain that for
any integer w > land ! € {1, 2,3}

1

AF (Azy, f) = (—6) wlz x T (f+4+20+6t)

It follows that

A¥(As, f) f: Z (’“1) (kl) —6)Wka! (k1 — ka2)!(w — k1)!

k1=0k2=0

ko1 k41 w1 -1
xm3{H(f+6t) IT F+6t+2) ] (f+6t+4)} .

t=1 t=ko+1 t=ki1+1

As (kz)( Vel (ky — ko)l (w — k1)l = w!, Y207 Zkz _o1 < (w+1)% and z = x}(a) = O(f), there
exists a constant C' such that as f — oo and uniformly over w > 1,

AY(Ag, f) = O{(w +2)c ]+ 2t)_1}.

t=1

D.2.9. Proof of Lemma D.2.7 (on Page 62) When x = X?(a), by (B.6), we have x = f 4+ /2f{zo +
O(f~/?)}, and then A4(f) = 4v2z4f /{1 4+ O(f~'/?)}. We next prove the conclusion for w > 1.
As Ag(f) = Tlimy Aaa(f) = 1,

A= 3 S Z( () () A% a1 x A5 (g £+ 8ha)

k?l OkJQ Okg 0
X ABTR (A 5 f 4 8Ko) x AYTRU( Ay, f 4 8k1).

Similarly to the proof of Lemma D.2.4 in Section D.2.6, for A4 ;(f), ! € {1,2,3,4}, we can obtain that
for any integer w > 1,

1
T o(f+6+20+8t)

AY(Agy, f) = (=8)"w!lx x
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It follows that

YAy, f) Zw: ) i (k1>( )<k2>(—8)wk3!(k2—k3)!(k1 ko) (w — k).

k1=0 k=0 k3=0

ks+1 ko+1 ki1+1 w+1 —1
xx4{ [T+8) I F+s8t+2) [] (f+8t+4)H(f+8t+6)} .
t=1 t=ks+1 t=ko+1 k141

gsf(;:i)(:;)(:i)k‘g'(kg—]Cg)'(]ﬁ kQ) (w /4}1) w!, Ekl OZkg OZkg O (w—!—l) and x =
t

, there exists a constant C' such that

AY(Ay, f) = O{(w +3)10m ﬁ(f + 2t)1}.

t=1

D.2.10. Proof of Lemma D.2.8 (on Page 63) By the proof of Lemma D.2.4, we have

wi+1
AYY(Ar, f) = (1) 2 wile T Avs(f)
s=1
where Ay s(f) = 1/(f + 2s). It follows that
wi+1
AP{AY (A, )} = 2(=2)" wy |AY { H Ay (f } (D.49)

To prove Lemma D.2.8, by x = X%(a) = O(f) and (D.49), it suffices to prove

A¥2 wﬁlA Sy = (i +wa)l ) ] s wlﬁ+1(f +25)7! D.50
4 1,s - wl! 5) . ( . )
s=1 s=1

We next prove (D.50) by the mathematical induction. Consider w; = O first. Similarly to the proof of
Lemma D.2.4, for each integer 1 < s < w; + 1, we have

AL (Ars, f) = wa!(=4)"2 T] (f + 25 + 4k). (D.51)

k=0

Thus (D.50) holds for wy = 0. We then assume for integers 1 < [ < wy,

k=1

l wo—+1
All”g{ II Al,s(f)} = WO{ II+ 2k)‘1} : (D.52)

and prove (D.50). By the Leibniz rule in Lemma D.2.1,

wi+1 w2 w1
Aé‘f’"{ 11 Al,s<f>} =2 (:22)&? { 11 A1,51(f)} AR (Ay i1, f+4ks). (D.53)
s=1

ko=0 s1=1
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Then by (D.51) and (D.52), we obtain

2 Wo (kg + wyp — 1)' k Witk 1
D.53) = s L O owithke
(D.53) k;0<k2> (wy —1)! 1_:[1 425

wa—ka

1
_ | w2—k2
x o{(wg k2)!C Sl_:[o [+ 4ky +2(wy +1) +482}

w2 k2 +wy — 1 w1 +wz+1 1
— (witwsz |
¢ Zw2.< ko )O< };[1 f+2s/]

ko=0

By the hockey-stick identity, Y-, (kﬁ,:;l*l) = ("**,%2). Therefore, (D.50) is proved and then (D.49)
follows.

D.2.11. Proof of Lemma D.2.9 (on Page 64) We next prove Lemma D.2.9 by discussing the cases
when w; + wo is odd and even, respectively.
(1) When wq 4 ws is odd, (w; + wy + 1)/2 is an integer, and then

w1 +ws 1 w1 +wsa 1
(w14w2+1)/2 I
(w1 + wo)! H f+2k><f 1Tz < (wq + w2)! H T
k=1 k=(wi+ws+1)/2+1
(w1+w2+1)/2
S 2—(w1+w2—1)/2 H k
k=1

To prove Lemma D.2.9, it now suffices to prove that there exists a constant C' such that

1 (w1+w2+1)/2
—_— k<C. D.54
w1 !ws! l:cl;[l - ( )

To prove (D.54), we use the following Lemma D.2.14.

LEMMA D.2.14 (FACTORIAL BOUND). For any integer w > 1,

w w+1
(E) e<w!<(w+1) e.
e e

Proof. This is a known bound on factorial in literature, and is obtained by f 1“} Inzdzr < 27;:1 Inz <
Jo n(z + 1)da . O

Assume without loss of generality that ws > w;, and then by Lemma D.2.14,

1 (w14w2+1)/2

wlle! H k

k=1

1 (e)“’l <6>“’2 <w1+wﬁ3)(”l+w2+3)/2

~ e \w; W2 2e

1@ witwn 3\ e wrw +3) T g w43\ (D.55)
=- w1t %0 w% % 2e . .

As wy + we + 3 < 4wo, there exists a constant C' such that

2 w1 2 (’LUQ*’LUl)/Q
(D.55) < C <w€1> (UZ) (w1 + wy +3)%2.
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When w2 — W1 > 3,
(D.55) < C (26) <2€> a2 {26(w1 +wy +3) }3/2 ,
w1 w2 wa
which is bounded. When 0 < wy — wy < 2,

2e\ ™!
(D.55) < C (we) (2w + 5)%/2,
1

which is also bounded. In summary, (D.55) is bounded.
(2) When w1 + wy is even, similarly, we have

w1 +wsa 1 (w1+w2)/2+1

(wr +w)! [[ x fotest )2 cg-tmredzt ]k
k=1 f+2k k=1

To prove Lemma D.2.9, it now suffices to prove that there exists a constant C' such that

1 (w1+wsz)/2+1
_— k<C.
w1 lws! H -

k=1

Similar analysis can be applied and the conclusions follow.

D.2.12.  Proof of Lemma D.2.10 (on Page 65) When w; =0, we know Lemma D.2.10 holds
by Lemma D.2.5. Recall that we write Aa(f) = Aa1(f)A2.2(f) —1 in Section D.2.7. Thus when
wi + wz > 1,
AYTAT?(Az, f) = AT AY? (A21 42,2, ).
By the Leibniz rule in Lemma D.2.1,
ASTAY? (A2 Az, f)

wy, w2

Z Z ( >( )AklAkQ(Az l’f)Agjl_klAZ)2_k2(A2’27f+2k1 +4/€2). (D.56)

k1=0 k=0

Following the proof of Lemma D.2.8, we have when ky + ko > 1,

k1+k2
1
AFAR (A = ! itk T
5 A% (A2, f) (k1+k‘2)0<0 5= )

and when wy +wgy — k1 — ko > 1,

w1 +ws
1
AP TRAYTR (g o, f + 2k + dko) = (w1 + wa — ki — k2)!0 <0w1+wz—kl—k2 11 ) :

s=ki+ko+1 f +2s
Therefore,
I =2 k1 + ko w1 +we — k1 — ko witw 1
D.56) = wq!ws! O | cwitws .
(036 = it kZOkZO( ky >( —h ) < 1_[1 f+25)
1 2 =

By the ChuVandermonde identity,

Zli(k1+k2)<w1+w2—/€1—/€2>_wgfwi< )(w1+w2—m>
k1=0 ka=0 w1 — ky m=0 s1=0 Wi =51

wy + W
:(w1+w2—|—1)< ! 2).

w1



72 HE ET AL.

Then Ay AY* (A, f) = (w1 + wg + 1)1O{CW1+w2 [ TY2(f + 25) 71},

D.2.13.  Proof of Lemma D.2.11 (on Page 65) By the definition of Dy 4(f), when ky + ko > 1,
APAL (Do, f) = 2 AP AL (A1 A s, f),

where recall that we define A; ; = 1/(f + 2t) for integers ¢. By the Leibniz rule in Lemma D.2.1,

ko k1
k k S S —S —S
ARA (A A, =) > (;) (52>A62A41 (Av1, F)AGT AP T (Ao, f +4s1 + Oks)

82:0 3120 1

Following the proof of Lemma D.2.8 in Section D.2.10, we similarly have

s1+s2+1
1
S2 A S1 _ Ss1+s2
AZAT (A1, f) = (51 + 52)10 <C’ klzll Fn 2/€>'

Then following the proof of Lemma D.2.10 in Section D.2.12, we obtain Lemma D.2.11. The analysis
will be very similar and thus the details are skipped.

D.2.14.  Proof of Lemma D.2.12 (on Page 66)  Note that we can write Dy ¢(f) = 23 Hi:l A k(f) —
1. By the Leibniz rule in Lemma D.2.1,

k2 1 k kit k ‘
Al i) = X X (D) (1) 30 () (0))« < Ak ap s

51=0s52=0 t1=012=0
X Ail—tzA?—Sz (A372, f —+ 682 —+ 4t2)AZl_tlA§2_sl (A373, f + 681 -+ 4t1)

Following the proof of Lemma D.2.8 in Section D.2.10, we similarly have that for integers ¢t + s > 1, and

le{1,2,3),
1
f+2m )’

t+s+1
ALAG(Azy) = (t+5)10 <Ct+s 1T

m=1

By z = x}(a) = O(f),

AM AR (Do, ) = i i f: f: (2) (2) <];2> C;)(tg + 59)(t1 4 51 — to — 59)!

s1=059=0t1=01t2=0
k1+k2

1
X(k1+k2t181)><0< >
£1f+2m

Similarly to the proof of Lemma D.2.10 in Section D.2.12, by the ChuVandermonde identity, we obtain

ko k1
k ko —sp —t t
ABAE Dy, )= Y Zkl!/@!( hieT 1) <51+ 1>(81+t1+1)

S1=0 t1=0 1= 51 51
k1+k2 1
=(k1+ka+2)! xO ,
(k1 + ka2 +2) (};[1 f—|—2m>

where we use s1 + s2 + 1 < k1 + ko + 1 in the second equation.

D.2.15.  Proof of Lemma D.2.13 (on Page 66) We prove Lemma D.2.13 similarly to the proof of
Lemma D.2.9 in Section D.2.11 by discussing k1 + k2 is odd and even, respectively.
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(1) When ky + ko is odd, similarly to the analysis of (D.55), we assume without loss of generality that
ko > k1, and obtain

k1+ka

(k1 4+ ko + 2)! <—(k kot1)/2 1
olf 01 +ka+1)/ H
t=1

Je V! i
9—(ki+ka—1)/2 (by kot 1)/2
en Vg (ki+ke+2)(kr+k+1)  J[ (D.57)
o t=1
Note that
(k1 + ko +2) (k1 + k2 +1) (’“1+’€2+1>/zt
k1lks! 11
e? ki+ky+3 ki oy o2 ki + ko +3 (ka—Fk1)/2 r
= 2 .2 9, k k 3 5/2
< (k1k2 2e > (k% % > (k1 + ko +3)
ka (ke—k1—5)/2 5/2
2 2 2e(k + k
OO G

When ks — k1 > 5, we can see that (D.58) is bounded. When ko — k1 < 4, we have
(D.58) < C 2 =€ Fit ke +3 7
kq k1 ko

which suggests that (D.58) is bounded. In summary, we know (D.58) is bounded, and therefore (D.57) =
0{2—(k1+k2—1)/2}.

(2) When k1 + ko is even, similar analysis can be applied, and then Lemma D.2.13 is proved.

D.2.16. Proof of Lemma C.3.1 (on Page 41) We prove Lemma C.3.1 based on (C.31). In each testing
problem, we have |71 + v1,k|/|n€1k| = 0(1); see Sections C.3.1-C.3.6. Then under the conditions of
Lemma C.3.1, we can apply Lemma D.1.2 and obtain for 1 < k < K,

log T{né1 k(1 = 2it) + 71k + vk}

. 1 . )
= {Wfl,k(l —2it) + Tk + U1k — 2} log {n&1k(1 — 2it) } — n& k(1 — 2it) + log V2r

-1
(=) By (116 + v1k)

> i +1)

=1

{n§17k(1 — 2it)} : + O(|T17k + v17k|L+1/\77§1,k|L).

Applying similar expansion to log I'(né1 ;, + 71, + v1,k), We obtain
log T{n&1,k(1 = 2it) + 711 + v1k ) — logT(n€1k + Tk + vik)
1 ) ) . .
— (T]fl,k + T+ VLR — 2) log(1 — 2it) — 2itné; x log {77517;6(1 — 2zt)} + 2itné

-1
()" By (11 + v1k)

T D)

=1

{a=2i)7" =1} + OJrup + v sl ngaul ).
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Similarly, for 1 < j < K5, we have
log F{nfz’j(l — 2it) + 72, + Ugyj} — logl—‘(nfz,j + T2,j T U2’j>

1
= (7752,3‘ + 72,5 + Vg,j — 2) IOg(l — Qit) — Qitnfz)j lOg {’1762)](1 — 2it>} + 22'75’1752)]‘

H_1Bl-i-1(7—2 i+ v2,)
l Jr 1 7752 J)

M

{(1 —2it)~! - 1} + 0(|T2,j + va 4| * T Inéa,

L).

Then by the form of ¢(t) in (C.31), we calculate

(C.31) = 2itn }:&kbg&k }:&Jbg&g

Jj=1

K, Ko
+{ Z(&,k + Tk vk —1/2) — Z(éz,j + 7o, + V2 — 1/2)} log(1 — 2it)

k=1 j=1
Kl KZ
—2itn | > &iplogéip— Y &ojlogs | — 2itn(logn — 1) Zﬁl k— Zfz,y
k=1 Jj=1

|L+1

— |71k + U1k |7'2]+U2]L+1
(1 - 2it)~ —1}+0 ’ : : .
; { ( el Z EE

By the facts that 71 , = 1§y k. 72,; = 7§25, and ZkK:ll S ZJK:zl &2,5, Lemma C.3.1 is proved.

D.3. Lemmas for Theorems 2.3, A.3, & A.6
D.3.1. Proof of Lemma B.3.2 (on Page 29) By (B.30) on Page 28,

log(1 — ti) 4 log Fp{(l?pg(rlz)iig/;?m} n

where t = s/(no,,). We next examine log 1 (s) by the following Lemma D.3.1.

ntt 26 pn(l —ti
log 1 (s) = — 5= log %

pnti,

LEMMA D.3.1. Let {p = pp;n > 1} ,{m = mp;n > 1}, {tn;n > 1}, and {sp;n > 1} satisfy that (i)
pn — 00 and p, = o(n); (ii) there exists € € (0,1) such that ¢ < m,,/n < e, (iii) t = t, = O(ns/p);
(iv) s = 5, = o(min{(n/p)'/2, f1/6}). Then as n — oo,

Ty (5 + 1)

Ty (fmil)

Qt 1 2t2 2t3
m? m

p m

log

where

ﬁm,lz_{Qp—i—(m p—>log< p )}, Bm@z_{p+log(l— P )}7
m—1 m—1 p—

Proof. Please see Section D.3.2 on Page 75. 0
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By (B.7) and f = ©(p?), we know t = s/(no,,) = O(s/p). Thus we can apply Lemma D.3.1 and expand

Lp{(n—1)/2 —nti/2}  nByati  Bpan’t? nti
oy P ()

+0 < Zt) + (]13 + Z) O (p*t*) + O(p*t?).

We next use the following Lemma D.3.2 to evaluate (3, 5(—nti/2).
LEMMA D.3.2. When p=p, =00, p=o(n), and t=t,=0(s/p) with s=s,=
o(min{(n/p)"/?, f1/%}),

nti pnti n  pn(l —ti) . pti 5 i
=— log = + ——>log(1 —t¢ — +O(pt*+—).
Bn3< 2) Miog 24 P2 051 1) + 2204 0 (pr2 4

Proof. Please see Section D.3.3 on Page 76. (I

It follows that

— 1) +npB, 1 Mi ) oM 2t2 ,
log g (s) = — 2" g”ﬂ”’—ﬂf + it

2
n p n
Since 02 = B,2/2, i, = {p(n — 1) + nBy.1}/2, and t = s/(noy,),

wotr = ofE) () of),

where we use t = O(s/p). As logg(s) = —s?/2, (B.31) is proved.

D.3.2.  Proof of Lemma D.3.1 (on Page 74) By the property of the multivariate gamma function; see,
e.g., Theorem 2.1.12 in Muirhead (2009),
T, (7L 4t DT (Lt
p (73 i) Zlog & .Z).

log—2~2 "/ — (D.59)

Then by Lemma D.1.3 on Page 53,

log F(:(J*“ zp: [ ( J 4 m) log (2 + m) - (’”2_3) log (7"2_]) (D.60)

j=1
ti t+t2
i .+0{ , }
m—j (m —3) ]

as m — oo uniformly for all 1 < j < p. Note thatt/(m — j) = t/m + (t/m) x {j/(m — j)}, and then

Pt JotZ p?
) 10 <2) t. (D.61)
m—j m

=1

By (D.60) and (D.61), we obtain as m — oo,

P . . .
(D.59) — (m_J + m‘) log ( Iy tz) - (m_j> log (m_J)} (D.62)
;l 2 2 2 2

1)pti 2
_0W+M”+O(PJ+Jg
m m m

<.
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For 1 < 5 < p, define

m-—J m—j m—1 m—1
gj<z):<2j+2>10g(2j+2>—(2+z>10g<2+z>,

where the real part of z > —(m — p)/2. It follows that the “Z?:f’ term in the first row of (D.62) is equal

to
L_l—&—ti lo L_l—i—ti —m_llo m
p 2 8\ 7 %%

To evaluate (D.63), we use the following Lemma D.3.3.

> 1} +D {9t —g;(0)}.  (D63)
Jj=1

LEMMA D.3.3. Letp = p,, suchthat 1 < p < m, p — oo andp/m — 0asm — co. Whent = t,, =
O(ms/p) with s = s, = o(min{(m/p)}/2, p'/3}), we have that, as m — oo,

i{gj(m') — 0, (0)} = vyt — 222mt2 10 (njt> 4 (; 4 i) 0 ( :f) +o( :fg),

where
3 -1
Vim = (p m+ ) log ( £ ) -y, (D.64)
m—1 m
2 p p
= -2 ——+1 1-— .

Y2m {m—1+0g( m—l)}

Proof. Please see Section D.3.4 on Page 77. g

Then by Lemma D.3.3,

-1 -1 -1 -1
(D.63) = p { <m2 + ti) log (m2 n ti) - mT log mg}
2t 1 2t2 2t3
i = gz o (P0) (L 2Y) o (P +o(Z3).
’ 2 m2 p m m?2 m3
In summary, Lemma D.3.1 can be proved by noticing

m+1
ﬁm,l =Vim — %7 Bm,2 = V22,m/2

. m—1 . m—1 . m—1 m—1
ﬂm,S(tz) p{(2 +tl> log <2 +tl> — Tlog 2}.

D.3.3.  Proof of Lemma D.3.2 (on Page 75) By Taylor’s series,

1 ) nti nti o1 n—1 . ti
nf—t2:——1 f——l 1—ti—— 1 1—ti—
P ualntif2 o (1-ti= 1)+ 2oy (10— 1
nti n  nti nti nt
= ——log—- — —log(1 —ti) + —————— —
g 1085 = =5 losl Z)+2n(1—ti)+0<n2)
n—1 n—1 143 n—1 12
log(1 — ti) — —
t el -t - =~ T 2 O<n2>

ti 1—ti)—1 t+t?
:—mlogn+M10g(1—ti)+O< + )
n
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It follows that

pnti .~ n pn(l —ti)

i ¢
Bn.3(—nti/2) = 5 log 5 + 3 log(1 — i) + L O(pt2 + ]:z)

2

D.3.4. Proof of Lemma D.3.3 (on Page 76)  The first-order derivatives of g;(z) is

(1) _ m—j m—1
g; () = log<2—|—z>—10g<2—&—z>7

and for [ > 2, the I-th order derivatives of g;(z) is

g§l>(z) = (—1)172(1 — 2)! { ("12_‘7 + z) -1 B <m;1 + z) ”1)}

— (~1)"2(1 - 2)! <m2_1 - Z>_(H) li (l v 1) <mjﬂ_+12>

v=1
By Taylor’s expansion, g;(ti) — g;(0) = >_;2, g§l)(0)zl/l!. In particular,

2 2

M (g — . @
9;°(0) =log(m — j) —log(m — 1), ¢;7(0) = == = ==

When z = ti, t = t,, = O(ms/p),andl > 3,as j — 1/(m — j + 22) = O(p/m) = o(1),

0! _ 1 »p _ D
g9, (0)2' /1t = O<m1_1 mtl) = O<ml>tl.

Ast/m = O(s/p) = o(1),
2,3

a5t — 9,00} = g ()t - - > oo+ o(25).

By Lemma A.2 in Jiang and Qi (2015),

p p
1
S o 0) =vim +002,), Y dP(0) = ,/g,m{l +0 ( + :1) }
j=1

where v ,,, and ug,m are defined in (D.64). In summary,

d 2
. . Vim 1 )
;{gj(tz) — g;(0)} = vy mti — ; £+ O3 )t + V3,0 (p + n) 24 O(W)
Then Lemma D.3.3 follows by 1/227m = O(p%/m?).

D.3.5.  Proof of Lemma C.4.1 (on Page 51) By Taylor’s series, we have (C.44). In addition, for (C.45),
note that we can write

-1 It It -1 It
—1 _
P Ql(t)——2 log <1+l—1>+2 log (2 +2>.
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By Taylor’s series logz = loga + Y.1," (=1)"1~(z/a — 1)! + O{(z/a — 1)~}, we obtain

a) _ 1 )L S DA G )
) _2log 1+t+l_1 2log 1+l—1 +210g 5 5

o It It it I(1+1) t t
= los D gy - T2 2 2(1+t)+0(+t)

U1+t o1t t
—Tlog(1+t)+§10g§ 2+O<l—|—t>.

Then by n = Z?Zl n;, we have

k k
tp pt 9
— ) =(1=-k—=nl . i 22 )
Qn(t)‘f'ZQnJ(t) ( k nogn—l—Zn] ognJ)Q +O<n+pt)
j=1 j=1
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