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ABSTRACT

In a mesoscale convective system (MCS), convection that redevelops over (i.e., back-builds), and/or re-

peatedly passes over (i.e., trains) a region for an extended period of time can contribute to extreme rainfall

and flash flooding. Past studies have indicated that both mesoscale ascent and lifting of the inflow layer by a

cold pool or bore are important when this back-building/training convection is displaced from the leading line

[sometimes called rearward off-boundary development (ROD)]. However, Plains Elevated Convection At

Night (PECAN) field campaign observations suggest that the stability of the nocturnal boundary layer is

highly variable and some MCSs with ROD have only a weak surface cold pool. Numerical simulations pre-

sented in this study suggest that in an environment with strong boundary layer stability, ROD can be sup-

ported by mechanisms other than those mentioned above. Simulations were initialized using a sounding from

ahead of a PECAN MCS with a strong stable layer and ROD, and the three-dimensional simulation

produced an MCS similar to that observed despite the homogeneous initial conditions. Some of the

findings presented herein challenge existing understanding of nocturnal MCSs, and especially how

downdrafts interact with a stable boundary layer. Notably, downdrafts can reach the surface, and

different regions of the MCS may have different propagation mechanisms and different relevant inflow

layers. Unlike previous studies of ROD, parcel lifting may be supported by an intrusion (an elevated

layer of downdraft air) modified by the three-dimensional vertical wind shear.

1. Introduction

Heavy rainfall can serve both as a valuable source of

water, and a dangerous contributor to flash flooding

around the world. Mesoscale convective systems (MCSs)

are one of the major producers of heavy rainfall

(Maddox et al. 1979; Maddox 1980). More specifically,

since total precipitation is directly related to the rate

and duration of rainfall (Doswell et al. 1996), MCSs that

have convective elements that ‘‘train,’’ or back-build

over the same location are particularly conducive to ex-

treme precipitation (e.g., Chappell 1986; Schumacher and

Johnson 2005). Training occurs where cells move parallel

to the orientation of the convective line, resulting in

repeated motion over the same location. In back-

building convection, new cells repeatedly regener-

ate upstream, while mature cells decay downstream

resulting in quasi-stationary behavior of the con-

vective region (Schumacher and Johnson 2005).

Analysis of these heavy rainfall-producing MCS

environments have led to several different methods

of classification, but two distinct categories consis-

tently emerge for events over the central Great

Plains. In synoptic-type events, a strong midtropo-

spheric trough and slow moving surface front lead to

strong forcing for ascent in a region with southerly

flow and associated moisture transport. During the

warm season, isentropic ascent of warm, moist air

transported by the nocturnal low-level jet (LLJ) can

lift an air to saturation on the cool side of a station-

ary or warm front (Schumacher 2017, and citations
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therein). In both cases, cloud layer winds can lead to

cell motion parallel to the boundary and training/

back-building.

Corfidi et al. (1996) developed a technique to fore-

cast the instances of back-building or quasi-stationary

convection using the mean cloud layer wind and the

(negative of) the LLJ. This was expanded to forecast

forward propagation in Corfidi (2003). In a conceptual

model in Corfidi (2003), the gust front is thought to

elongate in the direction of the mean wind, and quasi-

stationary convection is thought to form along the

portion of the outflow boundary parallel to the mean

wind. Schumacher and Johnson (2008, 2009) and

Schumacher (2009) explore the development and main-

tenance of back-building convection in MCSs in the ab-

sence of a surface front (Type 2 MCS; Fritsch and

Forbes 2001). They found that back-building can be

maintained by a latent-heating-forced gravity wave

oriented approximately perpendicular to the inflow

winds over the same layer. Liu and Moncrieff (2017)

found that in very moist environments with unidirec-

tional vertical wind shear along the mei-yu front where

cold pools were weak, shear parallel back-building was

supported by a combination of two gravity wave modes

acting in concert. Other instances of back-building or

training convection can form offset from a leading con-

vective line. A ‘‘bow and arrow’’ MCS (Keene and

Schumacher 2013) has both a forward-propagating lead-

ing line (the bow) and a region of convection that de-

velops nearly perpendicular to the leading line some

distance offset from the leading southwest outflow

boundary. This ‘‘arrow’’ portion of the convection is

sometimes referred to as rearward off-boundary devel-

opment (ROD; Peters and Schumacher 2014), which

more generally refers to convection that develops offset

from and behind a leading convective line (regardless of

whether it bows or not). In these cases, back-building or

training convection offset from a leading convective line

is thought to be supported by a combination of external

forcing for ascent due to the interaction of the low-level

jet and the quasi-stationary surface front and lifting

through gradual ascent over the leading edge of a cold

pool boundary associated with the forward propagating

convective line (Keene and Schumacher 2013; Peters and

Schumacher 2016).

Several recent studiesmotivated by the Plains Elevated

Convection At Night (PECAN) field campaign (Geerts

et al. 2017) have begun to investigate a multitude of

MCS–bore–environment interactions (e.g., Parsons et al.

2019; Grasmick et al. 2018; Haghi et al. 2019; Chasteen

et al. 2019; Loveless et al. 2019). Thus far, outside of in-

dividual case studies, work on training convection has

not distinguished between daytime and nighttime cases

and composite environments have had only a weak

stable layer (e.g., Figure 9 in Peters and Schumacher

2015b). During PECAN, observed stability varied

substantially from case to case and even within indi-

vidual cases, but some cases had very strong stable

layers (Hitchcock et al. 2019). Some studies have

posed that the relative strength of the low-level stable

layer may impact the ability of a convective storm’s

downdrafts to reach the surface (Raymond and Rotunno

1989; Trier and Parsons 1993; Haertel et al. 2001;

Parker 2008; Marsham et al. 2010). ThoseMCSs can be

maintained by processes other than cold pools, which

has been explored previously through observational

(e.g., Marsham et al. 2010), theoretical (e.g., Moncrieff

1992), and modeling approaches (e.g., Schmidt and

Cotton 1990; Schumacher 2009). However, despite

observed stability, several other studies have found

that some MCSs may continue to draw inflow from

the near-surface layer, even after significant cooling

has occurred (Davis et al. 2004; Parker 2008; French

and Parker 2008; Billings and Parker 2012; Parker

et al. 2020). These studies suggest that nocturnal

convection may actually not be as decoupled from

the boundary layer as previously thought. In an en-

vironment with a stable boundary layer, character-

istics of the stable layer, wind shear, and convective

downdrafts influence the character of the MCS out-

flow (e.g., cold pool, bore, gravity wave). What

would happen in the case of Peters and Schumacher

(2016) if the low-level stability was so strong that a

surface-based cold pool was not produced? Are there

still cases where it is possible to have ROD in the

absence of a low-level cold pool, supported by an-

other mechanism?

In this study, we will address these questions through

analysis of a series of 2D and 3D numerical simulations

initialized with a sounding from 25 June 2015, the

PECAN MCS case with the strongest observed pre-

convective stable layer (Hitchcock et al. 2019). Following

the explanation of the simulation set up, the results begin

with an overview of the simulatedMCS, with an emphasis

on paths and sources of parcels that enter updrafts in the

region of ROD. To understand the processes that might

support convection in this region in the absence of

previously studied mechanisms, and in order to better

understand what actually happens when a downdraft

impinges on a strong low-level stable layer in the pres-

ence of vertical wind shear, three 2D simulations (each

with different vertical wind profiles) were run. Analysis

of these simulations is organized around the construc-

tion of an idealized conceptual model that can be used

to explain several of the major questions posed by the

3D simulations. This is followed by a discussion that
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considers limitations, previously unconsidered addi-

tional explanations for some of the unique features in

the simulation, and comments on the elevated nature of

MCSs in this environment.

2. Methods

Cloud Model 1 (CM1; Bryan and Fritsch 2002), ver-

sion 19.1, was run on a 1608 3 1608 3 72 gridpoint do-

main with 250-m horizontal grid spacing, a stretched

vertical grid from 100 to 250m below 3.5 km and a

16.5-kmmodel top. The domain was set to translate east

at 9ms21 and north at 8ms21. Fifth-order positive defi-

nite advection, the Klemp–Wilhelmson time-splitting,

vertically implicit pressure solver (Klemp and Wilhelmson

1978), and a 2-s time step were used. Open radiative

lateral boundary conditions were used to allow fast

moving gravity waves created during initiation to escape

the domain. Rayleigh damping was applied near the

model top, and a free slip condition was applied at the

surface. This simulation uses Morrison microphysics

with hail (Morrison et al. 2005), and no Coriolis force.

TheDeardorff (1980) scheme was used for subgrid-scale

turbulence. A summary of model setup details can be

found in Table 1.

The sounding used to initialize the environment was

taken by amobile team at 0444 UTC 25 June 2015 during

PECAN (Fig. 1; Ziegler et al. 2016). The sounding was

launched ;15min before convection passed over the

launch location (Fig. 2). On that night, remnants from an

earlier cold pool contributed to a particularly deep stable

layer; u increased 9.5K over the lowest 707m. The ob-

served convection this day hadboth a forward-propagating

leading line and a region of ROD (Fig. 2).

Smoothing was applied using a Barnes analysis [see

Parker (2014) for more detail on this method] to all

fields in order to reduce noise. Additional minor ad-

justments were necessary to reduce the gradient of wind

with height near the peak of the LLJ. A combination of

large gradients in wind and near-neutral stability can

lead to low Richardson numbers and Kelvin–Helmholtz

instabilities (Ri , 0.25). While these instabilities often

exist in the real atmosphere, they are not desirable in

initial conditions of a horizontally homogeneous simu-

lation without surface fluxes (Coffer and Parker 2015),

and led to rapid overturning. Unlike soundings often

used in these types of simulations, the sounding used

was sufficiently moist through a very deep layer so no

moisture modifications (e.g., Peters and Schumacher

2015b), or forced large-scale lifting (Crook andMoncrieff

1988; Loftus et al. 2008; Schumacher 2009) was needed to

initiate convection. Instead, four 1-K warm bubbles

with a 10-km horizontal and 1-km vertical radius and

spaced 20km apart were used.

Passive tracers were placed in the lowest 500m at the

start of the simulation in order to help identify stable air

lifted by updrafts. Passive tracers were also placed in the

layer below 1km in order to help identify convective

outflow air with the idea that the replacement of the

near-surface air mass by convective outflow would lead

to the removal of passive tracer. Further justification for

this decision will be discussed in the presentation of 2D

heat sink simulations used to understand downdraft-

stable-layer interactions. Additionally, forward parcel

trajectories were initialized in the southern 3/4 of the

domain below 4km with a vertical spacing of 250m

and a horizontal spacing of 2 km. In this case, the top of

the stable layer was located above 700m, so tracers and

parcels placed below 500m should adequately represent

the near-surface environment since any parcel from

below 500m would most certainly be in associated with

very stable air in this case (also, ;500 m has been used

to represent the near surface in other frequently refer-

enced studies, such as Parker 2008).

3. Results

Despite the strong low-level stable layer and horizon-

tally homogeneous initial conditions, a mature, multi-

modalMCSwas able to develop in this environment. The

simulated MCS has a forward propagating leading line

and two different regions of back-building convection

offset from the leading southwest gust front boundary

(Fig. 3). While the study was motivated by the observed

24–25 JuneMCS, the idealized simulation is not intended

to be an exact replica of the observed MCS. The simu-

lated MCS organization and elevated cool perturbations

TABLE 1. Model setup.

Setting

Initiation Four 1-K u0 at 1.4 km,

hrad5 10 km, vrad5 1.4 km

spaced 20 km apart

Domain 1608 3 1608 3 72

dx, dz 250m, stretched below 3.5 km:

100–250m

dt 2 s

Advection Fifth-order positive definite

Subgrid turbulence TKE

Pressure solver Klemp–Wilhelmson time-

splitting, vertically implicit

Microphysics Morrison

LBCs Open radiative (Durran and

Klemp 1983)

Model top 16.5 km with Rayleigh damping

Model bottom Free slip

Other No Coriolis
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are similar to those of the 24–25 June MCS (described

below), but other aspects are more difficult to connect to

observations for reasons that will be discussed more in

section 3a. The analysis presented here will aim to 1)

explore the interaction between convective outflow and

this environment and 2) understand what supports ROD

in the simulated MCS given the absence of a surface cold

pool off the southwestern flank. A few other interesting

features of this simulation will also be discussed.

a. Simulation overview

Precipitation begins about 20–30min after the start

of the simulation, radar reflectivity fields from the

individual cells begin to merge together after about an

hour, and the simulated convection begins to display

more MCS-like characteristics between 2 and 2.5 h

as it develops a bowing leading line, multiple instances

of ROD, and begins a more east-south-eastward

propagation (Fig. 3a). In one instance (located between

y 5 100–150 km in Fig. 3d), ROD refers to a line of

strong convective cells oriented NW to SE, apparently

connected to the leading line (Fig. 3; ROD1), but offset

from the leading gust front boundary (distinguishable

by a wind shift, increase in pressure, and narrow band

of 500-m updrafts in (Fig. 4). A second region of ROD

(ROD2) with heavy precipitation develops even fur-

ther offset from the leading gust front boundary (around

y 5 225km in Fig. 3d), disconnected from the leading

line, and is of particular interest in this study for reasons

described below. The leading line continues to move to-

ward the east throughout the duration of the simulation,

while new convection develops in the wake region nearly

perpendicular to, and offset from, the leading line.

One of perhaps the most striking things about this

simulation is that a more traditional cold pool is only

formed in some regions of heaviest precipitation several

hours into the simulation (Fig. 3,20.5-K blue contours).

Instead, there is a positive density potential temperature

FIG. 1. SkewT–logp of the original 0444UTC 25 Jun 2015 PECAN sounding (T in red,Td in

green), and the sounding used to initialize the homogeneous environment used in simulations

(T in black,Td in blue, wind barbs in black). Shades of red on the inset hodograph are original

sounding winds, and grayscale lines are input sounding winds.
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perturbation u0r at the surface over large proportions of

the domain, even once the MCS has matured, 3–4 h into

the simulation (Fig. 4a). Rather, the greatest cooling

observed in this simulation occurs in an elevated layer

(Fig. 4b). The largest decrease in ur is observed between

650 and 800m above the ground, which agrees well with

the observations of the postconvective environment on

the day of the sounding used to initialize the simulation

(Table 4 in Hitchcock et al. 2019). This elevated cooling

is even more clear in vertical cross sections through

three different locations (identified by lines in Fig. 4a),

but the structure of u0r and its relationship to convective

updrafts is different in each region (Figs. 5a,c,e). Note

that throughout this paper, all cross sections are aver-

ages over a width of 3 km (1.5 km to either side of the

lines like those shown in (Fig. 4a).

MCS UPDRAFT MAINTENANCE

In cross sections through the portion of convection

with a strong eastward component of the leading line

(A–A0), the largest elevated ur deficits were greater than

5K, yet were only 0.25K at the surface at the same lo-

cation (Fig. 4a). The coincident pressure increase, sus-

tained positive wind perturbations, and ur decrease

around x 5 290km may seem suggestive of a surface

cold pool, but the weak decrease in ur was short lived

;15km, and followed by surface warming (x 5 225–

275km). Furthermore, passive tracer placed below 1km

(gold lines) indicates that air ‘‘flows through’’ the initial

wavelike perturbation around x 5 290, but is then re-

moved immediately below and in a region extending

behind the leading line downdrafts (Fig. 5b). A possible

alternative explanation is a ‘‘right side up’’ dominated

intrusion, or a density current that moves through an

elevated layer, like that described in Ungarish (2005,

2009), preceded by a bore.1 The ‘‘right side up’’ domi-

nated intrusion is made possible by much stronger envi-

ronmental stratification below the intrusion than above it.

The combination of the bore and intrusion resembles an

‘‘elevated cold pool’’ in the u0r, but the passive tracer

suggests that air flows ‘‘through’’ the leading wavelike

perturbation. A more intensive discussion and support

for this will be provided in section 3c. The warm pertur-

bations at the surfacewill also be linked to the intrusion in

section 3c, and other considerations are discussed in

section 4a.

Cross sections through B–B0 pass through a region of

ROD that is still linked to the leading line. Here, it is

clear that updrafts (x 5 200km) are well removed from

the gust front boundary associated with the leading line

(x5 220 km, Fig. 4c). In this case, the sustained increase

in the height of the 298–306-K isentropes coincident

with an increase in pressure and surface wind shift is

evidence of a bore (Fig. 4d). Note that here, air flows

through the cool perturbations in an elevated layer, but

is removed in a shallow layer near the surface some

distance ahead of the leading line (x5 210), unlike in the

previous cross section (Figs. 5c,d). However, the bore

alone appears to be unable to lift parcels to their LFCs.

Much like in Blake et al. (2017), parcels entering this

region of ROD are lifted gradually by the bore (via

Peters and Schumacher’s 2016 method), but are only

lifted to their LFCs some distance behind its leading

edge (See their Fig. 18). Chasteen et al. (2019) men-

tions similar behavior in their case analysis. Since this

instance of ROD is relatively consistent with Peters and

Schumacher (2016), Blake et al. (2017), and Chasteen

et al. (2019), we will focus more attention on the ROD

that is further removed from the leading line (ROD2),

where new updrafts form in a region with essentially no

surface cold pool (Figs. 4a,d).

b. Rearward off-boundary development

To better understand what parcels experience before

they enter updrafts in the ROD2 region, 1 880 000 pas-

sive parcels were placed in the southern 3/4 of the do-

main (south of y5 300 km). Parcels were initiated every

250m between z 5 50m and z 5 4.05 km. A sample of

parcels that reached a vertical velocity of 5m s21 in a

small region of the ROD convection (identified by the

box in Fig. 6j) at 4 h are assumed to have made it into

FIG. 2. Radar reflectivity at 0415 UTC 25 Jun 2015 and location

of the sounding in Fig. 1 (black star). Approximate leading line and

ROD regions identified by ellipses.

1Observations associated with bores are described in Rottman

and Simpson (1989) and organized in great detail alongside other

types of observable boundaries in Haghi et al. (2017).
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RODupdrafts at this time. Figure 6 shows the path of these

parcels in 1-h chunks (from t 2 45 through t 1 15min)

beginning at 2.5h. All three cross sections discussed in the

previous section also intersect updrafts in the region of

ROD. However, cross section C–C0 most closely follows

the trajectory of parcels that enter these updrafts, and is

displayed in Fig. 6, which will be the focus of much of the

ROD discussion that follows.

The majority of parcels that reach ROD updrafts in

this region come primarily from southwest of the MCS,

and become increasingly westerly with height. Parcels

encounter the shallow bore that extends from the

southwest flank of the convection (discussed above) and

curve along their trajectories in toward the ROD up-

drafts. The vast majority of parcels come from the 800m–

2km layer; Parcels below 800m that do reach updrafts

in this region interact with the leading line first, and

parcels above 2km experience several meters to over

1 km of descent over the time before they reach the

updraft region (Figs. 7b,c). Unlike like the parcels dis-

cussed in Peters and Schumacher (2015a), the 800 m–

2km parcels experience more wavelike oscillations at

the leading edge of the gust front boundary. They then

ascend over a relatively short period of time, to varying

heights, reaching a peak height around x 5 145 km

(Fig. 6e), just before 3 h (Fig. 7a). The 800 m–2km

parcels then descend, some returning nearly to their

starting heights, before being lifted into ROD updrafts.

So instead of a gradual ascent lifting parcels to their level

of free convection behind the southwest gust front

boundary, the ascent is much more dramatic, and occurs

closer to the convection.

In the preconvective environment, a layer of parcels

around 1km needed to be lifted just over 300m to reach

FIG. 4. Output at t5 4 h of (a) surface u0r (shaded), 40-dBZ reflectivity at lowest model level (black contours), and

Earth-relative surface wind vectors. (b) As in (a), but for wind vectors and u0r (shaded) at 0.5 km. (c) P0 (shaded),

40-dBZ reflectivity at lowest model level (black contours), and surface wind perturbation vectors. (d) As in (c), but

for w in shaded contours.
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their level of free convection (LFC; Fig. 8). At the time

shown in Fig. 8, it appears that the bore initially reduces

the distance parcels in the 1–2-km layer need to travel to

reach their LFCs (orDzlfc) to,300m. This layer persists

(with some oscillations in depth) through the passage of

the bore, but disappears in the region where 800 m–2km

parcels experienced descent ahead of the updrafts (x 5

145–160 km). The Dzlfc only appears to be reduced again

in the few kilometers ahead of the ROD updraft in as-

sociation with an increase in the height of the u surfaces.

In other words, the region of descent that follows the

crest of the bore has a restabilizing effect before parcels

reach ROD updrafts.

Updrafts are collocated with an upward perturbation

in the isentropes between 1 and 2km and a notable os-

cillation in wind and a pressure (Figs. 5e,f). Parcels

above ;800m approaching from the southwest that

encounter this elevated perturbation, are lifted suffi-

ciently to reach their LFCs. So unlike Peters and

Schumacher (2015a) and Blake et al. (2017), and the

region ofROD shown in cross section B–B0 (Fig. 5c) that

remains tied to the leading line, in region of ROD2,

FIG. 5. Cross sections through (a),(b) A–A0; (c),(d) B–B0; (e),(f) C–C0 after 4 h averaged over a width of 3 km.

(left) u0r (K) in shaded contours,w (m s21) in black contours,60.5- and 1-PaP0 in green contours, and Earth-relative

wind vectors. (right) Wind perturbations (m s21) in shaded contours and vectors, u (K) in blue contours, and w

(m s21) in black contours. Gold contours represent the presence of 80% of passive tracer initialized in the lowest

1.5 km. Magnitude of wmultiplied by 10 in plotted vectors for emphasis. Wind perturbations are vectors projected

onto the plane of the cross section.
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FIG. 6. (a),(d),(g),(j) u0r (K; shaded) at 0.5 km, and 40-dBZ reflectivity (black contours). Green lines trace path of parcels that reach

5m s21 in a small region [indicated by magenta box in (j)] of ROD updrafts. (b),(e),(h),(k) Cross section through C–C0 of u0r (shaded), w

(black contours), and Earth-relative wind vectors. Green lines as in previous column. (c),(f),(i),(l) Cross section of wind perturbations

(shaded), u (blue contours), and w (black contours). Gray lines now represent parcel paths. Cross sections are averaged over a width

of 3 km.
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parcels that encounter the initial boundary in the far

southwest return nearly to their starting heights prior to

being lifted into ROD updrafts. There is even evidence

that parcels restabilize as they descend behind the bore

(and ahead of the ROD updrafts). Instead, we propose

that in this case, ROD parcels are lifted by a combina-

tion of the convective outflow in the form of an intrusion

(discussed further below) and the gravity waves it gen-

erates, favorably amplified by the vertical wind shear

profile over the same layer in an application of theories

of Rotunno et al. (1988, hereafter RKW), Schmidt and

Cotton (1990), and French and Parker (2008).

There are a number of unique, and intriguing behav-

iors in this simulation, and the explanations provided

thus far leave a number of questions unanswered.

Why is there warming at the surface and cooling in an

elevated layer? Why do some regions of the elevated

cooling appear to behave like a cold pool, and why are

they deeper in some places than others? There must

be downdrafts throughout the MCS, so what happens

to the actual air associated with the convective down-

drafts if surface cold pools are weak? What is an in-

trusion, and how might it explain some of these

features? The behavior of convective downdraft air

that reaches the boundary layer is complex, influ-

enced by strong wind shear that changes direction

with height and strong near-surface stability. In the

following sections, we will build a conceptual model,

using dry 2D simulations and simplified schematics to

help answer these questions, and to more generally

improve understanding of the interaction of con-

vective outflow with a strong stable layer in sheared

conditions.

c. Building a conceptual model

It is helpful to build a conceptual model of the on-

going processes in pieces, starting with what happens

to downdrafts when they first interact with a stable

layer, then adding one-dimensional wind shear with

different configurations, and finally considering three-

dimensionality and convective feedbacks. It seems

prudent to point out here that while we are building a

conceptual model to help explain several features of

this simulation, it is by no means an exhaustive model

for capturing all processes observed. Similarly, while

the 2D simulations may not produce exact replicas of

every feature in the 3D simulations, they are still

useful to visualize the fundamental response of this

environment to the simplest kind of convection. The

intention is to broaden the scope of the existing

framework that we currently use to think about noc-

turnal MCSs, and highlight the critical importance of

the three-dimensionality of the vertical wind shear

profile. In the future, our hope is that this might be

modified and improved upon to provide a more ho-

listic understanding.

1) 2D HEAT SINK EXPERIMENT SETUP

Dry, 2D simulations were initialized by placing a

20.03K s21 heat sink with a vertical radius of 1 km, and

a horizontal radius of 2km, 2km above the surface. Three

different 2D simulations are shown here2: one with no

wind (2DU0), one with a wind profile consistent with

cross section A–A0 and approximately perpendicular

to the leading line at that location in Fig. 4a (hereafter

referred to as 2DT), and one with a wind profile con-

sistent with cross section C–C0 (Fig. 4a) and perpen-

dicular to the ROD region (approximately parallel to

the leading line; thus, hereafter referred to as 2Dll) of

the wind profile used in the 3D simulations discussed

previously. Both simulations had the same tempera-

ture profile, as well as vertical and horizontal grid spacing

as the original simulation. The domain translation was set

to 9 and 8ms21 for the 2DT and 2Dll simulations, re-

spectively. In the dry heat sink simulations, it was possible

to initialize passive tracer in the same location as the heat

sink in order to track the mass of the hypothetical

downdraft as it interacts with the boundary layer. In the

original 3D simulations, it is significantly more difficult to

trace downdraft air in this way. Instead, tracer was placed

in the lowest 1km under the preface that since a density

current transports mass, it should also replace mass. In

other words, removal of tracer may act as a proxy for

identifying convective outflow that does not present in

typical surface cold-pool fashion. This idea was tested in

the 2D simulation by comparing the evolution of passive

tracer initialized in the heat sink to the evolution of the

passive tracer initialized in the lowest 1km. The region

where 20% of the passive tracer was removed in the layer

below 1km (indicated by the downward perturbation of

the 80% contour) was consistently nearly identical to

the region where more than 25% of the passive tracer

initialized in the heat sink was present through much

of the simulation (not shown). Though there are more

processes that may contribute to the removal of

tracer in the 3D simulation, the removal of passive

tracer may still be a valuable way to identify con-

vective outflow in environments where it does not

present as a cold pool. In the future, a series of experi-

ments that explore these downdraft/stable layer/vertical

2Many more have been explored, including heat sinks of dif-

ferent strengths, sizes, and other methods of initialization. This

method produces the most robust signal, but the general findings

were consistent between methods.

3782 MONTHLY WEATHER REV IEW VOLUME 148

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
://jo

u
rn

a
ls

.a
m

e
ts

o
c
.o

rg
/m

w
r/a

rtic
le

-p
d
f/1

4
8
/9

/3
7
7
3
/4

9
9
3
4
1
1
/m

w
rd

1
9
0
2
4
6
.p

d
f b

y
 C

o
lo

ra
d
o
 S

ta
te

 U
n
iv

e
rs

ity
 L

ib
ra

rie
s
 u

s
e
r o

n
 3

0
 O

c
to

b
e
r 2

0
2
0



wind shear interactions with simplified stable layers and

vertical wind shear profiles and with cooling of different

strengths and widths could be valuable, but are beyond

the scope of this current work.

2) INTRUSIONS

Consider the first updrafts: some perturbation pushes

elevated parcels to their LFCs, where they rise on their

own, and eventually form large enough droplets that

they begin to rain. With evaporation and melting, the

first downdrafts form. But what actually happens when

those downdrafts first reach the strong stable layer near

the surface? In an environment absent of vertical wind

shear, the downdrafts impinge on the stable layer,

generating a warm perturbation at the surface and a cool

perturbation aloft (Fig. 9a). The passive tracer descends

with the downdraft, reaches the surface below the point

of impingement but primarily spreads out in an elevated

layer. Regions of cooling over warming are evidence of

an increase in distance between isentropes in an ele-

vated layer (examine the distance between the 302- and

306-K isentropes in Fig. 9b). This collocated with passive

tracer bears resemblance to a feature called an intrusion.

In an instance with two fluid layers, an intrusion oc-

curs when a third fluid is introduced that has a density

less than that of the bottom layer, but greater than that

of the top layer. In this scenario, an intrusion then

travels along the interface, with a density between the

densities of the layers (Rottman and Simpson 1989). In

the present simulation, the fluid is stratified, but given

the strong low-level stability, it is reasonable to expect

that downdrafts (especially early in the simulation) may

actually be less dense than a layer near the surface, and

FIG. 7. Change in parcel height since time t 5 0 for parcels that

reach 5m s21 in a region of ROD updrafts. Averages and standard

deviations shown by initial parcel height for parcels originating

(a) between 800m and 2 km, (b) between 2 and 3 km, and

(c) between 3 and 4 km.

FIG. 8. Cross section through C–C0 (Fig. 4a) of CAPE (J kg21;

shaded) and Dzlfc (m; magenta contours) for parcels lifted from

each level after 4 h. Vertical velocity of61m s 21 (black contours),

ur5 298, 304K (blue contours), and passive tracer initialized below

1.5 km 5 80% plotted for reference (orange contour). Cross

section is averaged over a width of 3 km.
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so when they encounter that layer, they begin to spread

out on top of it, generating waves (e.g., cool perturba-

tions at x5 160, 240 in Fig. 9) ahead of, above and below

it—like an elevated cold pool. In fact, an intrusion can

be thought of like two density currents, one ‘‘right side

up’’ and one ‘‘upside down’’—both still driven by den-

sity gradients (e.g., Ungarish 2005, 2009; Fig. 10 provides

examples from Ungarish 2009; Sutherland and Munroe

2014). In this environment, the stratification below the

intrusion is greater than above it, and it is likely that the

‘‘right side up’’ current dominates, giving the appear-

ance of an elevated cold pool (Fig. 9).

Another way to think about this is like an upside down

overshooting top, in other words, an overshooting down-

draft. A downdraft penetrates the stable layer, overshoots

its equilibum level (the level with equivalent density), and

moves through a layer near its equilibrium level like an

anvil (here, the intrusion). As it moves, it increases the

distance between the surrounding isentropes, which leads

to the cooling over warming structure observed. Similar to

cold pools that reach the surface, intrusions can generate

gravity waves and bores.

An important difference between the intrusion de-

scribed here and most existing studies of intrusions, is

that existing studies are done in stagnant flow (i.e., no

wind shear) (e.g., Sutherland et al. 2004; Flynn and

Sutherland 2004; Ungarish 2005, 2009; Flynn and Linden

2006; Sutherland and Munroe 2014). Bluestein et al.

(2017) presents analysis that compares structures ob-

served associated with a prefrontal wind shift to that of

an intrusion, while Physick et al. (1985) describes ob-

servations that suggest that convective outflow associ-

ated with an Australian squall line leads to a reduction

of the height of a strong nocturnal inversion. They es-

sentially describe an intrusion, noting that outflow was

potentially cooler than the undisturbed air above, but

warmer than the air below, similar to vertical profiles

through the region of warming in this simulation (dis-

cussed in more detail in section 3a) and observations

collected during PECAN. The term elevated cold pool

(as mentioned previously to describe the intrusion) may

perhaps be a more intuitive description, but the actual

processes are more complex. Both ‘‘right side up’’ and

‘‘upside down’’ currents must be considered.

3) INTRUSIONS AND VERTICAL WIND SHEAR

What happens now, if the first downdrafts encounter

strong vertical wind shear as they penetrate the stable

layer? It is useful to think about this from the perspec-

tive of cross section A–A0 (and 2DT) first, which has

nearly unidirectional vertical wind shear. The evolution

of thermodynamic and wind fields in the 2DT simulation

after 45min resemble those observed in the cross

section through A–A0 after 1.5 h (Fig. 11). As in the

2DU0 run, there is a large warm perturbation below a

cool perturbation aloft. The passive tracer remains more

elevated, but the warm perturbation at the surface is

still a direct result of the intrusion. In the 3D simulation,

the removal of the passive tracer collocated with the

warm perturbation suggests that a nonnegligible portion

FIG. 9. Results of a dry, 2D heat sink initialized in a quiescent environment after 1.5 h (2DU0 experiment). The orange line is the 25%

contour of the amount of passive tracer that has been added to the simulation at a source point by this time. (a) u0r (shaded),w561m s 21

(open black contours), P0 (hPa; open green contours), and wind perturbation vectors. (b)Wind perturbations from t 5 0 (shaded regions

and vectors) and u (blue contours).
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of the convective downdraft reaches the surface (Fig. 11a).

Over time, the intrusion moves west in the upshear di-

rection, which is predominately downwind.3 It remains

nearer to the surface than in 2DU0, and cool pertur-

bations associated with the top half of the intrusion

decrease as it moves away from its source. In contrast,

the intrusion is apparently unable to propagate in the

downshear/upwind direction, at least through density

current processes. To do this, the density gradient be-

tween the top half of the intrusion and its surroundings

would need to be large enough for the density current

speed to be greater than that of the wind speed, yet the

density of the intrusion air would still need remain less

than the air below. This may be feasible in a scenario

where the stability decreases even more rapidly with

height, but is not the case here. While it becomes dif-

ficult to distinguish the intrusion from its source, large

upward perturbations on the downshear side of the

intrusion/heat sink are amplified between 1 and 2 km

(Figs. 11c,d compare with Fig. 9). They appear to

break, and lead to relatively large wavelike perturba-

tions in u and wind in the stable layer. These move

downshear ahead of the downdraft/intrusion, maintain

their amplitude, and are indicative of a bore (Fig. 11).

This bore can also be seen in the 3D simulation

(Figs. 11a,b). While multiple updrafts and downdrafts

accompany the bore in the 2D simulation, it is notable

that a relatively consistent updraft persists between 1

and 2.5 km on the downshear/upwind side of the am-

plified upward perturbations. In the warm bubble

simulation, some of the cooling above 1 km is an adi-

abatic response to lifting beneath the updraft, similar to

the processes described in Schmidt and Cotton (1990)

and Schumacher (2009) (Fig. 11a), but similar cooling

exists in an elevated layer in the 2D simulation in the

absence of strong, sustained updrafts (no moisture;

Fig. 11c).

Several studies have described the impact of the ver-

tical wind profile on density current and wave structures

and the resulting vertical motion (e.g., Rotunno et al.

1988; Schmidt and Cotton 1990; Xu 1992; Klemp et al.

1994; Liu and Moncrieff 1996; Xue et al. 1997; Weisman

and Rotunno 2004). Liu andMoncrieff (1996) found the

height of the density current head was dependent on its

propagation relative to the mean flow in an unsheared

environment (deeper when propagating upstream and

shallower propagating downstream). RKW noted that

cold pools produce deeper lifting on the downshear side

of the cold pool. They describe an optimal state in which

the horizontal vorticity generated by the buoyancy

gradient at the edge of the density current is balanced by

the horizontal vorticity associated with the vertical wind

shear. In a ‘‘revisit’’ of this, Weisman and Rotunno

(2004) also found that cold pool depth (and strength)

increased with increasing shear, up to an optimal state

(cold pool speed c’ bulk wind difference over the layer

DU), but then decreased again if shear was further in-

creased. Similarly, Schmidt and Cotton (1990) demon-

strate that vertical wind shear acts to modulate the

amplitude of low-level gravity waves. Critically, they

show that stronger shear results in a higher amplitude

wave on the downshear side. In their 2D simulations

with a stable boundary layer, this wave amplificationwas

instrumental to lifting parcels to their LFCs. Since then,

many others have applied these concepts in different

scenarios to better understand the interactions of con-

vective outflow and different configurations of vertical

wind shear.

Taken together, the above studies suggest that up to

some shear threshold, we can expect enhancement of

upward isentrope perturbations (wave or density cur-

rent), and acceleration of positive vertical motion in the

downshear direction. The relative direction of the ver-

tical wind shear vector and mean flow can either act to

enhance, or diminish this effect. Very strong shear can

lead to wave breaking, and in the case of a surface

density current, a reduction in its height.

The intrusion’s behavior is dependent on any number

of factors: magnitude, width, and depth of the initial

perturbation, themotion of the downdraft relative to the

FIG. 10. (top) Simple conceptual model of an intrusion of a

‘‘mixed’’ fluid into a stratified ambient fluid from Ungarish (2009,

their Fig. 1.1d). (bottom) Two snapshots of a laboratory generated

intrusion in a uniformly stratified fluid (Sutherland andMunroe 2014).

3 In a storm relative sense.

SEPTEMBER 2020 H I TCHCOCK AND SCHUMACHER 3785

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
://jo

u
rn

a
ls

.a
m

e
ts

o
c
.o

rg
/m

w
r/a

rtic
le

-p
d
f/1

4
8
/9

/3
7
7
3
/4

9
9
3
4
1
1
/m

w
rd

1
9
0
2
4
6
.p

d
f b

y
 C

o
lo

ra
d
o
 S

ta
te

 U
n
iv

e
rs

ity
 L

ib
ra

rie
s
 u

s
e
r o

n
 3

0
 O

c
to

b
e
r 2

0
2
0



mean flow, the strength and orientation of vertical wind

shear and relevant shear layers, the relationship be-

tween the height of shear reversal (in a LLJ) and the

equilibrium level, andmore.We could not possibly hope

to detail the effects each of these have in this one

analysis. Instead, we present an idealized version of the

2DT experiment, with low-level unidirectional west-

erly vertical wind shear is presented in Fig. 12; the

vorticity associated with the shear is positive every-

where. On the downshear side of the intrusion (right),

negative vorticity is generated by the buoyancy gradi-

ent above the equilibrium layer, while positive vorticity

is generated below. This results in favorable kinematic

lifting above the equilibrium layer on the downshear

side. The intrusion below the equilibrium layer is also

less dense than its surroundings, leading to upward

buoyant forces. Below the equilibrium layer, the vor-

ticity pairing is unfavorable for vertical motion, but

generates an acceleration vector that points to the right

around the equilibrium level. In the case where mean

storm-relative wind in the layer of the intrusion is in the

same direction (or zero), the right side of the intrusion

propagates toward the right. In our example, the domain

translation effectively subtracts 9m s21 everywhere in

the vertical wind profile, as if the heat sink wasmoving at

that speed toward the east. This is apparently faster than

the intrusion speed, but the result is still an amplification

of upward isentrope perturbations, implied increased

FIG. 11. (top) Cross section (averaged over a width of 3 km) throughA–A0 (Fig. 4a) but after 1.5 h. The orange line is the contour of 80%

(think of the decrease below 1 km as 20% removal) of the passive tracer initialized below 1 km. (bottom) Results of a dry, 2D heat sink

initialized with the same wind profile as cross section A–A0 (approximately perpendicular to the leading line) after 45min (2DT ex-

periment). The orange line represents passive tracer as in Fig. 9. (a),(c) u0r (shaded), w 5 61m s 21 (open black contours), and Earth-

relative wind vectors; and (b),(d) wind perturbations from t 5 0 (shaded regions and vectors) and u (blue contours).
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convergence, and consequently enhanced vertical mo-

tion on the downshear/upwind side between 1 and 2km.4

In the 3D simulation, the speed of the propagation of the

leading line in some places (like A–A0) suggests that the

initial lift may be driven by the bore in those locations

(seen ahead of the intrusion in Figs. 5a, 5b, and 11).

However, the bore is continually reinforced by new

downdrafts and subsequent intrusion, as suggested by

the 2D simulations, and we can also expect enhanced

vertical motion on the downshear/upwind side of the

downdrafts/intrusion, as shown in the above analysis.

The combination of the effects from the bore, intrusion,

and adiabatic response to lifting lead to an elevated

structure that resembles an elevated cold pool, but is

indeed more complex (Figs. 5a,b).

On the upshear/downwind side of the intrusion (left),

similar logic leads to dampening of the upward pertur-

bations above the equilibrium layer, and amplification

of downward perturbations much like seen in Figs. 11a

and 11c (though the motion generated by the vorticity

pairing opposes buoyancy forcing below the equilibrium

layer in this case). In this direction, the intrusion prop-

agates with the storm relative wind, and remains nearer

to the surface despite the opposing upward buoyant

force (Fig. 12). This leads to persistent warm perturbations

near the surface like those seen in both 2D and 3D

simulations.

In other words, on the downshear/upwind side (right),

upward perturbations associated with both the intrusion

and bore are amplified, leading to upward acceleration

and positive vertical motion. On the upshear/downwind

(left) side, the intrusion spreads west, is dampened, but

remains near the surface. This helps to explain the broad

warming at the surface, cooling aloft, and largest ur
perturbations at the leading edge of the MCS. However,

this does not yet explain the ROD. For this, we need to

consider another dimension.

It is more difficult to make a direct comparison of the

2Dll experiments to the 3D simulation, since there were

four bubbles used in the 3D experiments, and any north–

south cross section will contain elements of the inter-

action between these bubbles not considered here.

However, for the sake of the interaction of the LLJ

dominated component of the vertical wind shear and

the intrusion, the heat sink still provides a useful il-

lustration. As in the previous two 2D experiments,

there are ur increases near the surface and ur decreases

aloft coincident with passive tracer. Upward pertur-

bations coincident with the heat sink are amplified,

and a persistent updraft forms to the south in the 1–

2-km layer. Gravity waves are generated in different

layers in either direction (Fig. 13). Interestingly, there

is also a large positive perturbation in ur not coincident

with passive tracer, but rather just below the heat sink

FIG. 12. (a) Schematic diagram showing the idealized behavior of an intrusion in unidi-

rectional vertical wind shear. The equilibrium level is given by the dashed black line. A

simplistic idealized intrusion before the effects of vertical wind shear are considered is shown

by solid royal blue lines. The light blue color shading indicates the relative negative buoyancy

of the intrusion prior to modification by vertical wind shear. The pink color shading indicates

the relative positive buoyancy of the intrusion prior to modification by vertical wind shear.

The idealized intrusion after consideration of the effects of vertical wind shear is shown by

the dashed royal blue line. The purple arrows indicate vorticity tendency generated by the

buoyancy gradient, while the black arrows represent the vorticity tendency associated with

the vertical wind shear. The resulting acceleration vectors due to the interaction of baro-

clinicly generated and shear-associated vorticity are shown by the teal arrows. Isentropes

approximated by the shear-modified intrusion are shown in gray.

4There are also waves and associated perturbations between 2

and 3 km, but these may be an artifact of the heat sink.
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that likely results as an adiabatic response to the heat

sink. Additional discussion of warm perturbations will be

provided in section 4a.

The wind profile in this direction is dominated by a

strong LLJ. Given the relatively strong southerly flow

through the depth of the intrusion, it propagates toward

the north. However, associated isentrope perturbations

and resulting vertical motion is also impacted by the

vorticity in the relevant layers. At the LLJ maximum,

the sign of the vertical wind shear (and associated vor-

ticity) will change. If shear is considered in a layered

sense, like in French and Parker (2010) and Peters and

Schumacher (2015b), but where the layers are deter-

mined by their relation to the LLJ maximum, we can

construct a model of how it might interact with the in-

trusion (Fig. 14). For simplicity, we are assuming that the

LLJ maximum is at approximately the same height as

the equilibrium layer.

To the south above the equilibrium layer, the negative

shear-associated vorticity and positive buoyancy-generated

vorticity lead to an upward acceleration vector, while

below the equilibrium layer, the opposite processes

leads to a downward acceleration vector (Fig. 14). To

the north, the vorticity pairing is not conducive to ver-

tical motion, but rather favors propagation to the north.

The effect of this, is a widening of the intrusion to the

south and a narrowing to the north as the leading edge of

the intrusion propagates rapidly away from its source. In

this simulation, the widest part of the intrusion is actu-

ally slightly north of the downdraft (between x 5 200

and 210), likely a result of the strong southerly flow.

In tests with stronger or wider heat sinks, the southern

edge of the intrusion becomes effectively stationary (not

shown). The northern edge of the intrusion in Fig. 13 is

narrower, and dominated by elevated cool perturba-

tions.5 The slight differences between northern portion

of the schematic and the 2Dll experiments can be ex-

plained by a few things, but most notably, the simplified

schematic does not account for the stronger stratifica-

tion below the top of the stable layer. In the absence of

kinematic forcing in the vertical, the ‘‘right side up’’

current would dominate.

What this means, is that parcels approaching the in-

trusion from the south in a layer above the equilibrium

layer, like the ROD parcels described in section 3b,

would encounter isentropes perturbed upward and ki-

nematic lifting at the edge of the intrusion.

4) SUMMARY OF PROCESSES

In an environment with a strong low-level stable layer,

downdrafts that are potentially warmer than the surface

may overshoot their equilibrium layer, and warm the

surface upon reaching it. The downdraft air may then

spread out in a layer of approximately equivalent den-

sity, effectively spreading isentropes around it. In an

environment with vertical wind shear, the shear profile

modifies the structure of this intrusion, and the relative

flow at its edges. An application of RKW theory to the

FIG. 13. Results of a dry, 2D heat sink initialized with the same wind profile as cross section C–C0 (approximately perpendicular to the

ROD region, and parallel to the leading line) after 45min (2Dll experiment). The orange line represents passive tracer as in Fig. 9. Panel

contours and vectors are identical to Figs. 11c and 11d.

5Note that the narrowingwill also be a function of the distance of

the intrusion head from the source (Fig. 9).
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intrusion that takes into account the three-dimensionality

of the wind profile and the LLJ shear reversal can help to

explain the structures observed but cannot explain ev-

erything. Waves (and a bore) are generated by the in-

trusion are amplified (dampened) in the downshear

(upshear) direction by layer-relevant vertical wind shear

(via Schmidt and Cotton 1990; French and Parker 2010).

These wavelike features are most likely responsible for

propagation along parts of the leading line but play only

modest roles elsewhere.

ROD parcels that encounter the leading gust front

boundary from the southwest interact with the boundary

but are not sufficiently lifted, and nearly return to their

starting height prior to being lifted by the intrusion

above the equilibrium layer. If the processes that sup-

port ROD convection can be considered similar to those

modeled by the 2D simulations, then it is possible to

apply the simplified schematics to help explain the

support of ROD.

Figure 15 provides a 3D schematic of several of the

basic processes described so far. The potentially warmer

intrusion air near the surface from the earliest down-

drafts spreads out along the surface toward the west,

while the potentially cooler intrusion air in a more ele-

vated layer spreads toward the northwest, giving this

intrusion a complex three-dimensional structure (shown

by shades of blue/pink) driven by a combination of

gradients in potential temperature and the changing

winds with height. Intrusions lead to a spreading of

isentropes, perturbing isentropes below them down-

ward (warm perturbations) and perturbing the isen-

tropes above them upward (cool perturbations) like a

surface-based cold pool. The intrusion generates wavelike

features that propagate in all directions, that are modi-

fied by the vertical wind shear.

To understand the lifting that supports ROD con-

vection, we have to consider the three-dimensionality of

the environment. As the initial intrusion spreads to the

west and northwest, it is also amplified along its southern

edge to varying degrees. Above the equilibrium layer,

this may once again lead to an upward perturbation of

isentropes, but now offset some distance behind the

leading line.

In the instance of the ROD that remains close to the

leading line (ROD1), the bore generated at the

leading edge is not sufficient to lift parcels with a

more southerly trajectory to their LFCs, but they

remain elevated or continue to rise until they en-

counter the density current some distance behind,

where they are lifted into updrafts, much like in Blake

et al. (2017). Here, we use the more general term

density current, rather than trying to distinguish

between a cold pool and an intrusion, as Figs. 5c and 5d

indicates that the density current has some properties

of both; there are cool perturbations at the surface

directly under the strongest updrafts, but warm per-

turbations elsewhere, and evidence that downdraft air

reaches the surface (passive tracer removed indicated

by gold line). What is key though, is that either one

could give parcels the extra boost needed to reach

their LFCs.

In the instance of the ROD2, it turns out that the story

is similar. Parcels approach from the southwest but are

insufficiently lifted by the bore. Over their longer tra-

jectory, parcels have time to descend behind the bore,

before finally being lifted by the intrusion air located

FIG. 14. Schematic diagram showing the idealized behavior of an intrusion in an environment

with an LLJ vertical wind shear profile. Notation is as in Fig. 12.
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above the equilibrium layer that is deepened by favor-

able vertical wind shear in the same layer.

4. Discussion

It is difficult to say whether the intrusion is what ini-

tiates the ROD, but our analysis suggests that the in-

trusion produced by the leading line plays a role. A

number of other factors not explored here including

wake region convergence, elevated shear parallel grav-

ity waves (e.g., Liu andMoncrieff 2017), and bore lifting

early in theMCS,may also contribute to initiation. Once

initiated, the ROD convection will also produce its own

downdraft, intrusions, waves, etc. and may be capable of

supporting itself through the processes described above.

In other words, even if downdrafts do not lead to cold

pools, their resulting elevated outflowmay be capable of

supporting convection. So in cases with strong stability

and weak (or nonexistent) surface cold pools that gen-

erate more often discussed waves and bores, we may not

want to discount what happens to the actual convective

downdraft air once it reaches the stable layer.

While convective cells everywhere throughout the

MCS produce downdrafts, they are only potentially

cooler than the surface in the region of heaviest pre-

cipitation at the southern edge of the leading line. It is

not exactly clear what leads to the cooling at the surface in

these locations. It is possible that the vertical wind shear

profile–intrusion interaction is optimal in this location,

generating stronger updrafts capable of drawing air

from a deeper layer (tapping into CAPE in stable layer

parcels) and ultimately producing heavier precipitation

and stronger cooling. It may also be possible, that if a sig-

nificant proportion of the stable air is lifted into the up-

drafts, the downdrafts do not actually have to penetrate a

stable layer that is as strong as the preconvective en-

vironment (in short, perhaps strong updrafts further

modify the environment in a favorable manner for cold

pool development before the impact of downdrafts).

a. A comment on the surface warming

There are several possible reasons for the observed

surface warming in the 3D simulation, any of which may

occur at different times in different regions relative to

the convection. In all three 2D simulations, near-surface

passive tracer suggests that a nonnegligible portion of

the convective downdraft reaches the surface, despite

the strong stable layer. As has been discussed at length

above, where the downdraft air is potentially warmer

than the air near the surface, when it descends to the

surface as an overshooting downdraft (and later, intru-

sion) the surface is warmed. It may also be that air near

the top of the inversion is potentially warmer than the

air at the surface, so when a downdraft penetrates that

layer, it brings some of that inversion layer air down to

the surface. Finally, as mentioned in the discussion of

the 2Dll simulation, warming may also occur as an adi-

abatic response to the presence of the downdraft (simi-

lar to the waves generated in response to an updraft).

Another mechanism that occurs more often in the wake

region of an MCS is the descent of air in unsaturated

downdrafts that warms adiabatically as it descends. This

is more commonly understood as the mechanism that

leads a wake low through an associated hydrostatic

FIG. 15. Conceptual schematic of leading line and ROD support mechanisms. Our inter-

pretation of the three-dimensional convective outflow is represented by the shaded light

blue/pink structures. The pink hue represents the bottom portion of the intrusion below the

equilibrium level, and the light blue represents the intrusion above equilibrium level. Example

isentropes (blue lines) highlight the leading bore and the spreading of the isentropes by the

convective outflow at different locations. Parcel paths (thick gray gradient lines) are shown for

low-level parcels approaching from the east (as in Fig. 5a for A–A0), and for parcels from above

1 km to the southwest (as in Fig. 5c for C–C0). Solid/dashed gray lines help to give structure to

the intrusion top/bottom.
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reduction of surface pressure (like that of Fig. 4c; e.g.,

Johnson and Hamilton 1988). However, an unsaturated

downdraft would still encounter the low-level stable

layer, so multiple mechanisms may be at play.

At the location of the greatest observed 1u0 in the

simple 2D experiment with no shear (2DU0), the sur-

face warms but the greatest observed warming is in a

layer above the surface (red line in Fig. 16). This effec-

tively lowers the layer of conditional instability and the

depth of the inversion. Cooling at near the top of the

initial stable layer actually leads to some stabilization

between 1 and 2km (Fig. 16).

In the real atmosphere, and simulations with het-

erogeneous initial conditions, this sort of MCS often

develops in an environment with a synoptic-scale north–

south temperature gradient that typically progresses

with time and has a cooling effect in this same region.

Nocturnal environments also tend to cool with time, and

though the amount of cooling depends on a number of

variables, this would also likely act to cool the region at

the same time. Thus, this warming described above and

observed in homogeneous simulations may not be as

strong or as obvious in a more realistic environment.

b. Elevated?

Several studies, notably Parker (2008), French and

Parker (2008), and Billings and Parker (2012), have

begun a discussion of whether nocturnal convection is

truly elevated—decoupled from the stable layer—or

not. Even more recently, Parker et al. (2020) states that

severe nocturnal MCSs often resemble their daytime

surface-based counter parts. To examine this in a new

way, Fig. 17 was constructed to address the question of

what vertical level(s) the updrafts originate in the

present simulation. Throughout the duration of the

MCS, ascent rates below 1 km are greater than 2m s21

at some point in the x direction in the 35-km bounded

portion, over nearly the entire near-storm region

(Fig. 17c). After 1.65 h (marked by the first dashed line

in Figs. 17c and 17d), the leading line moves out of the

bounding box (Fig. 17a), and the gap between the two

regions of ROD convection becomes visible. Between

1.5 and 2 h, the MCS develops a stronger southerly

component of motion (Figs. 17c,d). This southward

progression is accompanied by near-surface ascent

rates of 5m s21 in this region, even below 500m in

some places (Fig. 17d). In the mature MCS 4 h into the

simulation, 5m s21 ascent rates were observed below

1 km in several locations along the leading line, and

between 1.5 and 4 km in the region of ROD (Fig. 17b).

The largest region of 5m s21 associated with the gust

front boundary at the leading edge of the MCS is

observed on southernmost edge of the MCS. Tests

of other thresholds indicates that 2m s21 updrafts

below 500m are relatively continuous along the lead-

ing line. In Fig. 17b the first (from the ground up) in-

stance of 5m s21 vertical velocities are observed closer

to the surface along southern and eastern portions of the

leading line than along the northern portion of the

leading line.

As in Parker (2008), French and Parker (2010), and

Billings and Parker (2012), passive tracer was placed in

the lowest 500m. Since the stable layer in the input

sounding was over 700m deep, tracer lofted from below

500m should be associated with stable air. One hour

after initiation, less than 5% of the passive tracer has

been lifted to 5 km (Fig. 18a). This corresponds to pri-

marily elevated inflow after the initial warm bubble re-

lease. At 2 h into the simulation, updrafts appear to be

making some transition from the west of the downdrafts

to the east of the downdrafts (Fig. 18e). At this point,

downdrafts have reached the stable layer. In fact, the

shape of the tracer removed resembles the hypothesized

shape of the intrusion (Fig. 12). After 4 h, the MCS has

matured substantially, and 10%–25% of tracer parcels

placed in the lowest 500m have been lofted to 5 km

over a relatively large region in the southern half of the

leading line (Fig. 18b). In some places, percentages

FIG. 16. Profiles through x 5 190 km in Figs. 9c and 9d after 45min (red) and the original temperature profile

(black). (a)Temperature profiles on a skew T–logp diagram and (b) u as a function of height. The gray dashed line

is 5K km21.
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exceed 25%. This along with the previous analysis in-

dicates that updrafts along the leading line become

more surface based with time; vertical velocities are

observed closer to the surface along the southern out-

flow boundary as it takes on a more southward motion,

andmore near-surface tracer is lofted by the leading line

over time. This fits with the findings of Parker (2008),

French and Parker (2008), and Billings and Parker (2012)

and other recent works that suggest that even in strongly

stable environments, some portion of the convective

inflow still draws from the near-surface environment.

Furthermore, it agrees with findings of Parker et al.

(2020) that suggest that nocturnal convection can evolve

from more elevated to more surface based over time.

FIG. 17. (a) Reflectivity (shading) and 0.5-km w 5 1m s21 (black contours) at a time shortly before the south-

western edge of the leading line gained a stronger southerly component of motion. (b) The minimum height

(m) where 5m s21 updrafts are observed (shading) and 40-dBZ reflectivity (black contours). (c) A longitude–time

diagram of theminimum in the x direction of the columnminimumheight of 2m s21 updrafts in the box bounded by

the magenta lines. Values in the y direction (km) are plotted as a function of time (h). (d) As in (c), but for 5m s21

updrafts. Black contours highlight locations where reflectivity greater than 40 dBZwas observed somewhere in the

bounded x direction. The first dashed line in (c) and (d) marks the time of (a).
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FIG. 18. Percentage of initial concentration of parcel tracer released below 500m at initialization: (a) percent at 5 km

after 1 h, (b) percent at 5 km after 4 h, and cross sections through (c) A–A0 after 1 h, (d) A–A0 after 4 h, (e) A–A0 after 2 h,

and (f) C–C0 after 4 h. Black contours in (a) and (b) indicate lowest level reflectivity .40 dBZ, and open gray contours

represent 1m s21 updrafts. Black contours in (c)–(f) represent 61m s21 updrafts. Note that color shading is not linear.

Cross sections are averaged over a width of 3 km.
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Passive tracer amounts greater than 25% cover a

broader region at 5 km in the southern portions of the

MCS than in the northern portions of the MCS. This

suggests, that even in this environment with horizontally

homogeneous initial conditions, in addition to differ-

ences in updraft base height, there is some heterogeneity

in the strength of low-level updrafts. In other words, the

interaction of the convection with the stable layer is

likely not the same everywhere within an MCS, even

along the same outflow boundary. These differences

may be tied to the strength of convective downdrafts and

the character of the outflow. In most of the ROD2 re-

gion, fewer than 5% of parcels make it to 5 km, indi-

cating that convection in this region is nearly completely

elevated (Fig. 18f). Earlier trajectory analysis indicated

that when stable layer parcels were lofted by ROD up-

drafts in this region, they had first interacted with the

leading line in some fashion. A comparison of a cross

section through ROD and leading line updrafts em-

phasizes that more near-surface tracers are lofted by the

leading line, while ,2% of near-surface tracers even

make it above 3-km ROD cross section (Fig. 18d). This

combined with Figs. 17b and 17d, suggests that 5m s21

updrafts in the region of ROD are more elevated than

updrafts along the leading line. In fact, Figs. 18 and 17d

argue that at least the southern and eastern portions of

the leading line are still closely linked to the air near the

surface. The idea that the forward-propagating portion

of the MCS is more effective at lifting near-surface

parcels than other parts of the MCS is consistent with

findings of Schumacher (2015) where back-building re-

gions of the simulated MCS ingested less near-surface

air than the forward propagating portion of the MCS.

5. Summary and conclusions

In this work, a sounding launched as part of the

PECANfield campaign on the 24–25 June 2015 was used

as the environment in an idealized simulation with

horizontally homogeneous initial conditions. This sim-

ulation was unique for a few reasons: 1) The initial en-

vironment had a very strong low-level stable layer,

different from previous studies focused on under-

standing ROD, 2) The simulation produced an intru-

sion instead of a traditional surface cold pool, and its

interactions with the vertical wind shear can be used to

explainmany aspects of the simulation. 3) The simulated

MCS was complex, three-dimensional, and resembled

the observed MCS even though the initial conditions

were horizontally homogeneous. While some studies

have focused on the spatial heterogeneity of the back-

ground environment (baroclinic zone, LLJ exit region,

etc.) as important for the initiation and upscale growth

ofMCSs (e.g., Trier et al. 2020; Augustine and Caracena

1994; Tuttle and Davis 2006; Trier et al. 2006) and in the

development of ROD (Keene and Schumacher 2013) this

simulation has no external forcing for ascent in the

background environment. Though external forcing likely

played a role in the development of convection observed

on the day of the environmental sounding, the homoge-

neous idealized setting provides an opportunity to ex-

plore other processes that might also support MCS

development and ROD.

A summary of the major findings are as follows:

d The greatest observed u deficits are above the surface,

similar to the 25 June 2015 case that motivated this

study and several other PECAN cases discussed in

Hitchcock et al. (2019).
d Despite the strong stable layer, downdrafts still reach

the surface, but their effect is a warm perturbation that

could be due to a variety of possible reasons. This may

not necessarily manifest as strongly in heterogeneous

simulations or in the real environment where other

processes act simultaneously to cool the surface.
d Different mechanisms support different regions of the

MCS. This influences the relevant inflow layer.
d Downdraft air that is potentially warmer than the

near-surface air may reach a layer of similar density

and then spread out as an intrusion.
d The vertical wind profile acts to modify the structure

of the intrusion and the amplitude of wavelike per-

turbations. Application of RKW theory and concepts

from Schmidt and Cotton (1990) in relevant layers can

help to explain these modifications.
d ROD is likely supported by the upper half of an

intrusion (e.g., elevated cold pool) amplified by favor-

able vertical wind shear in the same layer.
d Since parcels return nearly to their original heights

prior to being lifted in ROD updrafts, the bore asso-

ciated with leading southwest convective line does not

play an important role in this case.
d Even in an environment with the strongest observed

stability during the PECANfield campaign, at least some

portion of the convection became surface based, with

5ms21 updrafts observed below 500m and parcels orig-

inating at 50m lofted by updrafts. This further supports

the growing body of evidence that nocturnal storms may

not actually be decoupled from the stable boundary layer.

Even in an idealized environment, it is clear that the

interaction of an MCS with a strong low-level stable

layer in a sheared environment is complex. The coldest

rain-cooled air in some MCSs may exist above the sur-

face, and propagate as a density-current intrusion that

interacts with the vertical wind shear. In this case, ROD

is likely supported by an amplified intrusion, that is
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likely reinforced by the convective updrafts which en-

hance cooling below them. There is still clearly much

more work to be done to understand all of the relevant

processes. Future work will expand on results discussed

here and focus on trying to unravel the interaction be-

tween convective outflow, vertical wind shear, gravity

waves, and what exactly about the wind shear profile

makes MCS and ROD development possible.
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