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Friction stir welding (FSW) is a solid-state welding process that is finding increasing use in a
variety of industries, owing to its ability to create high quality welds with less heat input than fusion
welding. While the modeling of FSW has been an active effort for at least 15 years, two input
parameters, namely the friction coefficient and the heat transfer coefficient, are still adjustable
guantities that are difficult to measure. This lack of information compromises the predictive capability
of FSW models. While the modeling of friction between the tool and workpiece remains a complex task,
the measurement of heat transfer should be possible, but has not be adequately addressed because of
the difficulty of accessing the relevant interface with thermocouples. This paper presents a multi-
layered frequency-domain thermoreflectance (FDTR) method and transducer design to measure the
heat transfer coefficient between the spinning tool and the workpiece. Due to constraints of the welding
process, a multi-layered structure is needed for a useable measurement to maximize the heat flow from
the modulated heating surface through the heat transfer interface into the welded workpiece. An
analytical 2D thermal quadrupole model is shown to be useful in determining layer properties. A multi-
layered structure for a specific tool design is validated using COMSOL and optimized. This process can be
used to determine the ideal transducer structure to maximize the signal from an FDTR measurement
during a friction stir welding process.
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1.

Introduction

1.1 Friction Stir Welding Overview

Friction Stir Welding (FSW) is a solid-state joining process that mechanically joins two metals
through a combination of frictional heating and plastic deformation. A non-consumable tool with a pin
spins, heats, and compresses the material with sufficient force (3 — 8.4 kN) [1] in a manner that
facilitates joining, as shown in Figure 1a. When the temperature of the workpiece is high enough, the
tool can translate across the joint and create a high quality bond [2].

FSW has proven to be effective with aluminum alloys in shipbuilding and marine industries,
aerospace, automotive and rail industries [3]. Fuel tanks for spacecraft, commercial jets, wheel rims,
suspension arms, rail vehicles, and nuclear waste encapsulation have all made use of FSW [3]. In
general, FSW has been shown to weld materials, like high strength aluminum, that conventional fusion
welding cannot [4], [5]. In particular, the rates of tool rotation [6] and tool translation [7], [8] affect
welding temperatures and may give rise to a variety of defects as shown in Figure 1b. These defects
weaken the weld [9] and can require significant welding development effort before the process inputs
are fully tuned to produce the desired characteristics.

a) F b)  coLD/Highv, Weldd

Lack of penetration{LOP)

Figure 1. a) Schematic of friction stir welding, with force (F), angular velocity (w) and translational velocity (v,) shown. b) Effect
of welding process parameters (Including temperature, T) on joint quality, adapted from Arbegast [9].

Accurate simulation models should help to limit this trial and error method of tuning input
parameters. However, current FSW models have two critical parameters that have not yet been
experimentally measured with enough accuracy to be useful: the friction coefficient (u), and the heat
transfer coefficient between the workpiece and spinning tool surface (hy, ) (akin to and used
interchangeably with the thermal contact conductance). The heat transfer coefficient between the
workpiece and baseplate (hy, /5) and the heat transfer coefficient between the workpiece and the
surrounding air (hW/A) are also considered but have less of an impact on the temperature of the weld
than hy, 7. The heat transfer coefficient at the tool/workpiece interface (which is the terminology used
in FSW literature) is the inverse of the thermal contact resistance R = h™ 1, and will be referred to as h,
in the present paper. The common practice is to tune u after selecting the various h values based on two
often cited papers [10]. The authors specify multiple times that the values obtained, however, are very
approximate [11], [12]. Figure 2 shows the current range of h values found in literature for the three
interfaces. Note that these values are scattered by two to three orders of magnitude. Some finite



element method (FEM) simulations have shown that using values of hy, 5 between 500 and

3,000 Wm~2K ! can increase both the temperature of the weld and the size of the heat affected zone
[13]. That study shows the impact the h values have on predicted weld characteristics and the
importance of correct h values for accurate modeling.
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Figure 2. The range of commonly used h values has a two to three orders of magnitude spread, with the least amount of data
present for the heat transfer coefficient between the tool and the workpiece, hy, ;v [10]-[39].

Several papers indicate that approximate values for parameters h and ¢ were used, because
they were too difficult to measure [40], [41]. The ability to measure at least one of these parameters
would greatly reduce the tuning needed to achieve more robust model predictions. The current paper
presents a method that can be used to directly measure hy, 7, as well as demonstrating a method to
design an appropriate measurement tool that can be used in other measurement configurations.

1.2 Previous Methods to Determine h

Currently, h during FSW is determined by matching thermocouple data taken during FSW tests
to the temperature field solved with a FEM model [42]. This common inverse method is done by
estimating values for the heat flux and h, keeping u constant, and adjusting h until the difference
between thermocouple data and the FEM model are minimized. This inverse method has had varying
levels of success for TIG welding [16] and lathe processes [43], [44]. The drawback with this approach is
that heat transfer coefficient needs to be a known quantity at each interface in addition to fixing the
friction factor.

Other standard methods of determining h, such as ASTM guarded hot plate methods [45], [46],
are dependent on reaching a steady-state and require a significant amount of time [47], [48]. This
method has been used to measure h between similar steel materials at pressures expected during FSW
[17]. The issue is that steady-state techniques can never be used in real-time during the FSW process
because FSW is highly transient. They also cannot characterize the complex thermomechanical
environment under the tool, where shearing of the workpiece material is taking place.

Other methods use transient-based approaches, such as the established 3-omega technique
[49]-[51], using a high-speed infrared camera [52], the laser-flash method [53], [54], and photo-
acoustics [55]. Photothermal techniques [56] are of particular interest to this paper because of their
adaptability and ability to probe localized heat transfer. Within the photothermal technique are



thermoreflectance methods such as time-domain thermoreflectance (TDTR) [57] and frequency-domain
thermoreflectance (FDTR) techniques [58].

Thermoreflectance methods are based on relating the change in reflectivity of a metal to a
change in the temperature of the metal. In TDTR, a thin metal film (transducer) is coated on a bulk
material or layered material. Usually with TDTR the time scales are so short, that only nm thin films can
be used because the heat does not travel far enough [57]. Attaining a stable nm thin transducer directly
in contact at the tool/workpiece interface is not reasonable due to the extreme mechanical and thermal
strains found in a typical FSW tool head. Furthermore, TDTR requires complex instrumentation which
would be difficult to place in a FSW setup. Instead FDTR will be used for the current research.

Similar to TDTR, FDTR also uses the phenomena of thermoreflectance. A pump beam is incident
on a surface that converts the photonic energy into thermal energy. The heat conducts through the
material, resulting in a change in temperature and thus a change in reflectivity. A probe beam is incident
on the surface, reflecting off in proportion to the reflectivity. The amplitude of the pump beam s a
continuous wave laser that is modulated sinusoidally and creates thermal waves in the material. The
reflected probe beam thus also modulates sinusoidally at the same frequency. A phase delay occurs
between the pump beam and the reflected probe beam, which is a function of the frequency, the
geometry of the material, and the transport properties of the layers. The resultant data can be matched
with theoretical equations to extract thermal characteristics of the system through inverse methods.
Additionally, fiber-based FDTR devices have successfully determined thermal diffusivity with relatively
simple instrumentation [59], [60]. Using fiber optics is desirable for the current work, due to the need
for a FSW probe to be portable or remotely operating, robust, and non-contacting. This imposes some
restrictions on how well the analytical thermal models match experimental conditions.

This paper will derive several semi-transparent, multi-layered thermal models for use with the
FDTR method. The thermal quadrupole-based models will then be used to determine the optimal design
configuration for a system to measure h in a FSW environment. Finally, the thermal model’s ability to
determine h will be validated by analyzing data from COMSOL simulations with limited radial bounds
and linearly translation approximating the movement during a FSW process.

Analytical Models

Because of the multi-layered aspect of the experiment, potential methods were surveyed to
determine h. Green’s functions have been successfully used with thermal wave phenomena in general
[61] and specifically with thermoreflectance techniques [62]. However, adding multiple layers is
relatively arduous and even a simple two-layered geometry requires moderate computational
resources. While using Green’s function is possible, other methods were deemed easier. The 2D
Fourier/Hankel transforms have also been used successfully [63], with relatively straightforward
adaptation to multiple layers. This approach uses increasingly large determinant calculations, however,
rapidly requiring a large amount of computational power as more layers are added. Thus, this approach
was deemed unsuitable as well. The final method that was surveyed was thermal quadrupoles, which
proved to be effective at modelling layered structures of varying configurations [64], [65] as well as
determining material thermal properties [66]. Furthermore, it has proven to be readily capable of being
modified to reduce computational requirements [67], as well been modified to determine interfacial



thermal contact conductance [68]. Thus, the thermal quadrupoles method was chosen as the method to
be used.

2.1 Thermal Quadrupoles

The thermal quadrupoles method begins by taking the heat diffusion equation for heat transfer
within a material [69]. The flux and temperature response can then be combined into a single matrix
equation as a function of position. This equation is solved at the top and bottom of the layer, as shown
in Figure 3a. Multiple layers can be related through the boundary condition of thermal contact
conductance, which can be represented as a matrix. Heat loss due to convection on the surfaces can be
accounted for as well, although these have been shown to be negligible at higher frequencies and with
good thermal conductors [64]. Heat loss at the surfaces will be neglected and the surfaces assumed
adiabatic. The thermal quadrupoles method can be easily extended to 2D systems using the Hankel or
Fourier transforms. The thermal quadrupoles method has also been readily extended to semi-
transparent layers [64], [65].

Salazar et al. [64] developed both the 1D and 2D general case for multiple layers under
modulated plane and Gaussian illumination. However, the derivation of Salazar et al. placed the Q,
(heat source) matrix with the T; (z = [,) — temperature — matrix, resulting in the form T;(z = 0) =
M,T,(z = l;) + M,Q,. Ordonez et al. [65] developed the 1D general case for multiple layers under
modulated plane illumination in a different yet equivalent way to Salazar et al., resulting with the Q;
matrix as distinct from the temperature response of the back end of the layer. In the current paper, the
final derivation of Ordonez et al. is used for each 1D case because the Q; matrix components simplify
under the assumptions that the layers are either completely transparent or completely opaque. Also in
the current paper, a 2D case is derived, keeping the Q; matrix distinctly separate from the T, (z = [;)
matrix, maintaining the simplifying assumptions of opaque and transparent for the 2D case. These
simplifications are necessary to maintain low computational requirements. Finally, a further derivation is
made that determines the temperature response of an interior layer, maintaining simplifying
assumptions and small computational requirements.

2.1.1 2D General Case
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Figure 3. a) The 2D general case for the Gaussian distribution laser illuminated single-layer system. The layer is characterized by
its thermal conductivity k, density p, specific heat c,,, thermal diffusivity a = k/pc,, optical absorption coefficient y, and
thickness 1. The laser is characterized by the radius a when the intensity reaches 1/e? and has a power P. b) The 2D general
case for the Gaussian distribution laser illuminated multi-layer system of N layers. The layer i is characterized by its thermal
conductivity k;, density p;, specific heat c,, ;, thermal diffusivity a; = k;/p;c, ;, optical absorption coefficient y;, and thickness l;.
The laser is characterized by the radius a when the intensity reaches 1/e? and has a power P;.



For the 2D single-layer general case shown in Figure 3a, this derivation will initially follow that of
Salazar et al. [64]. The 2D heat diffusion equation for this case is

2 2
9°6(rz) , 196(r2) | 37°0(r2) 0%0(r,z) = —%, (1)

ar2 r or 0z2

where g = \/iw/a is the thermal wave vector, Q = 2Pye‘(2T2/“2)e‘yZ/nka2 is the Gaussian laser heat
source, P is the power of the laser incident on the top of the layer, and 6(r, z) is the temperature
response at radius r and depth z.

It can be easily shown that

00)] _ A B G)(l)

®(0)] C D CD(l)
where A = D = cosh(Bl), B = sinh(Bl)/kB, C = kB sinh(ﬁl), U = y(0){1 — [cosh(Bl) +
{sinh(BD]e™"}, V = kB y(0){¢ — [sinh(BI) + { cosh(B)]e "'}, { = y/B, and @ is the flux in Hankel
space. Note that Eq. (2) is different from that of Salazar et al. [64] and matches Ordonez et al. [65] in
that the U and V matrix does not multiply with the quadrupoles matrix. Eqg. (2) is completely analogous
to the single-layer case developed by Ordonez et al. and a multi-layered structure can be developed
exactly how Ordonez et al. developed it. The only difference is that the 2D case requires the reverse
Hankel transform after the temperature in Hankel space is found.

(2)

An important simplification is that of opaqueness and transparency. As a layer becomes
infinitely opaque (y = o), the values U and V simplify to 0 and —Ple‘(uzaz/s)/Zn, respectively. As a
layer becomes infinitely transparent (y — 0), the values U and V both simplify to 0. It is noted that
without these simplifications, U and V would approach infinity rapidly and render calculations useless.
The full derivation is in Appendix A.

It can be shown that

J1(0) = Zy'BaJy (Iy) + Qn'Bs, (3)
where Z' = HrIY=1 M, Cp st Qyv' = Hyl=1 Zyn—1'Qn, Cunsr =1, Zy =1,

M=[ce ol @
Qn=[v:§'§rand .
I =[], )

L1 Ve

Cn,n+1 - 0 1 + ]I (7)

which is completely analogous to the derivation of Ordonez [65]. The full derivation is in Appendix A.



2.2 Potential Design Configurations
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Figure 4. Configurations of four geometries surveyed for their potential use in a FDTR setup to determine the thermal contact
conductance between a FSW tool and welded material interface.

We will survey the four specific cases as seen in Figure 4 to demonstrate why a multi-layered
semi-transparent model was needed to determine the thermal contact conductance between a tool
head and welded material interface. Case | is a semi-infinite two-layer system under plane illumination.
Case Il is a semi-infinite two-layer system under Gaussian illumination. These layered structures
represent a plug that would be press fit into a hole drilled through the FSW tool to perform an FDTR
measurement with a fiber optic probe placed in the tool head. Cases | and Il use the same two-layer
setup. Case lll is a three-layer system under plane illumination. Case IV is a three-layer system under
Gaussian illumination. Cases Il and IV use the same three-layer setup and differ from Cases | and Il in
that their first layer is modelled as completely transparent at the pump and probe wavelengths, 550 —
750 nm. This is valid for the Eagle XG glass chosen for the transducer. The various parameters involved
in each case are summarized in Table 1. The values of h analyzed are listed in Table 2. The next section
will discuss optimization.

Table 1. Various parameters for Cases I-IV.

Case | Case ll Case lll Case IV
I3 (mm) - - 0.5 0.5
I, (mm) 1 1 0.03 0.03
l; (mm) 10 10 10 10
ks (WmtK™1) - - 1.437 1.437
k, (WmtK™1) 50.2 50.2 700 700
ky Wm™tK™1) 205 205 205 205
ps (kgm™3) - - 2,380 2,380
py (kgm™3) 8,050 8,050 3,515 3,515
p1 (kgm=3) 2,700 2,700 2,700 2,700
cp3 U kg ' K1) - - 1,191 1,191

o2 kg™ K™Y 502 502 51 51



o1 J kg™ K™) 921 921 921 921

Y3 (m™1) - - 0 0

Y2 (m™1) o 0 o 0
y1 (m™) N/A N/A N/A N/A
dprove (M) 110 110 110 110
hps (Wm™2 K1) - - 1e8 1e8
Piaser (mW) 100 100 100 100

Toump (M) 5 5 5 5

Table 2. Thermal Contact Conductance at workpiece/tool interface (Wm=2K~1).

h hy hy hy hs he

1,000 2,187 4,782 10,456 22,865 50,000

2.2.1 Case |

For Case |, the first layer is H13 steel (a common FSW tool alloy) with a thickness [, = 1 mm
representing the most basic tool design. This was determined as the thinnest layer used in the tool head
shoulder. The second layer is 6061 aluminum with a thickness [; = 10 mm, representing a typical
thickness of welded aluminum. The material properties used in this analysis are summarized in Table 1.
The first layer is modelled as infinitely opaque. The equation used for Case | was derived from the
results of Ordonez and is shown below:

-1
Iy (A142+C1A2hy " +C1B,)

6,(0) = 2 (A1C,+C1Cohy 1 1 4C1D,)’ (8)

where 6,(0) represents the periodic temperature response at the top layer where the probe laser
emitted from the fiber optic would be. This equation is exact and requires very little computational
power. The full derivation for Eq. (8){&} is included in Appendix B.

2.2.2 Case | Analysis

Figure 5a shows the various phase delays across a range of frequencies and thermal contact
conductances, h, between layers for Case I. Meaningful phase difference between thermal contact
conductances occurs below 10 Hz. Xing et al. [70] demonstrated that an error of around 3% occurs
when the heating spot size is ten times larger than the thermal diffusion length, L. The thermal
diffusion length is given by L;;, = a/nf, which is 600 um and 1.6 mm for H13 steel and 6061
aluminum, respectively. This would require a heating spot size of 6 mm at least at the 10 Hz frequency,
increasing in size as the frequency decreased. Since the geometry is limited to a maximum heating spot
size of 2 mm, the 1D analytical case is unsuitable. Additionally, the pump probe radius is constrained to
5 um to reduce the need to focus the laser as it leaves the fiber optic. Benchmarks | and Il are now
introduced as the results obtained from COMSOL simulations modelling 3D FSW processes with the
layered structure inserted as a plug into the tool. These Benchmarks use thermoplastic theory to model



the heat generated and model the linear translation of the tool. Material deformation, tool rotation, and
temperature-dependent thermal properties aren’t modelled in the Benchmarks. Benchmark |
corresponds to Case | and Case Il while Benchmark Il corresponds to Case Il and Case IV and will be
discussed in Sections 2.2.5 to 2.2.8. As can be seen in Figure 5a, the Benchmark | phase delay curve
greatly deviates from the 1D analytical phase delay curve, supporting the conclusion that Case | is
unsuitable. Furthermore, the difference between phase delay curves for each h is negligible, showing
that the two-layer setup with H13 and aluminum is unsuitable.

2.2.3 Case Il

Case Il is the same as Case | except with a 2D Gaussian distributed laser illuminating the top
surface. It assumes the radial direction is semi-infinite. The equation for Case Il is structurally identical to
the equation for Case |, with the periodic temperature being represented in transform space. It was
derived using the results of Eq. (3) and is shown below:

Pye~(u?a?/8) (4, 4,+C A3y 1 71 +C1B,)
21 (A41C2+C1Cohy 1~ +C1D;)’

0,(0) = (9)

where 0, (0) representing the temperature in Hankel space and requiring the inverse Hankel Transform,
and u as the Hankel transform variable. All other variables are identical to Case | with the exception that
V, = —Pze‘(”zaz/s)/Zn and g; is replaced with 8, = \/u? + iw/a,. This equation requires numerical
integration and requires moderate computational power. The full derivation for Eq. (9){S} is in Appendix
B.

2.2.4 Case Il Analysis

Figure 5b shows the various phase delay curves across a range of frequencies and thermal
contact conductances between the FSW tool (layer 2) and the workpiece (layer 1) for varying situations.
The “Analytical” curves were obtained from the analytical equations developed using the thermal
quadrupoles method for the geometry of Case Il. The “Numerical” curves were obtained with a 2D
axisymmetric COMSOL model and validate the “Analytical” curves under simple conditions. This
convention is used in Section 2.2.2 and continues through the current paper. The semi-infinite
assumption in the radial direction is valid only for situations in which the flat geometry continues
approximately five times further than the thermal diffusion length [71]. The frequencies of interest are
below 10 Hz, where the thermal diffusion lengths for H13 and 6061 are 600 um and 1.6 mm,
respectively. This requires a radial continuity of the flat geometry for at least 3 mm. The radial
continuity is approximately 2 mm until the curve of the tool is encountered and should align at higher
frequencies, however, the frequencies of interest are below 10 Hz and thus Case Il is unsuitable. Figure
5b shows that the Benchmark | phase delay curve does indeed align with the phase delay curves of Case
Il at approximately 10 Hz and higher, but doesn’t align at lower frequencies, supporting the position
that Case Il is insufficient.

Since the phase delay curves align at higher frequencies for Case Il and Benchmark I, a new
layered structure is required to move the frequencies of interest to a higher frequency range.
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Figure 5. a) Phase delay curves across a range of thermal contact conductances, h, and frequencies for the analytical solution to
Case | (filled in green shades) to the COMSOL generated simulation results (hollow blue shades). b) Phase delay curves across a
range of thermal contact conductances and frequencies for the analytical solution to Case Il (filled in green shades) to the
COMSOL generated simulation results (hollow blue shades). Numerical solution with bounded radial geometry (filled in orange
shades).

2.2.5 Case lll

For Case I, the first layer is glass with a thickness [; = 0.5 mm. This thickness was determined
to be suitable to withstand the loads of FSW. The second layer is black diamond with a thickness [; =
30 um. Black diamond (tool quality) was chosen because it is a hard substance capable of surviving the
extreme forces present at the tool head interface and is highly thermally conductive. The third layer is
aluminum with a thickness l,; = 10 mm, representing a typical thickness of welded aluminum. The
material properties used in this analysis are summarized in Table 1. The first layer is modelled as
completely transparent while the second layer is modelled as infinitely opaque.

Because the first layer is transparent, we are interested in the temperature response of the
second layer. This temperature response can be developed from Ordonez et al. [65] similarly to Case I.
The result is

(A1A2+C1Azhy 1" +C1By)(Cahsy 1 +D3)
Wy

W = (A414,C5 + A1 CC3hg ™" + A1 CoDy + C1AyC3hy "+ C1CoCahgy Thy ' +
C1CyDshy 1 ™" + CByCs + C1D,C3hs ;™ + C1D,D3).

The full derivation of Egs. (10){46} and (11){+4} are included in Appendix B.

(11)

2.2.6 Case Il Analysis

Figure 6a shows the various phase delays across a range of frequencies and thermal contact
conductances between layers. Meaningful (being defined as those that are sensitive to changes in h)
phase difference between thermal contact conductances occurs between 100 and 1,000 Hz. The
thermal diffusion length is given by L;, = a/mf, which is 40 um, 1.1 mm, and 50 um for glass, black
diamond, and 6061 aluminum, respectively, at 10 Hz. This would require a heating spot size of 11 mm
at least at 100 Hz. To ensure a 1D heat transfer assumption is valid, the layer thickness is 13 um,

350 um, and 160 um for glass, black diamond, and 6061 aluminum, respectively, at 1,000 Hz. This
would require, at maximum, a heating spot size of 3.5 mm. This is unsuitable for the tool head and thus
Case lll is not sufficient. It should be noted, however, that if the black diamond layer could become



much thinner, the 1D assumption may be valid. This is not addressed in the current paper. The
Benchmark Il phase delay curves do not match with the phase delay curves of Case lll, and thus the
position that Case Ill is insufficient is supported.

2.2.7 Case IV

Case IV is the same as Case lll except with a 2D Gaussian distributed laser illuminating the top
surface. It assumes the radial direction is semi-infinite. The equation for Case IV is structurally identical
to the equation for Case lll, with the periodic temperature being represented in transform space. The
equation was developed from Eq. (3) and is

v (A1A5+C1Azh 171 +C1By)(Cshz "1 +D3)
2

G)2(0) = - v

with (12)

Y = (A14,C5 + A1 CyC3hs ™t + A1 CyDy + C1A,Cshy "+ C1CoCshay Thyy ' +

2 21 (13)

with u as the Hankel transform variable. All other variables are identical to Case | with the exception
thatV, = —Pze_(“zaz/s)/Zn and g; is replaced with 8, = \/u? + iw/a,. The full derivation of Egs.
(12)£22} and (13){23} are included in Appendix B.

An additional analysis was done with a thin gold film transducer between the glass and black diamond
layers and then compared to the results of Case IV. Negligible difference resulted, and as such, a nm
thin gold film used as a thermoreflectance transducer was modeled as part of h at the tool and
workpiece interface.

2.2.8 Case IV Analysis

Figure 6b shows the frequencies of interest, which are above 100 Hz, at which the thermal
diffusion lengths are 40 um, 1.1 mm, and 50 um for glass, black diamond, and 6061 aluminum,
respectively. This requires a radial continuity of the flat geometry for at least 5 mm assuming a
homogenous 6061 aluminum material. The required radial continuity of the flat geometry decreases as
the frequency increases. The effect of the layered structure is not directly analyzed, but it can be seen in
Figure 6b that the Benchmark Il phase delay curves align directly with the phase delay curves of Case IV.
Thus, the layered structure appears to decrease the required radial continuity to below 2 mm and Case
IV is sufficient for the FSW geometry. Since the frequency range of interest is above the 10 Hz rate of
rotation of the tool head, error due to the tool rotation in a temperature field will be reduced. We will
now optimize the layered structure of Case IV.

Case lll Case IV
a) -0 T 10,
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Figure 6. a) Phase delay curves across a range of thermal contact conductances and frequencies for the analytical solution to
Case Ill (filled in green shades) to the COMSOL generated simulation results (hollow blue shades). b) Phase delay curves across a
range of thermal contact conductances and frequencies for the analytical solution to Case IV (filled in green shades) to the
COMSOL generated simulation results (hollow blue shades).

3. Sensitivity Analysis for design optimization

Diamond

6061 6061
Aluminum Aluminum

Figure 7. Configurations of two geometries to demonstrate sensitivity to various parameters in a FDTR setup to determine hW/T
at the diamond/aluminum interface (h ).

A fifth case, Case V, is presented here to compare with Case IV to determine and demonstrate
an optimized design, as shown in Figure 7. The difference between Case IV and Case V is that Case V has
an additional layer between the first and second layer of Case IV, with this additional layer having the
same thermal properties as the other glass layer. Because the parameter of interest is the thermal
interface conductance between the tool head and workpiece (h, ,), we want as much heat flow through
this interface as possible so we can detect it. This requires resistance to the heat flowing away from that
interface. Tomimura et al. [72] showed that when a thin soft layer is placed between the interface of
two harder materials, it results in a higher thermal contact conductance. The additional layer forces an
interface between two hard materials, namely the glass, thus reducing the thermal contact
conductance. Since the additional glass layer is so thin, it will act as a barrier to heat flow, directing more
heat into the interface of interest.

We will define a phase spread term as what the difference in the phase delay at a given
frequency for the range of conductances used is. This will reduce a 3d plot to a 2D plot and will show
how sensitive the phase is to changes in a parameter. For the design of this device, we want the spread
of these phase changes to be at a maximum so that we can successfully extract the h value during a test

The temperature amplitude is important because it will be easier to measure phase effects
when the temperature response is greater, and if it is below a certain point, it will not be possible to
detect the signal with the lock-in amplified. The phase spread is important because we will curve-fit
experimental data to a theoretical phase delay curve to extract the thermal interface conductance.
While the literature lists 1,000 Wm™2K~1 to 50,000 Wm~=2K 1, the range of 10,000 Wm 2K ! to
50,000 Wm 2K~ was chosen to demonstrate sensitivity. Figure 8 presents the sensitivity of hyin
cases IV and V to various parameters, which leads to an optimal design in Figure 9 to determine h; ,.
Table 3Table-2 at the end of this section summarizes the parameters used for the nominal and ideal
parameter values for Cases IV and V.



3.1 Sensitivity Comparison
3.1.1 Topmost Layer Thickness

Figure 8a-b shows that the thickness of the topmost layer (transparent glass) has no effect
across a range of values.

3.1.2 Opaque Layer Thickness

Figure 8c-d shows that as the thickness of the first opaque layer increases, both the
temperature and phase difference effects become less pronounced. Case V has a greater sensitivity to
decreasing thickness of the first opaque (diamond) layer.

3.1.3 Thermal Contact Conductance

Figure 8e-f shows that as the thermal contact conductance between the Black Diamond-Hayers2
and-3-ferCases N -and-V,respectively} and the glass layer immediately atop it decreases, the
temperature effect increases slightly while the phase increase is more pronounced. Case V appears to
have a slightly more pronounced phase difference at higher thermal contact conductances, which is
desirable because the thermal contact conductance between the black diamond and glass layer
immediately atop it is likely to be high, due to the thin reflective gold layer that is here.

3.1.4 Thermal Conductivity of third Layer

Figure 8g-h shows that as the thermal conductivity of the glass layer immediately atop the black
diamond decreases, the temperature increases for Case IV. The temperature increases for Case V as
well, but the phase difference behaves differently. At lower frequencies, there is less phase difference at
lower thermal conductivities while more phase difference at higher thermal conductivities. There is
hardly any difference at the lower frequencies, so assuming the phase difference increases at lower
thermal conductivities is acceptable. Overall, Case V has higher temperatures and phase differences
than Case IV.

3.1.5 Pump Laser Radius

Figure 8i-j shows that the pump laser radius size appears to have very little effect until it passes
a critical value. For both cases, after the critical point, increasing pump laser size decreases temperature
amplitude and increases phase difference.

3.1.6 Concentric Distance between Pump and Probe Lasers

Figure 8k-I shows that for both cases, as the distance between the pump and probe increases,
the temperature amplitude decreases, and the phase difference increases. Case V has a more
pronounced phase difference at lower frequencies, although the increment between distances is close
to that of Case IV.

3.1.7 Pump Laser Power

Figure 8m-n shows that as the pump power increases, the phase response is unchanged within
each case, but the temperature amplitude increases proportionally to the increase in power.
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Figure 8. Sensitivity of Cases IV and V to a-b) the thickness of the uppermost glass layer, c-d) the thickness of the first opaque
layer, e-f) the thermal contact conductance between the first opaque layer and the transparent layer immediately above it, g-h)
the thermal conductivity of the transparent layer immediately atop the first opaque layer, i-j) the radius of the pump laser, k-1)
the distance between the pump and probe laser, and m-n) the pump power changing.

3.1.8 Summary of Sensitive Parameters

The most sensitive parameters include the thickness of the black diamond layers, the thermal
contact conductance between the opaque and transparent layers, the thermal conductivity of the
transparent layer touching the opaque layer, the concentric distance between pump and probe lasers,
and the pump laser power. These parameters were all chosen in the ideal configuration to maximize
phase and temperature responses, except for thermal contact conductance which cannot be readily
chosen and instead will be assumed a maximum, the likely worst-case scenario. The ideal parameters for
each case are summarized in Table 3Fable 2.

3.2 Optimal Design

Figure 9 compares the temperature amplitude and phase difference response of the nominal to
ideal parameters for Cases IV and V. The temperature amplitude for both cases’ ideal parameters is
greater across most of the frequency range. The phase difference for both cases’ ideal parameters are
well above those of the nominal parameters. Case V has a more pronounced temperature response and
a much more pronounced phase difference response compared to Case IV, demonstrating the superior
configuration of Case V.
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Table 3. Parameters for nominal and ideal parameters for Cases IV and V.

Case IV - Case IV - Case V- CaseV - Case V - Ideal
Nominal Ideal Nominal Validated
l, (mm) - - 0.5 2 2
I3 (mm) 0.5 0.25 0.03 0.06 0.001
[, (mm) 0.03 0.001 0.03 0.06 0.001
[, (mm) 10 10 10 10 10
k, WmtK™1) - - 1.437 1.437 1.437
ks (Wm™1K™1) 1.437 1.437 1.437 1.437 1.437
k, Wm™tK™1) 700 700 700 700 700
ky ( Wm tKk™1) 205 205 205 205 205
ps (kgm™3) - - 2,380 2,380 2,380
p3 (kg m=3) 2,380 2,380 2,380 2,380 2,380
py (kgm™3) 3,515 3,515 3,515 3,515 3,515
p1 (kgm™3) 2,700 2,700 2,700 2,700 2,700
Cpa U kgt K1) - - 1,191 1,191 1,191
cp3 U kg7t K1) 1,191 1,191 1,191 1,191 1,191
Cp2 U kg7t K1) 510 510 510 510 510
cp1 (U kgt K1) 921 921 921 921 921
Va (m™1) - - 0 0 0
ys (m™) 0 0 0 0 0
ys (m™) 0 o = 0 0
y, (m™1) N/A N/A N/A N/A N/A
dprope (UM) 110 250 110 110 250



hs, Wm™2K™1) 1e8 1e8 1e8 1e8 1e8

Pjyser (mW) 100 150 100 1000 150
hys (Wm™2 K1) - - le3 le3 1e3
Toump (um) 5 5 5 5 5

4. Thermal Model Validation from COMSOL Simulation and Tool Head Design

The Case V validated parameters were simulated in COMSOL with two different Benchmarks,
Benchmark lll and Benchmark IV, as shown in Figure 10. Benchmark Il is a simple static model
simulating the layered structure with radial constraints while Benchmark IV simulates the rotational
motion of the FSW tool. This motion is simulated with a linear velocity of 0.5873 m/s, which is
approximately what the tangential velocity would be in the FSW tool at the point where the probe is.
Figure 11 a) shows the geometry, mesh, and temperature field of Benchmark IlIl. Figure 11 b) shows the
geometry, mesh, and temperature field of the top of the linearly translating layer of Benchmark IV. The
temperature field of Figure 11 b) confirms that the linear translation was accounted for in the COMSOL
model. The Case V Ideal parameters weren’t used due to mesh density requirements for such thin layers
(1 um). As can be seen in Figure 10, The Case V validated parameters matched closely with both
Benchmark Ill and Benchmark IV, suggesting that this layered structure is unaffected by the radial
boundary requirements and rotational motion of the FSW tool, and thus is a suitable technique for
measuring hy, ;v during a FSW operation. The tool head design used in the Benchmark [ll/Case V
nominal parameters validation simulation is shown in Figure 11 c).

Case V Validati
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Figure 10. Phase delay curves from the analytical expression for Case V Validated parameters, Benchmark Ill, and Benchmark IV.
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section and layered structure (based on parameters from Table 3, Case V — Ideal).

Conclusion

A method for measuring the heat transfer coefficient between a spinning friction stir welding
tool and a metal workpiece has been proposed and studied numerically. The best design configuration
emerging from the study consists of a layer of clear glass, a second layer of clear glass, opaque diamond,
and then aluminum. This layered structure will be fit into the FSW tool as a plug, allowing FDTR tests to
be performed during FSW processes and extracting the relevant information of the actual process. The
relatively low thermal contact conductance between the two glass layers acts as a barrier to heat
flowing into the first thicker glass layer, directing the heat to flow into the diamond/aluminum interface.
This is necessary since this is the interface of interest and requires as much heat as possible to flow
through it to characterize the thermal-contactconductanceheat transfer coefficient. The Case V ideal

parameters maximize the effect of the thermal-contactconductanceheat transfer coefficient at the

diamond/aluminum interface and thus allow the inverse extraction of it when compared to the
theoretical equations of Case V. The most sensitive parameters were the thicknesses of the layers
directly touching the surface at which the laser is incident, as well as the thermal conductivity of the
transparent layer in contact with the opaque layer. The probe distance and pump radius were more
parameters for fine-tuning response. Future efforts include experimentally validating the Case IV and
Case V equations in a simplified vice FDTR setup that simulates the pressures expected during FSW
processes as well as in a high-temperature environment at ambient pressure. The effect of both the




isolated pressure and the isolated temperature compared to the Case IV and Case V equations will be
analyzed and quantified. These validations will provide further proof that the device optimized in the
current paper can measure the heat transfer coefficient during FSW operations. Once this validation has
occurred, experiments utilizing a full FDTR FSW setup will provide final validation that the device works
as presented. Beeerimentabusdewillbedanetopshysicall i lidate Case M ane Case M-l asteady o
ceaf . Ll FSWL 0 .
-Aln additionaly to FSW applications, researchers can use these results as a reference in

designing their own analytical model for an FDTR measurement inside other systems, such as an end mill
and lathe.
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