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ABSTRACT

Second messengers are intracellular molecules which respond to ex-
tracullular signalling molecules and trigger physiological changes.
The cyclic di-GMP (c-di-GMP) is a ubiquitous second messenger
which coordinates various aspects of growth and behavior of bac-
teria. Recent work has disclosed that another second messenger
- alarmones guanosine tetraphosphate and guanosine pentaphos-
phate ((p)ppGpp) - has antagonistic roles against c-di-GMP in the
cell cycle regulation network. Both c-di-GMP and (p)ppGpp have
been verified to have important impact on functions of bacteria,
including biofilm formation, transcription, virulence, and quorum
sensing. Moreover, (p)ppGpp accumulates under starvation in bac-
teria, helping bacteria to survive in stressful conditions through
regulating concentrations of relative substances and morphology.
In this work, we propose a mathematical model to represent these
second messengers, and analyze how the network regulates the
cell cycle of C. crescentus and responds to certain environmen-
tal changes through a nitrogen-based phosphotransferase system
(PTSN'). Our mathematical model consists of 7 ODEs describing
the dynamics of 7 significant molecules. The simulated behavior of
¢-di-GMP, ratio (p)ppGpp/GTP and PTSN' are consistent with ex-
periments. Additionally, our model provides reasonable predictions
for how concerned molecules, such as ¢cdG and pTSNt enzymes,
change under nitrogen changes, which have not been explored or
measured yet.
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1 INTRODUCTION

The alphaproteobacterium Caulobacter crescentus living in olig-
otrophic aquatic environments is a model organism for understand-
ing cell differentiation and regulation of prokaryotes. C. crescentus
undergoes asymmetric cell division, yielding two distinct progeny
cells (Fig. 1): a non-motile ’stalked’ cell (st) enters the next cell cycle
and initiates DNA replication immediately, while a motile ’swarmer’
cell (sw) differentiates into a stalked cell given sufficient nutrients
before re-entering the cell cycle [40]. The stalked cell develops a
holdfast to attach to solid surfaces, whereas the swarmer cell de-
velops a flagellum to search for nutrients in liquid environments.
The asymmetric cell cycle, which affords C. crescentus a certain
time to find more nutrients, makes it feasible to live in oligotrophic
water [36].

Since the asymmetric cell division pattern plays an essential
role in survival in oligotrophic environments for C. crescentus and
understanding how the pattern is regulated provides an insight
into life cycle of many bacteria with similar characteristic, many
proteins, genes, and other molecules are involved in the asymmetric
pattern have been reported [16, 36]. The synthesis and degradation
of important proteins at specific time and location account for
a significant part of the regulation network. As a DNA-binding
response regulator, CtrA is at the center of the highly ordered
proteins in C. crescentus. CtrA functions as a transcription factor,
activating or repressing more than 100 genes involved in flagellum
biogenesis, DNA replication and methylation, and cell division [24,
35]. As CtrA inhibits the initiation of DNA duplication, active CtrA
must be eliminated during swarmer-to-stalker transition for the
entry of cell division. There are two pathways to inactivate CtrA:
proteolysis by ClpXP [41] and dephosphorylation.

Recent research [19, 41] has shown that the spatio-temporally
regulated proteolysis of CtrA requires protease ClpXP and addi-
tional factors called adaptors in C. crescentus. The adaptor complex
consists of CpdR, RedA, PopA, and a ubiquitous second messenger
cyclic di-GMP (cdG) (Fig. 2). ClpXP primed by unphosphorylated
CpdR locates at the old pole (Fig. 1) and recruits the adaptor RcdA
which interacts with PopA directly. However, PopA must be bound
with ¢dG to adapt CtrA to the entire protease complex (Fig. 2),
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Figure 1: Asymmetric cell cycle and CtrA dynamics of C. cres-
centus. (1) Stalked cell is non-motile with a holdfast; Swarmer cell
is motile with pill and flagellum, which transforms into a stalked cell
before DNA replication. (2) CtrA regulates cell cycle of C. crescen-
tus as a master regulator spatially and temporally. It is eliminated
during G1-S transition which initiates DNA replication. The darker
color indicates higher concentration. (3) ClpXP is the specific pro-
tease for CtrA, which shows up at specific location (old pole) to
degrade CtrA. (4) PleD~P acts as the major synthetase of c-di-GMP
at specific location (old pole).

which means cdG is indispensable for CtrA proteolysis. Besides
working in CtrA proteolysis, c-di-GMP also participates in CtrA de-
phosporylation by stimulating the CckA phosphatase activity [27].
CckA is a bifunctional enzyme, which can act both as phosphoatase
and kinase to regulate CtrA and CpdR. CdG directly binds to CckA
to switch it from kinase to phosphatase activities during the G1-S
transition, which stimulates the dephosphorylation of CtrA and
CpdR rapidly. Then the DNA replication is initiated [6]. Therefore,
c-di-GMP regulates both phosphorylation and stability of CtrA (Fig.
3) to stimulate entry into S-phase.

Compared with cdG, the hyperphosphorylated guanosine tetraphos-

phate (ppGpp) and guanosine pentaphosphate (pppGpp) have antag-
onistic functions to regulate the cell cycle. (p)ppGpp is converted
into GTP in metabolism and uses GTP as the substrate during
synthesis, which shares the common intermediate GTP with c¢dG.
(p)ppGpp promotes the motile and non-replicative fates by inducing
arrest of G1 phase [12]. The upshift of (p)ppGpp in C. crescentus
increases CtrA levels as well. Therefore, the second messengers
c-di-GMP and (p)ppGpp regulate CtrA through complementary
mechanisms.

Additionally, the second messengers c-di-GMP and (p)ppGpp
have been reported to control several key processes to help bacte-
ria to adapt to various environmental factors [12, 20]. Exploring
how environmental restriction affects cell cycle provides insight
into why C. crescentus is able to live in oligotrophic environments.
Therefore, the relationship between environment and second mes-
sengers is of great interest. Nutrients such as carbon and nitrogen
have impacts on ¢dG as well as (p)ppGpp regulations. There are
some evidences [12] showing that bacteria accumulate (p)ppGpp
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Figure 2: Model of the protease complex for CtrA in C. cres-
centus. Proteolysis of CtrA relies on protease ClpXP and additional
adaptors. Only primed (by CpdR) CIpXP is able to recruit RedA.
RedA tethers PopA and primed ClpXP. The second messenger c-di-
GMP is required to adapt CtrA to the protease ClpXP.
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Figure 3: C-di-GMP regulates C. crescentus S-phase entry
through CtrA in C. crescentus. (1) c-di-GMP directly stimulates
phosphatase activity through binding CckA, thereby dephosphory-
lating CtrA to allow replication initiation. (2) c-di-GMP is required
in proteolysis of CtrA.

following stressful environmental changes by the RelA-SpoT ho-
mologue (RSH) family of bifunctional enzymes. Also, bacteria re-
spond to the availability of carbon through c¢dG regulated signaling
processes [20]. However, the specific mechanism of how stressful
conditions affect cell cycle through the second messenger networks
and other key proteins in C. crescentus is not very clear.

In this work, we combine the network involving regulations
of ¢-d-GMP, (p)ppGpp, and GTP into one mathematical model to
investigate how second messenger networks control the asymmet-
ric cell cycle pattern and respond to environmental change in C.
crescentus through a phosphotransferase system (PTS). The im-
portant enzymes responsible for synthesis and hydrolysis of cdG
and (p)ppGpp are included. Our simulation shows that c-di-GMP
decreases dramatically following nitrogen deprivation, which sug-
gests one possible mechanism for bacteria responding to nitrogen
starvation. As c¢dG plays an important role in dephosphorylation
and proteolysis of CtrA, which is one of the master regulators in-
volved in cell cycle, our model relates the environmental changes
with cell cycle quantitatively. The specific levels of several signifi-
cant molecules in bacteria such as (p)ppGpp, GTP, and PTS enzymes
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have not been measured yet experimentally. Our model is able to
provide predicted concentrations for these variables under high
nitrogen and starved condition in bacteria.

2 METHODS

2.1 Diagram Construction

In order to explain how c¢dG and (p)ppGpp regulate cell cycle and
respond to environment, it is necessary to construct a complete
diagram including cdG, (p)ppGpp, and the bridge connecting en-
vironment with (p)ppGpp - PTSN! system. We investigated the
metabolism of ¢dG and (p)ppGpp in C. crescentus, and found GTP is
one important intermediate connecting these two second messen-
gers. Enzymes within PTSN' regulate the synthesis and degradation

of (p)ppGpp.

2.1.1 Metabolism and Characterization of c-di-GMP. c-di-GMP con-
trols the transition between a motile cell and a sessile cell in C. cres-
centus. Two kinds of antagonistic enzymes, diguanylate cyclases
(DGCs) and phosphodiesterases (PDEs), regulate the cellular con-
centration of ¢dG [17](Fig. 4). The synthases DGCs like PleD and
DgcB, whose activities reside in the highly conserved GGDEF do-
main, act as dimers to produce c¢dG from two molecules of GTPs [39].
The I-site of DGCs can be bound by ¢dG to inhibit the synthetase
activity, which is known as the product inhibition (Fig. 4).

The hydrolases PDEs, such as PdeA and PdeB, cleave cdG to
pGpG or GMP based on the conversed EAL domain or HD-GYP
domain [39]. As pGpG is eventually converted into GMP (Fig. 4),
we ignored pGpG and used GMP as the product of cdG degradation.
In addition, the activity of some EAL domains in C. crescentus is
activated by GTP through binding GTP in the non-active GGDEF
domain of PDEs [7]. The velocity of PDE reaches Vipax/2 when
concentration of GTP is 4uM. We ignored this activation in our
model because the estimated levels of GTP in some bacteria is much
larger than 4pM.

sessility motility
AL or
GGDEF HD-GYP
domain domain
DGC PDE

[ 2GTP ]—>[ c-di-GMP ]——[ intermediate ]—D[ 26MP ]

preduct inhibition

Figure 4: A schematic that shows metabolism of c-di-GMP.
The synthase cyclases (DGCs) catalyse the synthesis of cdG through
the catalytic GGDEF domains. Specific phosphodiesterases (PDEs)
make use of EAL or HD-GYP domains to cleave c¢dG into pGpG
(an intermediate which is subsequently turned into GMP) or GMP.
Product inhibition indicates that cdG binds to the I-site of DGCs
and inhibits the synthetase activity.

2.1.2  Metabolism and Characterization of (p)ppGpp. (p)ppGpp plays
important roles in several processes, including transcription, trans-
lation, and DNA replication [20]. It accumulates in most bacteria
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during stress, starvation, and entry in stationary phase. The abrupt
environmental changes associated with the (p)ppGpp accumulation
are provoked by the intracellular increase [15] of GTP/GDP (Fig.
5). (p)ppGpp alerts bacteria to nutrient deprivation through modi-
fying the physiology. In C. crescentus, (p)ppGpp delays the entry
into S phase to prolong the G1 phase, and maintains the flagellum
organelle in G1 phase. That helps C. crescentus to survive in nutrient-
deprived environments by delaying DNA replication, which gives
bacteria more time to search for food in the environment.

C. crescentus utilizes a RelA homologue (SpoT), which acts as the
key bifunctional enzyme [13] to synthesize and degrade (p)ppGpp
(Fig. 5). The bifunctional enzyme SpoT uses ATP and GTP/GDP
to generate (p)ppGpp, and is responsible for degrading (p)ppGpp
to GDP/GTP as well. SpoT regulates (p)ppGpp through two dis-
tinct active sites within two separate domains, which are regulated
by a reciprocal mechanism coupled with opposing states ((p)ppGpp-
hydrolase-OFF/synthase-ON and hydrolase-ON/synthase-OFF) [15].

PPPGPP/ppGPP

SPOTsd SpoThd

GDP/G6TP

Figure 5: Metabolism of (p)ppGpp. SpoT in C. crescentus cat-
alyzes both the synthesis and hydrolysis of (p)ppGpp. ATP and P;
are not shown.

GTP and GMP are the source and eventual product of cdG, re-
spectively (Fig. 4). As GTP/GDP also plays a role as source and
product in mechanism of (p)ppGpp (Fig. 5), we can easily use GTP
as the bridge to connect two essential second messengers - ¢cdG and
(p)ppGpp - into one diagram. The second messenger networks in-
cluding (p)ppGpp and c-di-GMP have been summarized in Fig. 6 [5].
As GMP, GDP, and GTP can be converted to each other in one mech-
anism circle and biologists usually mention ppGpp and pppGpp
together [13, 15, 20], we combine GDP with GTP as one variable.

GMP
Lo
SpeTy, DGC : PDE
(Pppépp — GTP ——> c¢-di-GMP
SpoThd

Figure 6: Diagram of second messenger networks. GTP con-
nects the second messengers (p)ppGpp and cdG because it is an
intermediate in the metabolisms of these two second messengers.
SpoTsq and SpoT}g represent the synthase activity and hydrolase
activity of bifunctional enzyme SpoT. The metabolism cycle for
GTP/GMP is simplified through combining GDP with GTP as one
variable. (1) Dashed line 1 indicates the production inhibition based
on ¢dG binding I-site of DGCs. (2) Dashed line 2 indicates the inhi-
bition from (p)ppGpp on the synthase of GTP [13].
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2.1.3  Nutrient-related Phosphotransferase System (PTS). It has been
well documented that (p)ppGpp responds to carbon and nitrogen
deprivation. While the specific mechanism underlying carbon star-
vation is not clear yet, the mechanism responsible for nitrogen
starvation has been recently elucidated [12]. (p)ppGpp accumulates
following nitrogen starvation, which affords bacteria to regulate
cellular processes such as DNA replication, transcription and trans-
lation [34]. The mechanism regulating (p)ppGpp concentration is
based on the nitrogen-related phosphoenolpyruvate (PEP) phos-
photransferase system (PTSN') [13, 34].

The PTSN system consists of three types of phosphorylation
components (EINY, NPr, and EIIAN') which form a phosphorylation
cascade (Fig. 7). The first protein EIN' initiates the cascade through
autophosphorylation using PEP as the phosphoryl donor. Then
the phosphoryl group is transferred from EIN' to NPr and then
to EIIANT EITAN' acts as a reversible phosphate sink or transfers
phosphoryl group to other unknown molecules [32].

pTSNtr regulates the SpoT activity, which decides the level of
(p)ppGpp (Fig. 5), through receiving intracellular glutamine to af-
fect (p)ppGpp. Genome of C. crescentus suggests that the assimila-
tion of inorganic nitrogen is tightly dependent on the glutamine
synthetase activity. Therefore, glutamine acts as a nitrogen signal
which is transduced from PTSNY to (p)ppGpp to regulate the cell
cycle progression [10, 34]. Glutamine binds to the conserved GAF
domain of EIN' to inhibit its autophosphorylation. Therefore, en-
zymes involved in PTSN become highly phosphorylated under
nitrogen starvation when the intracellular level of glutamine de-
creases rapidly [12]. Bacterial two-hybrid (BTH) assays [34] have
shown that phosphorylated EHANY directly interacts with SpoT
whereas phosphorylated NPr controls the SpoT activity indirectly.
Mutant experiments further indicate that EIANY ~P inhibits hydro-
lase activity (HD) of SpoT, whereas NPr~P regulates control SpoT
synthase activity (SD) indirectly.

/EIN‘ >< /NPr* . )C( EIIA“‘

PYruvq‘re> C/ EIN” NP" < EIIAM
Figure 7: The phosphorylation cascade in nitrogen-related
phosphotransferase system (PTSN'™). PTSN' consists of three
phosphorylation components (EIN"', NPr, and EIIANT) which re-
sponds to nitrogen availability. Phosphoenolpyruvate (PEP) per-

forms as the phosphoryl donor in the phosphorylation cascade.

Summarizing the aforementioned relationships, PTSNY connects
glutamine which acts as the nitrogen signal with the bifunctional
enzyme SpoT which switches (p)ppGpp and GTP back and forth.

Therefore, we involved PTSN' in our second messenger network
to extend the model with environmental change (Fig. 8).

2.2 Mathematical Model

Based on the diagram in Fig. 8, the simplified reactions for our
model are as following:

The diguanylate cyclases (DGCs) activity is contained within
dimers, where each GGDEF domain is loaded with one GTP mole-
cule [29]. Additionally, the activity of DGCs is subject to product
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Figure 8: Diagram of our second messenger model. Glutamine
(GIn) acts as the nitrogen signal, which regulates the phosphory-
lated state of enzymes within PTSN . (1) Dashed line 3-1 indicates
phosphorylated NPr activates indirectly the synthase activity of
SpoT. (2) Dashed line 3-2 indicates phosphorylated EXIAN' inhibits
directly the hydrolase activity of SpoT.

inhibition through binding of ¢dG to the I-site. Here we assumed
that this reaction is cooperative binding and used 2 as the Hill ex-
ponent to describe the cooperativity of product inhibition (Table 1,
Equation 1). As PleD is the major DGC in C.crescentus and another
synthetase DgcB is expressed throughout the cell cycle [2], we used
PleD with a basal level of DGC to represent DGCs. Unlike DGCs,
phosphodiesterases (PDEs) act as monomers, which convert c¢dG to
GMP eventually. As PdeA acts as the major PDE in in C.crescentus,
we used PdeA to represent PDEs in Table 1 Equation 1.

2GTP 2SS c-di—GMP,

c-di-GMP =5 2GMP -

The synthase activity (sd) and hydrolase activity (hd) of bifunc-
tional enzyme SpoT catalyze the reaction between (p)ppGpp and
GTP. Taking the activation and inhibition from NPr and phospho-
rylated EIIANY into consideration, we used the Michaelis-Menten
equation to describe the direct and indirect interaction with un-
known mechanism (Table 1, Equation 2) [37]. SpoTgq and SpoTpq
in Equation 2 indicates the proportion of synthase and hydrolase
in total SpoT, respectively.

SpoT (hd)

Gpp —
(p)ppGpp ST

The metabolism of GTP/GMP is regulated through reversible
reactions, where we combined GDP with GTP as one variable.

GTP == GMP.

PEP binds to the C-terminal domain of EI and donates a phosphoryl
group to the site of His-189 (Fig. 9). Then the phosphoryl group is
transferred to the next two enzymes - NPr and EIIA [43, 45]. The
phosphorylation cascade is summarized as the following reactions.

kp
EI + PEP —= EI'EP
ky_,
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ki (inhibited by Gln)
FIPEP ————— 5y

NPPyr’

-1

kp,_
EI~PPY" —==EI~P + Pyr,
Kn,

k)
EI~P + NPr —= EI + NPr~P,

k-,

k
NPr~P + EIIA ‘—‘—3 NPr + EIIA~P -
-3
EIPEP and EI~PPY" indicate EI bound with PEP and EI~P bound
with Pyr, respectively. ky; (i = 1,2, 3) represents the rates of phos-
phorylation reactions, while kj,_, (j = 1, 2) represent the rates of

binding reactions. Glutamine binds to EI'EP to inhibit its phospho-
rylation.

GAF y..PEP
PEP-binding k
domain

EI monomer

P-His domain @

\_:"é:
NPr

Figure 9: Schematic diagram of EI structure and phosphate
transfer. The C-terminus of EI bears a PEP-binding domain and
the N-terminus is responsible for binding NPr. The red arrow indi-
cates the direction of phosphate transfer. The separate GAF domain
interacting with Glutamine is responsible for receiving the nitrogen
signal.

In the PTS reactions, binding of PEP is a quite rapid process
which has been verified in fluorescence spectroscopy studies [21].
Here, we make several assumptions to describe PTSN reactions
effectively:

(1). We assume that PEP and Pyr binding reactions are much faster
than phosphorylation (reaching quasi steady state). Therefore, we
converted the binding reactions into algebraic equations (Tabel 1,
Equation 8,9).

(2). As Glutamine (Gln) binds to the GAF domain of EINY which is
a separate domain of EI [31] (Fig. 9), we assume that the binding of
Gln is allosteric inhibition (Tabel 1, Equation 5).

(3). There is limited numeric data for PTSN". As enzymes within
PTSNY are homologs with enzymes within PTS, we introduced
some numeric data from PTS into our model, including reaction
rates and concentration constants.

(4). The total concentrations of EIN", NPr and EHANY are assumed
to be constants as shown in [44]: [EINU o = 10uM, [NPr]tor = 50uM,
and [EIAN'],, = 50uM (Tabel 1, Equation 10, 11, 12).

(5). According to previous experiments [14] in Escherichia coli, we
set the concentrations of PEP and pyruvate to 2.8mM and 0.9mM
in starvation, while 0.3mM and 1.5mM in abundant nitrogen.

Eventually, we obtain a system with 7 ODEs and 5 algebraic
equations in Table 1. More details are shown in Supplementary
Materials A.1. Parameters are explained in details in Table 2. Pa-
rameters in our model (Table 2) were taken or estimated from
experimental observations when it is possible, or estimated based
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on data fitting with the maximum point of experimental cdG [1].
Initial conditions in Table 3 were estimated from the intracellular
concentrations of bacteria. We adjusted the corresponding initial
conditions keeping the same magnitude with experiments. The
maximum concentration of ¢dG in Caulobacter is around 2.8uM [1].
Basal level of (p)ppGpp in gram-negative bacteria during normal
condition is around 10uM [9]. The ratio of (p)ppGpp/GTP [3, 4] was
used to estimate the initial conditions of GTP and GMP. Equations
were solved with ode15s in Matlab.

3 SIMULATION AND RESULTS

As mentioned in previous simulation [26], the total time of cell
cycle in our simulation is also set as 150 min.

3.1 Simulation of DGCs and PDEs

As PleD and PdeA are the major DGCs and PDEs in Caulobacter
Crescentus, we simulated PleD and PdeA with curve fitting tool in
Matlab as two periodical functions to estimate intracellular levels of
DGCs and PDEs. We plug these two functions into our mathemati-
cal model to describe the levels of DGCs and PDEs quantitatively.
Besides PleD, there are other DGCs in bacteria participating in mak-
ing cdG[2, 38]. Abel et al[2] indicates that DgcB, which is expressed
throughout the cell cycle, cooperates with PleD for ¢dG synthesis.
Therefore, we add a basal level of DGCs in Table 1, Equation 1.

Since reliable data on active PleD (phosphorylated) level over
the cell cycle were not available in literature (Supplementary ma-
terials A.2), we borrowed the results of an, as of yet, unpublished
model by Bronson Weston which is more consistent with qualita-
tive experimental information (Fig. 1). Weston’s simulation and the
corresponding periodical function are shown in Fig. 10a. R-square
of PleD fit is 0.98. We quantitatively extracted PdeA concentration
from Joshi et al’s Western blots [18] using Image]. The quantita-
tive PdeA points and the corresponding fitting curve are shown in
Fig. 10b. R-square of PdeA fit is 0.78.

3.2 Simulations under starvation and
nitrogen-rich condition

Goodwin et al’s [11] experiments reveal how glutamine inhibits
kinetics of EIN quantitatively with concentration of glutamine be-
ing 0, 10, 100, and 1000 i M. Here, we used Gln=100uM to represent
nitrogen starvation and Gln=1000uM to describe abundant nitro-
gen in environment to verify the feasibility of our mathematical
model. From Hogema et al’s experiments [14], we set PEP=300uM
and Pyr=1500uM under rich nutrients condition; PEP=2800uM and
Pyr=900uM under starved condition. In addition, we simulated
Caulobacter following Gln=1000uM, PEP=2800:M, Pyr=900uM and
Gln=100pM, PEP=300uM, Pyr=1500pM to analyze how glutamine
and PEP/Pyr impact variables (Fig. 11, Fig. 12 ). In order to fit Good-
Ky4+€[GIn]
K, +[GIn]
to describe this inhibition in Table 1 Equation 5, where parameters
were estimated from [11] as well.

Fig. 11 and Fig. 12 compare the changes of important variables
under different conditions. Fig. 11(a) and (c) represent simulations
under nitrogen rich and starvation, respectively. (b) and (d) are plot
to provide single-variable comparison. In Fig. 11, cdG shows a stable

win et al’s experimental observation well in [11], we used
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Table 1: Equations of our mathematical model.

Chunrui Xu, Bronson Weston, and Yang Cao

d[cd K? 2 d
dledS] kg e X [PleD+basal DGC] x RETadT ¥ [GT[%TZTKél ~ kdedo X [PdeA] x 1SS (1)
dl(p)ppGpp] . [GTP] * [(P)PPGpp]
dt K pppGpp X SPOTsd X [G1pTrks ~ Kd(pppGpp X SPOThd X [5)ppGppl+ Ko ()
d d G K? 2
[CTP] = Kkegre X [GMP] - kggrp X [GTP] - L2LPOLL _ 5k 46 x [PleD+basal DGC] x R X T G;;*]TZTK& (3)
d d
AR = 2kgeaq X [PdeA] X fSHo— + kagre X [GTP] — ks gTp X [GMP](4)
MRt = g x % x [EIPEP] — k_;[EI-PPY'] — ky[EI~P][NPr] + k_2[NPr~P][EI]|(5)
dINPrPl - k[EI-P][NPr] — k—5[NPr~P][EI] — (k3[NPr~P][EIIA] — k_3[NPr][EIIA~P])(6)
dIEDAP]  _  13[NPr~P][EIA] — k_3[NPr][EIA~P] - ks [EHA~P](7)
[EN[PEP] = K, [EIPEP|(s)

[EI-P][Pyr] = Ky, [EI-PPY7](9)

(Ellot = [EI]+[EIPEP]+[EI-PPY"]+[EI-P] (10)
[NPrliot = [NPr]+[NPr~P] (11)
[EOAlot = [EIAJ+[ENA~P](12)
" SpoTa = 185 SpoThd = Hz» @ = Kpar X (Nprpek; / EIAPRRG
Ky, = Koy = ko,
b= Hy o R T T,

All enzyme-involved inhibition and activation items are indicated by Hill equations or Michaelis-Menten equations.

In order to improve the efficiency and decrease the complexity of modelling, we used hybrid modelling approach to describe reactions [5].

oscillation under nutrient-rich condition. cdG decreases dramati-
cally under starvation whereas (p)ppGpp increases dramatically.
Comparing (a) with (b) and (d), decrease of Gln and increase of ratio
PEP/Pyr from 300/1500 to 2800/900 can both amplify reduction of
cdG and accumulation of (p)ppGpp. In Fig. 12, all three enzymes
become highly phosphorylated under nitrogen starvation.

4 DISCUSSION

4.1 Concentration and Oscillation of c-di-GMP
over cell cycle in C. crescentus

C-di-GMP level oscillates during the cell cycle [1, 27], which plays
an important role in cell cycle regulation and cell fate determina-
tion. We used one point of Abel et al’s data to estimate unknown
parameters and showed the comparison between our simulation
and Abel et al’s experiment in Fig. 13. Our simulation fits the exper-
imental data reasonably well and shows a stable oscillation during
cell cycle at high Gln concentration.

Abel et al’s data peaks at the transition of swarmer-to-stalked
cell (275nM) and then decreases until reaching the lowest value
(<100nM) in the sw phase after cell division. Our simulation shows
the highest level of cdG reaches at around 0.28 M, and c¢dG de-
creases below 0.1 uM in swarmer cell, which is consistent with
observations. We calculated the relative errors of each experimental
point in Table 4. Except for these points with pretty low concen-
tration, our simulation shows reasonable trends at correct time

periods. However, both Table 4 and Fig. 13 display a few differences
between simulation and observation points during late S-phage.
We summarized three potential reasons for these differences:
(1) The concentration of phosphorylated PleD was from Weston’s
model, which is not completely finished. There may be some differ-
ences between Weston’s simulation and vivo level of PleD. (2) The
western blots of PdeA and measure of ¢cdG may include some errors
experimentally. It is hard to measure the intracellular concentration
precisely especially considering that cdG keeps a very low level
during late S-phage. (3) Althought PleD and PdeA are the major
synthase and hydrolase of ¢dG respectively, other DGC and PDE
enzymes[38] like DgcC and PdeB need to be considered more.

4.2 Concentrations of Concerned Molecules
and Important Ration

There is no specific experimental data of GTP and (p)ppGpp levels in
C. crescentus. However, the ratio ppGpp/GTP changes from around
0.1 under carbon-rich condition to 1.5 following glucose starvation
in C. crescentus [4]. Krol et al’s work has shown that ppGpp in-
creases more under nitrogen starvation than carbon starvation in
Sinorhizobium meliloti [22]. From Fig. 11, our simulation shows that
the ratio (p)ppGpp/GTP changed from around 0.1 under nitrogen-
rich condition (Fig. 11(a)) to 2.3 under starvation (Fig. 11(c)), which
was reasonable compared with existing information. (p)ppGpp did
increase obviously following nitrogen deprivation in our simulation,
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Table 2: Parameters.
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parameter description source
kg.cdg = 0.6/min synthesis rate constant of cdG data fitting
k4.cag = 1.15/min degradation rate constant of cdG estimated from [7]
K; =0.55uM dissociation constant for product inhibition [33]
Kmi1=100u M binding affinity of GTP data fitting
Km2 = 0.06uM binding affinity of cdG [33]
basal DGC=0.11uM basal DGCs activity except PleD data fitting
Periodical functions of PleD and PdeA enzyme activity Bronson Weston’s model and [18]
ks (p)ppGpp = 600/min scaled synthesis rate of (p)ppGpp data fitting
kq (p)ppGpp = 350/min scaled degradation rate of (p)ppGpp data fitting
Ky = 600puM binding affinity of NPr~P data fitting
K3 =800puM dissociation constant of EIIA~P data fitting
Km3 = 30uM binding affinity of GTP data fitting
Kmg = 100pM binding affinity of (p)ppGpp [25]
Ky = 108uM o
= 0.17 parameters of glutamine inhibition [11]
ks.GgTP = 800/min scaled synthesis rate of GTP data fitting
kagTp = 1000/min scaled degradation rate of GTP data fitting
[El]tor = 10uM
[NPr]sor = 50uM total enzymes levels [44]
[EHA]tOt = SOIJM
k1 = 8.856 x 10%/h
— 6
kk;lz_: 121.'9251: 110% / : phosphotransfer constants [28, 44, 45]
ki3 =9x107/h
;‘:; ; gzg binding constants [45]

Table 3: Initial Conditions.

Variables Initial Conditions (zM)
c-di-GMP 0.25
GTP 100
(p)PPGpp 5
GMP 60
EI-P 5
NPr~P 50
EIIA~P 50

Table 4: Relative Error of ¢cdG simulation.

Time Period (min)  REaccuracy (%)

35-40 55
50-55 11
62 1
75-90 57
102 95
122 95
142 94

which had been proved experimentally in C. crescentus. Consider-
ing Fig. 11(b)(d), our simulation shows that decrease of glutamine

and change of PEP and Pyr (from PEP=300uM, Pyr=1500puM to
PEP=2800uM, Pyr=900uM) both decrease c-di-GMP and increase
(p)ppGpp, which provide a potential explanation for how Gln and
PEP/Pyr affect cell cycle.

Enzymes within the nitrogen-related phosphotransferase system
(PTSNT) became highly phosphorylated under glutamine starva-
tion in Fig. 12, which was consistent with the existing qualitative
analysis as well [12]. In addition, our simulation shows the ratio
PEP/Pyr varying from 1/5 to 28/9 increases phosphorylated NPr
and phosphorylated EIANT but decreases phosphorylated EIN',

There are several points obtained from our simulation results
which need to be verified in experiments further:

(1) The simulated GTP, GMP, and (p)ppGpp reach their steady
states at specific levels quickly (Fig. 11). Therefore, the exact levels
of GTP, GMP, and (p)ppGpp under eutrophic and starved conditions
need to be measured by experiments to understand the mechanism
of (p)ppGpp in details.

(2) Qualitative changes of PTSN" enzymes have been ensured
in previous researches. However, what are the specific levels of
phosphorylated enzymes following starvation is of interest. The
concentrations of phosphorylated PTSN enzymes did increase
obviously under starvation in our simulation. The exact levels and
changes of PTS enzymes need to be measured in wet experiments.

(3) The level of cdG decreases dramatically following starvation
in our simulation, but it still oscillates a little bit (Fig. 11(b)). We
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~— Previous Simulation from Weston's Work
— Periodical Function in our Model

PleD~P/scaled

0 100 200 300 400 500 600
Time

(a) Fitting curve of phosphorylated PleD.

T T
1r ® Experimental Data
—Periodical Function in our Model

PdeA/scaled

I
80 100 120 140
Time

(b) Fitting curve of PdeA.

Figure 10: Periodical Functions of PleD and PdeA Used in the
Mathematical Model. (a) Fitting function of PleD is the summa-
tion of sine functions: 5.175Xsin(0.0009292 X t +0.005578) + 0.2046 X
sin(0.07623 Xt —1.11)+0.6235Xx sin(0.03333 X ¢ +0.4149) + 0.06622 X
sin(0.1963 X t — 3.666). Negative values in PleD are replaced by 0.
() Fitting function of PdeA is sine function: 0.4085Xsin(zxt/70+
7.811) + 0.3586. The negative values in PdeA are replaced by 0.

Experimental data were extracted from Joshi et al’s western blot [18].

suspected that oscillation because oscillations would likely go away
under cell cycle arrest. The decrease of ¢dG under starvation could
support the observations about increased (p)ppGpp and decreased
CtrA at that condition. The increase of (p)ppGpp likely results
in a decrease of ¢dG through GTP in our networks. Additionally,
cdG helps proteolysis of CtrA. That gave us a possible mechanism
underlying responses of (p)ppGpp and CtrA to nitrogen signal.
Further wet experiments are required to explore how concentration
of ¢dG changes under starvation.

4.3 Response to Environmental Change

Fig. 14 shows how C. crescentus responds to environmental nitrogen
changes in simulation. The response time for starvation is within
one cycle, which means C. crescentus can respond to nitrogen de-
privation quickly. It also recovers quite quickly when we reset
glutamine and PEP/Pyr to the initial values. That would be a useful
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(d) Gln=1000uM, PEP=2800uM, and Pyr=900M.

Figure 11: Simulations of c-di-GMP, GTP, (p)ppGpp, and
GMP. GIn=1000¢M indicates abundant nitrogen in environment,
whereas GIn=100uM indicates nitrogen deprivation.
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Figure 12: Simulations of Enzymes (EIN'"P, NPr'P, and
EIANY"P) within PTSN GInhigh jndicates Gln=1000M, and
GIn!°¥ indicates Gln=100uM. PEP/Pyr=1/5 shows the ratio of
PEP/Pyr under PEP=300pM and Pyr=1500uM. PEP/Pyr=28/9 shows
the ratio of PEP/Pyr under PEP=2800pM and Pyr=900uM.
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Figure 13: C-di-GMP oscillates during cell cycle. Blue dots in-
dicate experimental data of c-di-GMP oscillation in a single C. cres-
centus wild type cell during one cell cycle [1]. Only c-di-GMP of
swarmer cell is shown. Black line indicates the simulation result of
c-di-GMP generated from our model (at GIn=1000pM, PEP=0.3Mm,
and Pyr=1.5mM). We tracked the dynamics of c-di-GMP in swarmer
cell only as well.

characteristic for C. crescentus to exist in oligotrophic environments.
Additionally, the simulated steady state levels of GTP and (p)ppGpp
do keep the same values as shown in Fig. 11, showing the stability
of the simulation system.

4.4 Fitting PTSN' separately to the
experimental data

PTS and PTSN' have a lot in common. Enzymes within PTSN'
(EINT | NPr, and EIANT) are homologs of enzymes within PTS
(EL, HPr, and EIIA/B/C). They have similar structures and play
parallel roles in nutrients uptake. In addition, both systems are
able to communicate with each other by phosphate exchange[8, 31].
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Figure 14: Response to nitrogen source changes in C. crescen-
tus. Blue line indicates simulated levels of ¢cdG, GTP, and (p)ppGpp
when GIn=1000uM. Red line indicates simulated levels of these
three molecules when glutamine changes to 100uM at simulation
time 600. Yellow line indicates the simulation when the glutamine
recovers to 1000muM. The end points of previous simulation is used
to be the initial point of the next simulation at a different glutamine
level.

There are two significant differences between these two systems: (1).
Enzymes II in PTS help nutrient transmembrane transport whereas
EHAN'T do not. (2). PTSNT can accept the glutamine signal. We plot
Figure 7 based on the forementioned facts.

However, there is limited numeric data for PT. in publica-
tions. Based on the similarities between PTSN and PTS, we intro-
duced some parameters obtained from PTS experiments to simulate
PTSN' [44, 45] (Tabel 2). In order to verify how the PTSN™ model
works, we set Gln to 0 and compare simulations with PTS experi-
ments.

Kundig and Roseman[23, 43] have measured how EI and HPr
level affect phosphorylation degree quantitatively (Table 5, Table 6).
We introduced given conditions and simulated the corresponding
phosphorylation degree. There is no information of Pyr in their
experiments. We estimated concentration of Pyr based on one set
of experimental data (Table 5). Relative errors shown in Table 5 and
Table 6 indicate our PTS model can fit Kundig et al’s experimental
data well.

SN tr

Table 5: Effect of EI level on the phosphorylation

Conditions: T=37°C, pH=7.4, PEP=160uM, HPr=24.4uM

El  EI-P+HPr~P simulated” REaccuracy
(M) (uM) EI-P+HPr-P (M) (%)

15 6 6.9 15
312.5 6.5 7 8

729 7 7.2 3
1570 7.5 75

: Pyr=620uM in simulation, which was estimated from the experimental
data in the last row.
**The last row has been used to estimate Pyr level.
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Table 6: Effect of HPr level on the phosphorylation

Conditions: T=37°C, pH=7.4, PEP=160pM, Pyr=620uM, EI=729nM

HPr EL-P+HPr-P simulated” RE,ccuracy
(kM) (M) EI~P+HPr~P (uM) (%)
0 >0 0.32 -
10.5 3 3.34 11
21 5.85 6.36
315 9.1 9.37 3

" Too small to recognize specific value from the original figure[23].

4.5 The Mathematical Model and Future Work

Our mathematical model of second messengers for cell cycle regu-
lations in Caulobacter (Fig. 8) summarize the current knowledge
compiled from the literature. Most previous research has focused
separately on mechanism of the cdG [1, 7] or the PTS system [11, 12]
in bacteria, but has never related second messenger networks with
the PTS system to study the impacts of environmental signals. Ad-
ditionally, comprehensive mathematical exploration is limited.

In this work, the interactions within the second messenger net-
work are converted into a set of differential equations and alge-
braic equations (Table 1) to simulate second messengers quanti-
tatively. The current model consists of 7 ODEs and 5 algebraic
equations, representing the synthesis, degradation, activation, inhi-
bition, phosphorylation, dephosphorylation, binding, and release
of physiological variables within C.crescentus. Although the com-
parisons between simulation results and experimental results taken
from certain literature look good and encouraging, there are a few
aspects can be considered in the future:

(1) As more experimental observations are developed, goodness
of fitting for DGCs and PDEs can be improved. The parameter
estimation will have more reference data as well.

(2) Involving the second messengers model into the big regula-
tory picture of cell cycle in C.crescentus will provide more insight
into regulation mechanism and environmental response of bacteria.
The resulted mathematical model will be inevitablely big and will
involve different reaction scales. However, that will be a natural
extension from our current models.

(3) This model can only simulate temporal dynamics of related
variables, but both c-di-GMP and (p)ppGpp regulate cell cycle and
morphological development temporally and spatially. Therefore,
considering the localization factors into the second messengers
model will contribute more in understanding cell cycle mechanism.

(4) The parameters sensitivity analysis can be further done to
test the robustness of our mathematical model.

(5) The concentration of PEP and Pyr are set to specific values at
specific nitrogen condition in our simulation. PEP and Pyr can be
considered as variables as well to explore the specific mechanisms
underlying receiving nutrient signals.

Overall, the work presented here is just the first step towards
the modeling of second messenger network that involves cells’
interaction with environmental change. More detailed models and
analysis are expected to appear in our future work.

Chunrui Xu, Bronson Weston, and Yang Cao
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We plug Equation A.1 and Equation 10 into Equation 5 and write
the expression as follows:
d[EI~Ptot
dt

Ky+€[Gln] % [PEP][EI] _ k- [Pyr][EI-P]

= kX IGm] K Kps
~  ky[EL-P][NPx] + k_[NPr~P][EI]
(A2)
(B~ [EI-P)(1+ 2
1+ £

Where EI =

1
With the same method, we plug Equation 11 and Equation 12 into
Equation 6 and Equation 7. Then we can rewrite ODEs A.2, 6, 7 as
follows:

d[EI-P]iot

=k x Kate[GIn] | [PEPJ[EI] _ ;.  [Pyr][EL-P]
dt - 1 K4+[GIn] Kp1 17 Kp,

—  ke[EI-P]([NPr]iot — [NPr~P]) + k_o[NPr~P][EI]

d[NPr~P

[ — L y[BLPI(NPr - [NPr-P))
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@ = ks[NPr~P]([EIlA]sot — EIIA~P])

—  k_3([NPr]ior — NPr~P])[ELA~P]
(A3)
Therefore, 7 ODEs and 5 algebraic equations in Table 1 can be
rewritten into 7 ODEs:

w = Ko(pppapp X SpoTsg X %
= kapppGpp X SpoThg X 2[(;))[155)&)%
d[;iG] = kscdg X [PleD] X [(12+I[<cld(}]2 [GT[}(’;]ZE-J;(;I
~ Kdodg X [PdeA] x 5tSL
d[j?P] = ksom X [GMP] - kyrp X [GTP] — 4L2pCep]
— 2kyeq0 X [PleD] x Kf:[(cldG]z [GT[l‘;’]?iJ;il

d|GMP
[OMP] kg eqc x [Pdea] x 1<)

dt [cdG]+Km2
J[ELP] +  kactp X [GTP] - ksgrp X [GMP]
EI~P]iot _ Ks+e[Gln] _ [PEP][EI] [Pyr][EL-P]
dr = kX Roem X R, k1K,
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~P
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d|EIIA~P
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k_3([NPr]ior — NPr~P])[EIIA~P]
(A4)
The corresponding parameters are shown in Table 2 in main text.

A.2 Analysis of Weston’s PleD~P simulation
and current experimental PleD~P data

Whether a Caulobacter cell has a flagellum (swarmmer cell) or a
holdfast (stalked cell) depends on the phosphorylation status of
essential proteins, such as CtrA, DivK, and PleD[42]. The status of
PleD is regulated by PleC-Div]-DivK cell fate control system[30, 42].
Therefore, we can summarize how PleD~P behaves qualitatively
during cell cycle (blue dot in Figure 1 in main text). PleD~P level
starts to increase during swarmer-to-stalked transition (G1-TO-S

Chunrui Xu, Bronson Weston, and Yang Cao

transition) and keeps a relatively high level in stalked cell. There-
fore, PleD~P is able to contribute to holdfast formation and CtrA
proteolysis through synthesis of c-di-GMP.

Abel et al[2] have measured PleD~P quantitatively by Immunoblot.
We used Image] to estimate the numeric level of PleD~P in the im-
munoblot (Figure A15). In Figure A15, PleD~P does not increase
steadily. The dent around 40 min is in conflict with C.crescentus’s
behavior during cell cycle. Compared with current numeric data we
get from publications in literature, Weston’s simulation (Figure 10(a)
in main text) is more consistent with C.crescentus’s behavior. PleD~P
keeps high in stalked cell and low in swarmer cell in his simulation.
Therefore, we used his simulation of PleD~P instead of Abel et al’s
experimental data in our model.
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Figure A15: PleD~P extracted by Image] from Abel et al’s[2]
immunoblot. Abel et al’s immunoblot of synchronized cultures
of Caulobacter crescentus was stained with anti-PleD antibody. The
cell undergoes swarmer-to-stalked transition around 30 min. Then
the cell enters S-phase.
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