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ABSTRACT
Wireless network management is important to ensure the perfor-
mance, utilization, allocation, and robustness of the network is
optimized. Until now, wireless network management has typically
been dictated by in-band information, such as wireless measure-
ments, client locations, or even device state. This position paper
explores fundamental new ways to manage the network by uti-
lizing out-of-band data provided by a rich deployment of sensors.
Out-of-band data can capture information about the users, objects,
or environments associated with a network device, meaning that
richer contextual policies can be implemented in the network. We
propose an architecture called SenseNet, which builds upon three
recent trends: (1) the massive deployment of sensors today, (2) the
existence of deep-learning algorithms to glean meaningful insights
from the sensory data, and (3) the provisioning of edge comput-
ing resources to provide real-time actuation of new sensor-based
policies. A brief evaluation shows the feasibility and motivates
SenseNet and afterwards challenges towards practical deployment
are discussed.
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1 INTRODUCTION
Today’s environments are outfitted with more sensors than anytime
in history. On the personal level, wearables and phones monitor
user characteristics such as activity, health, and emotion. In users’
homes or workplaces, cameras, proximity sensors, smart digital
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assistants, and other IoT devices are readily deployed. Still more
sensors exist on the city-scale, monitoring weather, transportation,
and implementing city-wide CCTV. A large variety and deploy-
ment of sensors enables technologies to adapt to user context or
environmental factors. Until this time, however, most research has
focused on adapting user applications or services based on context.
In this paper, we investigate how a rich set of deployed sensors can
allow administrators to more flexibly manage their network. We
introduce fundamental new quality-of-service provisioning based
on external sensor data, and outline many other mechanisms to
integrate sensor readings directly into network management.

Consider the following motivating scenario. After the Boston
Marathon bombing cellular servicewas quickly overwhelmed. Imag-
ine video monitoring infrastructure deployed around the bombing
area could be utilized to understand which users may actively be in
distress, or simply infer which users are near the blast radius. Armed
with this data, the cellular provider could then implement access
control based on the urgency of its users, perhaps preventing an
overloaded network from denying service to victims or responders.

The above example highlights the potential contributions of this
work. Until now, most Quality-of-Service (QoS) decisions were a
function of in-band network data, that is information obtained from
wireless links (e.g., link quality, interference, etc) or devices attached
to the network (e.g., application-level flows, device location, etc).
And while management functionality has recently been adapted
to certain classes of users (such as high-paying users or users that
have exceeded data limits) or types of applications (e.g., bandwidth
limiting certain apps), such data still resides within the network
operator. In contrast, there has been no way to consider out-of-band
information such as a current user’s emotions, activities, context, or
even dress in network management decisions. In other words, this
paper aims to understand how information that cannot be gleaned
from the network itself can be used to make better and more flexible
network management decisions.

For the camera-based example to become reality, computer vision
algorithms must be robust and mature enough to realize administra-
tor demands and preferences. Luckily, recent trends in deep learning
have provided a variety of algorithms that can achieve human-level
accuracy on a variety of tasks such as image recognition, object
detection, activity and facial recognition, and pose estimation. And
while these algorithms have traditionally been computationally
expensive, advances in both machine learning (building more light-
weight models) and systems research (allocating resources and
efficiently configuring computer vision architectures for specific
tasks [13]) show promise in running a set of computer vision algo-
rithms on a small edge cluster.

Running computer vision algorithms on a small edge cluster
enables responsive allocation and adaptation of wireless resources.
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Network decisionsmay require tight timescales, and thus round-trip
times to the cloud might not be easily afforded. Today, there is sig-
nificant momentum in deploying edge-based compute, which is typ-
ically co-located with access networks. For example, HP, Microsoft,
and AT&T have recently invested in edge computing deployments.
Edge computing also provides a natural home for network slicing,
function virtualization, other trends such as 5G to enable more
programmable networks. A challenge, however, is dealing with
the limited capacities of edge environments, while still providing
low-latency, high-quality sensor analysis over a large class of users
or devices.

In this position paper, we describe a system called SenseNet to re-
alize our goals. First, we define and explore fundamental new ways
to manage wireless networks by analyzing out-of-band sensory
data. We enumerate the benefits of this new technology by showing
how it can increase spectrum efficiency, provide new ways to en-
hance public safety, and enable new revenue streams (Section 3.1).
Next, we outline a programmable framework allowing administra-
tors to configure this new type of network architecture (Section 3.2).
Afterwards, we highlight some preliminary results to motivate our
vision. Last, challenges to realize the full potential of SenseNet are
discussed in Section 5.

2 BACKGROUND
This section shows how SenseNet differs from and can co-opt prior
work. Please note a comprehensive listing of previous work is not
possible due to space constraints.

Context-aware applications and systems Prior research in this
area is vast ([3] and references therein) and much of the research
aims to understand how applications and services can adapt to a
user’s context. Going beyond application-based contextual aware-
ness, some schemes propose resource-aware contextual awareness.
These schemes vary from external resource discovery and usage [7],
to smart environment adaptation, to anticipatory computation [23].
Largely different from the focus of previous works, this paper aims
to extend the benefits of contextual awareness to a new domain:
wireless network management.

Wireless network management Briefly, network management
considers such problems as spectrum assignment [27], interference
modeling [11, 16, 26], roaming [4], and scheduling [28]. Users or
applications may be managed differently based on policy (e.g., ap-
plication rate-limiting or user throttling). These previous works
commonly manage the network based on in-band state: state easily
gleaned from the network or applications running on the device.
In this paper, we expand the notion of network management to
out-of-band state, allowing for fundamental new ways to contex-
tually manage the network by integrating sensory and other data
external to the network or its devices. While preliminary works
have studied context-aware network management [24], they infer
contexts of the application residing on the device (e.g., whether an
app is in the foreground or not) to make network decisions. Our
paper investigates a fundamental new way to contextually manage
the network by examining the user, object, or environment associated
with the wireless device.

Edge-based video processing As cameras are a widely deployed
sensor, video analysis approaches are relevant to SenseNet design.
Chameleon [13] is an example of an edge-based video analytics
framework, designed to adapt configurations (e.g., input video res-
olution, frame rate, and model selection) based on edge compute or
network availability. Schemes such as Mainstream [12] conserve
edge resources by performing computation sharing across vision
models. Schemes such as the above give promise to edge-based
video processing.

Optimized deep learning Early deep learning architectures con-
tained many parameters and thus were expensive to train and run
inference. And while advances in deep learning continue to provide
state-of-the-art accuracy on a variety of vision-based tasks, signifi-
cant progress is being made in making deep learning architectures
more portable and light-weight through techniques like reducing
precision, designing models with fewer parameters, and sparsifying
networks. SenseNet can judiciously utilize advances in lightweight
deep learning to sense more accurately from the edge.

3 SENSOR-BASED NETWORK MANAGEMENT
Below we show how utilizing out-of-band sensors to manage the
wireless network opens many areas of study. First, we enumerate
how new quality-of-service models can be supported in SenseNet.
Then we propose a programmable framework to easily config-
ure SenseNet environments.

3.1 New models of QoS
Below, we detail how utilizing out-of-band sensory information
enables new QoS models that can make wireless utilization more ef-
ficient, contribute to social good, and provide new revenue streams.

More efficient wireless utilization As IoT, mobile health, cyber-
physical systems, and smart environments proliferate, wireless spec-
trum demand continues to grow at a significant rate. Andwhile tech-
niques have been developed to increase capacities (e.g., full-duplex
communication [8], small cells [21], advances in MIMO [10, 15, 25]),
there exists an untapped potential to ensure increased spectrum
demands can be supported in the future. The amount of useful data
transmitted over the wireless medium can be increased by sched-
uling traffic in an intelligent and efficient manner. For example,
consider a scenario where the administrator wants to provide more
network bandwidth to users actively using their device, or simply
limit the bandwidth of certain applications (like YouTube) when
users aren’t actively engaged with their phone. Computer vision
techniques such as gaze following or pose estimation can analyze
video feeds to determine when users are interacting with their de-
vice. When a user is actively engaging their device (by perhaps
looking at the screen), higher QoS can be provided than when the
user is not actively engaging their device (not actively looking at
the screen). Alternatively, traffic can be buffered while users are
not actively using their devices and then sent in bursts before usage
occurs. Bursting has been shown to increase efficiency as aggre-
gation can amortize MAC layer overheads and can also preserve
energy by avoiding frequent tail latencies.
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A second way to drive more useful data across a set of customers
is to enable better management policies. In traditional wireless net-
works, management is performed on a device-level, but in SenseNet
several devices can seamlessly be abstracted into one logical entity.
In most networks today, individual devices are given a fair share
of network bandwidth, meaning a single user with lots of devices
may obtain significantly more bandwidth than a co-located user
with a single device. With SenseNet, devices can be associated to
a specific individual, and then those devices can be roped into a
single quality-of-service class that is defined on a per-person level.
This allows administrators more control over bandwidth allocation
and can perhaps preserve bandwidth across users in a more fair
way, allowing more users to be satisfied within a given channel.

Out-of-band integration for social good Sensors are already
commonly deployed to benefit society today. Facial recognition
tracks terrorists, enhances airport security, and is used by law en-
forcement and border patrol. With SenseNet new mechanisms can
be deployed to increase public safety. For example, an unattended
bag at an army base can be correlated with the location of wireless
devices to determine if any wireless device is likely to reside in the
bag. If so, our scheme can integrate with Wi-Fi or cellular networks
servicing the area to cut off all network traffic to the specific device,
preventing wireless devices to act as detonators.

Additionally, SenseNet can utilize facial recognition to track or
limit the operational efficiency of criminals or terrorists. SenseNet
furthers the state-of-the art by managing the wireless devices asso-
ciated with targeted individuals. With SenseNet, a suspect’s tempo-
rary “burner” phone can be automatically and continuously identi-
fied by associating any new phone to out-of-band facial identifica-
tion. Then, authorities can be notified or advanced traffic monitor-
ing techniques can be initiated. Such approaches enhance tracking
when the individual exits camera vantage points by continuing to
track the temporary device via wireless location.

Last, SenseNet can also act as an additional deterrent against
unauthorized access in enterprise networks by identifying and
penalizing adversaries indulging in denial-of-service, evil-twin [2],
and man-in-the-middle attacks.

Enabling new revenue streams By utilizing out-of-band infor-
mation, wireless providers can create new revenue streams into
their service offerings. In the simplest case, wireless providers may
opt to enhance the wireless performance of certain customers, citi-
zens, or devices. A clothing company may pay a wireless service
provider to offer free wireless services, or higher-quality wireless
service, as part of a high-profile marketing campaign in which users
are rewarded for wearing certain brands. This idea can easily be
generalized, where shops, hotels, or airlines provide customized,
higher-end wireless experiences to a special set of valued customers.
Such experience can easily be integrated into commonly deployed
facial recognition algorithms that exist in retail today [29].

If personal-based services are less attractive, perhaps due to pri-
vacy concerns, then there exists many other revenue opportunities
that preserve privacy. For example, consider a cellular network
that provides better service to individuals within a certain class
of vehicles. City municipalities and even some companies provide
services for green vehicles (such as free parking or complimentary
charging). With SenseNet, cellular network service can hinge on

Couple device (D) with 
out-of-band object (OO)

Match device or object to 
rules in tables1 2

Phone belongs to 
person in blue shirt

LTE radio belongs to 
green truck # Match Action Priority

1 Person Discount(WiFi) 5

2 Person w/ blue shirt Free(WiFi) 9

3 Green vehicle High(QoS) 5

4 Truck Low(QoS) 10

5 LTE radio Medium(QoS) 9

Figure 1: Example of match-action rule set

non-traditional entities like vehicle type. Cameras are already being
deployed to count vehicles on roadways, and thus SenseNet can
easily co-op this infrastructure. When companies or governments
sponsor these type of promotions, service providers can obtain
additional revenue.

3.2 A programmable framework to enable
sensor-based network management

SenseNet provides a fundamental new way to manage wireless
networks, and thus newmechanisms must be deployed to configure,
program, and manage sensor-based policies.

Configurable rule set to institute policy Given SenseNet al-
lows for out-of-band information to influence network manage-
ment decisions, administrators must be provided with mechanisms
to program and configure their networks in a seamless way. To
facilitate such management, a configurable rule set can implement
flexible policies. We take inspiration from software-defined net-
working technology like OpenFlow [20], and define policies by a
set of match-action rules. Figure 1 shows an example. First, the
wireless device (denoted D) must be coupled with its associated
out-of-band object (OO). In the figure, the phone (D1) is coupled
with the person wearing a blue shirt (OO1) and the LTE radio (D2)
is embedded in a green pickup truck (OO2). The second part of the
figure shows a simple rule table. In the table, the < D1,OO1 > tuple
matches rules 1 and 2. Since rule 2 has higher priority, the user
is granted free Wi-Fi. For the < D2,OO2 > tuple, rules 3, 4, and 5
match. Here, rules 3 and 4 match on the object (vehicle-based rules)
and rule 5 matches on the device (LTE radio). Since rule 4 has the
highest priority of the matched rules, the LTE radio in the green
truck is put on a low quality-of-service class.

Action Description
QoS Class Move device to new QoS class
Bandwidth Adjust bandwidth allocation to device
Associate Force client to another AP; disassociate client
Billing Assign specific billing profile to traffic
Alert Monitor device traffic; alert administrator

PHY layer Adjust PHY: rate, antenna configuration, etc.
MAC layer Adjust MAC: aggregation levels, RTS/CTS, etc.
Scheduling Buffer/burst traffic according to device state
Inspect Start deep packet inspection (DPI) on device traffic

Table 1: Sample rule actions
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Figure 2: Lab setup with actual points

Figure 3: Feasibility study: Multi-domain localization

In practice, rule tables can be much more expressive, and like in
OpenFlow, multiple tables can be chained together to form com-
plex policies. The set of actions can vary significantly, and Table 1
outlines many possible examples. Just as the actions can vary sig-
nificantly, so can the matching algorithms. Administrators can
configure matches based on in-band data (IP addresses, customer
IDs, etc), in-band metadata (device type, location), or characteristics
of the out-of-band objects that the wireless device is coupled with.

4 EVALUATION
In this section we explore the feasibility of deploying a practical
solution, discuss how SenseNet can improve localization, and high-
light some initial results to motivate SenseNet.

Feasibility study An important first step to deploy SenseNet is
aligning users in the sensory domain (i.e., video domain) with the
devices detected from the wireless domain.. In the sensory domain,
video will capture context about a specific user. In the latter, an
individual may be identified by an address (e.g., MAC, IP, or IMSI).
While there has been some preliminary work on aligning users
in the sensor domain and the wireless domain [6, 19, 22, 31, 34],
these works typically require explicit client participation, additional

on-device sensors such as inertial sensors, movement or trajectory
tracking, or additional infrastructure such as multiple cameras or
BLE beacons. To understand the feasibility of aligning users in the
wireless and sensory domain in amore practical manner, we analyze
the performance of an architecture without the aforementioned
constraints.

We conduct a simple experiment with three Google Wi-Fi APs
and an Intel d435i depth camera deployed in a rectangular 1000
square foot lab space (see Figure 2). One of the APs (coordinates
(0,0)) is co-located with the camera that looks into the room, and
both are situated along the same wall. The other two APs (coordi-
nates (-7.3,14.9) and (3.1,14.9)) are situated at the half-way point of
the adjacent walls. A user moves around the room with a Google
Pixel 3 phone, and at known points the user is localized in the Wi-
Fi and camera domains. The Google WifiRttScan [1] app1 on the
phone calculates time-of-flight to the APs using 802.11mc, which is
run for about 5 seconds. Then, well-known trilateration techniques
localize the user. The Intel depth camera outputs coordinates when
selecting the user in the field-of-view. Figure 3 shows the camera
and Wi-Fi localization techniques mapping to the same real-world
coordinates, with the blue points representing the ground truth. For
example, a user stands at position (1.21,4.19) for data point 7 (see
Figure 2), the camera estimates the user’s position to be (0.77,4.23),
and the Wi-Fi estimates the position to be (-1.05,3.72). We find
the error in Wi-Fi estimate for point 7 arises from an inaccurate
time-of-flight estimate from the furthest AP.

Next, we understand howwell this system can accurately pair the
person’s position in camera’s view to the corresponding wireless
location of the phone. Since the Wi-Fi and camera estimates are
mapped to the same coordinate system, we perform pairing with the
well-known Hungarian Method for assignment (as in [30]), which
aims to minimize the total distance across all camera and Wi-Fi
pairings. Over the 21 total data points, only 2 points are mismatched,
indicating a fundamental primitive of SenseNet (marrying wireless
and sensory data) is feasible without many extra constraints. Future
work will need to investigate the performance of such pairings
under more challenging conditions (e.g., less AP coverage, less
client traffic, larger areas, cellular, denser deployments, dynamic
scenarios, non-depth camera, etc).

Improving localization We briefly provide insights into how
wireless and camera location data can be combined to provide bet-
ter overall localization accuracy. Compared to the ground truth, the
average error in camera estimation is 1.08m, and the average error
in Wi-Fi localization is 1.29m (graphs omitted due to space). We
notice, however, the error of the camera-based technique increases
at the boundaries of the camera’s field-of-view (FoV), specifically
at actual points 1, 3, 4, 8, 9, 14, 15, and 21 in Figure 2. In such cases,
localization calculation based on combined wireless and camera
info may increase the overall accuracy.. For example, a simple com-
bination scheme that uses Wi-Fi localization when objects are near
the edge of the camera’s FoV, and the camera localization otherwise,
performs 15.2% better overall than the camera-only technique and
29% better than the Wi-Fi only technique. Future work is required
to formalize the approach (a weighted average over camera and

1Explicit client-side participation is not needed, as long as device supports 802.11mc.
Ideally a software patch on the AP would suffice.
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Figure 4: Geofencing experiment

Wi-Fi outputs seems promising), but the basic idea is wireless and
camera information can be combined intelligently to provide more
accurate localization estimates.
Geofencing To motivate a simple SenseNet use case, we perform
a geofencing experiment as shown in Figure 4. Administrators may
wish to define a geofencing policy in which users are able to access
the Wi-Fi only when inside the building. In this case, traditional
trilateration techniques can not guarantee the confidence of the
result if a given user is close to the wall as time-of-flight informa-
tion is similar. Other problematic cases may occur when APs are
positioned along the same wall in a line or when not enough APs
are deployed to perform accurate trilateration. With SenseNet, the
camera can determine if a given user is within the geofence, and
if so, the APs can grant wireless access. Our simple experiment
was able to differentiate the indoor and outdoor cases, allowing
for better wireless network management. Note that depending on
camera arrangements, more fine-grained policies such as enabling
access control based on specific room occupancy can be enabled.
Such policies are useful in enterprises or other highly-controlled
environments.

5 DISCUSSION AND CHALLENGES
While the piece-parts to enable SenseNet exist today, several chal-
lenges must be overcome to realize the full potential of sensor-based
network management in practice.

Security and User privacy This paper does not explicitly con-
sider user privacy in context-aware systems. Most sensing systems
are deployed in public, which may limit concerns. To combat issues
with privacy, SenseNet can rely on previous work. For example,
intelligent brokers can give users ownership or preserve their con-
text [3], or different contextual data can be shared based on its level
of detail. More work is needed, however, to better understand the
privacy ramifications of sensor-based network management. On
the security side, work on trustworthy sensors [9, 14, 18, 32, 33]
can ensure sensor data is valid.

Injecting and running models at the edge Section 3.2 outlines
a programmable framework for SenseNet. Network administrators
need not be experts in deep learning, and hence tools should be

provided to select and configure models that will implement a given
rule set automatically. Functionality may be split between the edge
and the cloud, and such partitioning should be mostly abstracted
away from the administrator. Alternatively, tools can be developed
that ensure rule sets are valid for a given set of deployed models
at the edge or provide feedback on how expensive certain rule
sets may be to deploy. In short, there exists many opportunities to
providing tooling to ensure models are deployed automatically and
efficiently at the edge.

Expanding the scope of sensors Future work can explore how
different types of sensors can be integrated into network manage-
ment. Video-based sensors are part of a larger class of environmental
sensors such as microphones, occupancy sensors, or other smart
infrastructure readings. In addition, personal sensors may provide
health, emotional, or other contextual data such as activity recogni-
tion. Wireless providers could partner with wearable companies to
allow users to opt-in to share their data in exchange for better or
cheaper wireless service. There are many interesting opportunities
to integrate extremely rich personal data into networkmanagement.
For example, in an emergency scenario (say flooding or wildfire),
resource assignment can be based on current stress or heart rate
levels of its users. Alternatively, new ideas like determining user’s
emotions [17] and optimizing user’s happiness within the network
can be studied.

Mitigating sensor analysis costs Many deep learning techniques
are computationally expensive, even when performing inference.
With an expanded scope of sensory inputs, as well as proliferation
of high-fidelity sensors (e.g., high-resolution, 360° videos with dense
user populations), care must be taken to not overwhelm limited
edge resources. Network management may require extremely tight
timescales, which further intensifies requirements. As outlined in
Section 2, progress is being made from the machine learning and
systems community, but current techniques still generally suffer
from low frame rates even on low resolution inputs.

Heterogeneous deployments Sensor and edge computing de-
ployments are likely to be very heterogeneous in nature and hence
solutions must generalize. Akin to the goal of P4 [5], ideally ad-
ministrators can simply define a policy, and then a “compiler” can
determine where and how functionality should be run. For example,
some cameras may have on-board compute or built-in accelerators,
which means dedicated edge servers may be relieved of some com-
putation. As with P4, open standards must be created to allow
components in the ecosystem to inter-operate, communicate, and
work together in an effective and holistic manner.

6 CONCLUSION
This paper proposes a new way to manage wireless networks by an-
alyzing widely deployed sensor data. Examples are given in which
out-of-band sensor data can enrich network management, provid-
ing new techniques to increase usable bandwidth, implement new
policies, and drive new revenue streams for wireless providers.
Gaining meaningful insights from sensor data requires state-of-the-
art machine learning algorithms, which must run at the network
edge to ensure fine-grained network-based functionality can be
enabled. Such algorithms, however, typically consume nontrivial
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amounts of resources, and thus techniques must be devised to lessen
their overheads. Finally, a brief evaluation shows the feasibility and
further motivates our scheme.
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