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Abstract

In systems engineering, verification activities evaluate the extent to which a system under development satisfies its require-
ments. In large systems engineering projects, multiple firms are involved in the system development, and hence verification
activities must be coordinated. Self-interest impedes the implementation of verification strategies that are beneficial for all
firms while encouraging each firm to choose a verification strategy beneficial to itself. Incentives for verification activities
can motivate a single firm to adopt verification strategies beneficial to all firms in the project, but these incentives must be
offered judiciously to minimize unnecessary expenditures and prevent the abuse of goodwill. In this paper, we use game
theory to model a contractor-subcontractor scenario, in which the subcontractor provides a component to the contractor,
who further integrates it into their system. Our model uses belief distributions to capture each firm’s epistemic uncertainty
in their component’s state prior to verification, and we use multiscale decision theory to model interdependencies between
the contractor and subcontractor’s design. We propose an incentive mechanism that aligns the verification strategies of the
two firms and using our game-theoretic model, we identify those scenarios where the contractor benefits from incentivizing

the subcontractor’s verification activities.

Keywords Systems engineering - Verification - Testing - Incentives - Multiscale decision theory

1 Introduction

Verification activities aid in managing project risk while
improving confidence in a system meeting its requirements
(Salado 2015). They are critical to system development
because they shape the uncertainty associated with the func-
tioning or performance of the system that is being developed
(Walden et al. 2015; Tahera et al. 2019). Most companies
have not adopted a structured approach to verification (Shabi
et al. 2017). As a result, verification activities consume a
significant amount of resources during systems’ lifecycle
throughout the industry (Tahera et al. 2017). Hence, the
importance of discovering the scientific foundations of ver-
ification activities in systems engineering has been recog-
nized by multiple authors, and research on developing robust
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decision-making frameworks for verification activities is an
active research area (Engel and Barad 2003; Shabi and Reich
2012; Salado and Kannan 2019; Xu and Salado 2019).

Planning and executing verification activities becomes
more difficult as the number of firms participating in system
design increases (Nagano 2008). An important impediment
in multi-firm or multi-team systems engineering projects is
the misalignment of individual interests, which prevents the
implementation of Pareto-optimal solutions (Collopy 2012).
The research community has looked to game theory (Lewis
and Mistree 1997; Xiao et al. 2005; Ciucci et al. 2012) and
incentive theory (Vermillion and Malak 2018a, b) to better
understand how conflicting interests affect project outcomes
in systems engineering.

While game theory (Osborne and Rubinstein 1994) is
concerned with equilibrium behavior of cooperative or
non-cooperative actors in a given scenario, incentive theory
(Laffont and Martimort 2009), a subset of game theory,
focuses on how supervisors can use incentives to influence
the behavior of subordinates in an implicit or explicit organi-
zational hierarchy. This makes incentive theory a well-suited
modeling approach for predicting the equilibrium behavior
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of agents under different incentive schemes in systems engi-
neering projects. Though multiple authors have used incen-
tive theory to understand how incentives can improve prod-
uct quality through verification activities in supply chains
(Baiman et al. 2000, Balachandran and Radhakrishnan 2005;
Zhu et al. 2007), to the best of our knowledge, the applica-
tion of incentives to improve coordination of verification
strategies in systems engineering projects has not been
explored yet.

To understand how incentive mechanisms can improve
coordination of verification strategies in multi-firm systems
engineering projects, in this paper, we use game theory
to model a contractor-subcontractor scenario, where the
contractor outsources the development of a component to
the subcontractor. We focus on those scenarios where the
subcontractor is confident of its component design meet-
ing requirements and does not want to conduct any more
verification activities, whereas the contractor prefers that
the component design undergo further verification. For these
scenarios, we propose an incentive mechanism that ensures
the subcontractor is sufficiently motivated by incentives to
verify its design. Using our model, we then determine when
it is profitable for the contractor to incentivize the subcon-
tractor’s verification activities.

Unlike traditional manufacturing environments where
quality assurance engineers optimize verification strategies
by understanding the aleatory (i.e., random) uncertainty of
the production process, verification strategies in systems
engineering rely on an understanding of the epistemic uncer-
tainty (i.e., lack of knowledge) of the system design meeting
its requirements (Sentz and Ferson 2002). Due to epistemic
uncertainty, firms can merely maintain beliefs over the state
of their design and never achieve certainty. However, the
uncertainty—both aleatoric and epistemic, can be reduced,
and thereby the belief distributions can be narrowed (Salado
and Kannan 2018). To model the epistemic uncertainty faced
by engineers in system design, in our model, we assume
that each firm maintains a belief in its design meeting
requirements.

An important distinction between the beliefs of the
two firms in our model is that the subcontractor’s belief is
defined for the component design, whereas the contractor’s
belief is defined for the overall system design. Hence the
contractor’s belief is a function of the subcontractor’s belief.
This interdependence gives rise to two challenges: (1) how
to address the possibility of the subcontractor misrepre-
senting its beliefs for monetary gain, and (2) how to model
the interdependence between the beliefs of the firms. To
address the possibility of the subcontractor misrepresenting
its beliefs, we develop a reward/penalty mechanism, specific
to our model, which ensures the subcontractor cannot gain
by misrepresenting its beliefs to the contractor. To model
the interdependence between the contractor’s system and
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the subcontractor’s component, we use multiscale decision
theory (MSDT). MSDT uses influence functions to model
the dependence between a subordinate’s output, in this case
the subcontractor’s component design, and its supervisor’s
output, in this case the contractor’s system design (Kulkarni
and Wernz 2020). Another benefit of MSDT is its scalability
and the two-firm model developed in this paper can be read-
ily extended in future research, as previously demonstrated
(Wernz and Deshmukh 2010).

The remainder of this paper is organized as follows. Sec-
tion 2 provides an overview of the literature. In Sect. 3, we
develop the single-firm model, where only the contractor
works on the system design. Here, we define a single firm’s
verification strategy as a function of its verification costs
and its belief in the system design meeting requirements.
In Sect. 4, we extend the single-firm model to the two-firm
model, where the contractor delegates the design of a com-
ponent to a subcontractor but offers no additional incentives
for verification. We use the two-firm model to determine the
two-firm verification strategy as a function of each firm’s
belief in its design meeting requirements. In Sect. 5, we
determine how incentivizing the subcontractor’s verifica-
tion activities can benefit the contractor. In this section, we
develop an incentive mechanism whereby the contractor
can adequately incentivize the subcontractor’s verification
activities while ensuring the subcontractor does not gain by
reporting a false belief value to the contractor. In addition,
we study how the variation in the two firm’s model param-
eter values affects the verification strategy and incentive
space for the two firms. Finally, we conclude by summariz-
ing all the insights in Sect. 6.

2 Literature review

Literature on incentivizing verification in systems design is
sparse and often narrows in on specific topics, such as test-
ing of design alternatives (Schumacher and Schlapp 2017),
unforeseeable changes in product design (Sommer and Loch
2009), information sharing (Schlapp et al. 2015), or ensuring
cost and time compliance (Mihm 2010). The majority of the
literature on verification only considers single-firm verifica-
tion activities. A multi-firm model for incentivizing verifi-
cation activities that is scalable has not yet been developed.
Using MSDT, we can achieve both, a general-purpose two-
firm model, which has the potential to be scaled up to cap-
ture multi-firm interactions (Wernz and Deshmukh 2012).
A number of modeling approaches have been developed
to determine optimal verification strategies for a single-firm.
Ahmadi and Wang (1999) formulated a nonlinear program
that minimizes verification costs for the desired level of sys-
tem verification. Boumen et al. (2008, 2009) used dynamic
programming to determine risk-minimizing verification
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strategy for lithographic machines. To allocate resources for
verification in an efficient manner, Shabi and Reich (2012)
developed an analytical model to determine the optimal veri-
fication strategy given the design maturity under cost and
risk constraints. Using Monte Carlos simulation, Engel and
Barad (2003) determined the probability distribution of the
residual risk of a cost-minimizing verification strategy. In a
follow-up paper, Barad and Engel (2006) extend their work
by analyzing their prior results for different objective func-
tions. To account to uncertain data inputs, Engel and Last
(2007) applied fuzzy logic and compared it to the probabil-
istic approach in the aforementioned models.

Though the number of works on single-firm verification
is large, prior works on single firm models of verification
have relied heavily on aleatory interpretations of probability.
However, recent works have acknowledged that uncertainty
faced by designers is epistemic in nature (Dai et al. 2003;
Huang and Zhang 2009), and engineers make design deci-
sions using their subjective beliefs on the current state of the
system design (Eifler et al. 2010; Wynn et al. 2011). Unlike
aleatory uncertainty, epistemic uncertainty arises due to a
fundamental lack of knowledge about the system, or process,
under study (Sentz and Ferson 2002; Schlosser and Paredis
2007). In this regard, belief distributions are more appropri-
ate in representing the uncertainty faced by designers. To
the best of our knowledge, only recent works by Salado et.
al (Salado et al. 2018; Xu and Salado 2019; Kulkarni et al.
2020) have explicitly modeled a firm’s belief over the pos-
sible states of its design. In this paper, we continue this line
of work by using belief distributions to model a firm’s belief
in the state of its design. A firm’s belief distribution is then
used as a basis to determine its optimal verification strategy.

Though the literature on incentives for verification in
systems engineering is sparse, similar problems have been
explored, in detail, in the quality control literature for sup-
ply chains (Emons 1988; Reyniers 1992; Reyniers and
Tapiero 1995; Baiman et al. 2000; Balachandran and Rad-
hakrishnan 2005). In this literature, the focus is on minimiz-
ing the adverse effects of information asymmetry between
the supplier and the buyer. Here, the buyer cannot observe
the extent to which the supplier has verified its products,
but the buyer is assumed to have the capability to test the
supplier’s product for defects. The buyer can then choose
the level of resources it will spend on testing, or sampling,
the supplier’s goods for defects, or choose to incentivize the
supplier’s quality control. Furthermore, in supply chain con-
tracts, verification activities are often not contracted upon,
and instead, the contracts only specify product quality level
the supplier must meet (Starbird 2001).

Verification in systems engineering projects, such as
satellite design, is fundamentally different from verifica-
tion in supply chains since systems engineering projects
often involve complex and costly designs that require the

participation of engineers from multiple disciplines. Spe-
cific verification activities are often specified by contracts.
Furthermore, unlike supply chains, in systems engineering
projects, the contractor may not have the ability to directly
verify the subcontractor’s design and may only discover an
erroneous component design when the entire system design
is verified (e.g., discovering errors in embedded systems
through hardware-in-loop simulations). This motivates our
model scenario, where the contractor can only discover an
error in the subcontractor’s component by verifying the
entire system design, and must thus determine if incentiv-
izing the subcontractor would be more beneficial.

3 The single-firm model

We first consider the scenario where only the contractor is
engaged in the system design. The system design process
often consists of multiple development phases, where a
development phase is defined to consist of design and pro-
duction activities, such as system architecture, tradespace
exploration, or manufacturing, followed by verification
activities, such as testing, demonstration, analysis, or inspec-
tion (Salado 2018). Design and production activities are car-
ried out with the intention of creating a design that meets its
requirements. However, for various reasons, the design at
the end of a design phase may not meet all the requirements
that were set for it at the start of the development phase.
Verification activities are thus executed to confirm or deny if
the design at the end of a design phase meets all the require-
ments that were set for it at the start of the development
phase. Furthermore, verification activities are often chosen
based on the requirement to be verified along with budget
and time constraints.

For the single-firm model, we restrict our attention to a
single development phase and a single requirement, which
we refer to as the requirement of interest. We assume that
based on the requirement of interest, budget and time con-
straints, the contractor has already determined the appropri-
ate verification activities. The decision problem faced by the
contractor is whether to carry out verification activities in
the current development phase, or postpone verification of
the requirement of interest to the next development phase.
In our model, we assume that that contractor’s decision to
verify or not is based on its belief in the current design sat-
isfying the requirement of interest and two high-level costs
associated with the verification activities: setup cost to exe-
cute the verification activity and expected cost to repair an
erroneous design. These conditions are similar to those in
prior works (Engel and Barad 2003; Shabi and Reich 2012).
The main difference in our model is that we explicitly model
a firm’s confidence in the state of its design using belief
distributions.
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We adopt three additional assumptions about the veri-
fication activity to build an analytically tractable model.
First, the verification activity has a fixed setup cost; second,
the verification activity will certainly reveal whether or not
the system design meets the requirement of interest; and
third, the contractor knows the expected cost of repairing
the system design if it is found not to meet the requirement
of interest. In reality, the setup costs of verification activities
may vary based on how thorough the contractor wants to be
in detecting errors in design, verification activities do not
always reveal an error in system design, and the contractor
does not know the expected cost of repairing the system
design before the error is identified. In addition to analyti-
cal tractability, the assumptions above greatly simplify the
insights on the tensions between two firms with respect to
design verification.

The single-firm model scenario can be illustrated with
the following example. The system is a prosthetic robotic
arm, and the requirement of interest defines a strict weight
limit for the robotic arm. The verification activity involves
the contractor measuring the weight of all components in the
robotic arm. From the previous development phase, the con-
tractor knows the weight of the robotic arm with a certain
precision. In the current development phase, the contractor
chooses a new design for the pneumatic system in the robotic
arm. The contractor computes the approximate weight of the
new robotic arm design using its knowledge from the previ-
ous development phase and the weight specifications of the
new pneumatic system. However, the new pneumatic sys-
tem has resulted in minor alterations in other components,
and these alterations may have caused the new robotic arm
design to violate the weight requirement. The contractor now
uses its confidence in the new design meeting the weight
requirement to decide between verifying the new design now
or postponing the verification to the next development phase.
If the contractor chooses to verify, then the contractor faces
a fixed verification cost in terms of time and effort required
to dismantle the arm and measure its components, and it is
reasonable to assume in this scenario that the contractor will
know the expected repair cost of altering the new design to
make it meet the weight requirement.

3.1 Model parameters under complete information

Using MSDT terminology, we refer to the contractor as SUP.
We divide SUP’s development phase into two time peri-
ods, the design period, where SUP executes design activi-
ties, and the verification period, where SUP may or may
not execute the predefined verification activity. We will use
subscript I for all variables associated with the start of SUP’s
development phase. Similarly, we will use subscript D for
all variables associated SUP’s decision point, where SUP
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decides to either verify or not verify the system design, and
subscript E will be used for all variables associated with the
end of SUP’s development phase. In this paper, we restrict
our attention to those scenarios where the state of SUP’s
design can be broadly categorized as either satisfactory
(meets the requirement of interest) or unsatisfactory (does
not meet the requirement of interest). The state of SUP’s
design is denoted by S3F € {0,1}, where ¢ € {I,D,E}.
Here, S5UP = 1implies that SUP’s system design is in a sat-
isfactory state at point t and S?Y¥ = 0 implies that SUP’s
system design is in an unsatisfactory state at point t.

Though SUP may not intend to violate the requirement of
interest through its choices directly, SUP’s design choices
to meet other system requirements may cause the current
design to violate the requirement of interest. For example,
the robotic arm could have a durability requirement for the
arm material. To meet this requirement, SUP uses a metal
alloy that increases the weight of the arm beyond its allow-
able limit. In general, the development of new systems
has uncertainty associated with meeting requirements. To
model this, we assume that there is a positive probability
of SUP violating the requirement of interest in the current
development phase. We denote this probability as £5UF, and
we refer to £3UP as the probability of SUP making a design
error, where a design error implies the design does not meet
its requirements. In our model, €3V is a measure of SUP’s
design skills: lower the value of £3YF, the more skilled SUP
is in designing the system. It follows that if SUP’s design is
in the satisfactory state at the start of the development phase,
then with probability €3V it will be in the unsatisfactory
state at the end of the development phase. Furthermore, we
assume that if SUP’s design is in the unsatisfactory state at
the start of the development phase, it will certainly be in the
unsatisfactory state at the end of the development phase.

We denote SUP’s decision to verify the design in the cur-
rent development phase by vSUP, and its decision to post-
pone the design verification to the next development phase
by —vSUP. As per our model assumptions, we consider two
high-level verification costs: set up cost and expected repair
cost. Irrespective of the state of the design, SUP incurs a
fixed setup cost of ¢3UF when it chooses to verify its design.
If SUP chooses to verify the design, then SUP will incur
an expected repair cost of 7SUF. Another cost parameter we
consider in our model is the cost of postponing verification
to the next development phase. If SUP chooses to postpone
verification to the next development phase, and the current
design is in an unsatisfactory state, then SUP will incur
repair costs in the next development phase. To capture the
possible costs associated with delaying verification to the
next development phase, we assign a cost 5% to S5UF = 0.
Figure 1 graphically depicts the single-firm model, where
SUP knows the true state of its design at all times.
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Fig. 1 Single-firm model where
SUP knows the true design state
at all times

Fig.2 Using belief distribu-
tions to capture SUP’s imperfect
information
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3.2 Modeling imperfect knowledge with belief
distributions

The scenario depicted in Fig. 1 is where SUP knows the
true state of its design at all points on the time horizon.
Here, SUP will verify the design only if the design is in the
unsatisfactory state at the end of the design phase, S3'F = 0,
and if the cost of verification and repair in the next develop-
ment phase is greater than the cost of verification and repair
in the current development phase, SU° > ¢SUP + /SUP_ In
reality, SUP cannot execute such a strategy since SUP has
imperfect knowledge about the true state of its design prior
to verification. To model SUP’s imperfect knowledge in the
state of its design, we use belief distributions. SUP’s belief
in the satisfactory state of its design at point ¢t € {/, D, E}
is denoted by p°UF € [0, 1]. In this paper, we assume that
SUP’s belief in the unsatisfactory state of its design at point
tis1 — pSUP. This enables us to define expected rewards for

Decision Verification

End
Period

SUP’s decision based on SUP’s belief values. However, in
general, it is not required for belief values to sum to 1 (Sentz
and Ferson 2002).
SUP’s initial belief in the satisfactory state of its design,
ISUP, represents SUP’s confidence in the satisfactory state
of the design based on the current state of knowledge of
SUP. In the current design iteration, ﬁSUP is transformed by
the design activities into ﬂSUP Since the probability of SUP
making a design error is £SUP, we know

SUP — ﬁISUP(l SUP)' (1)

In addition, we know that if SUP chooses to verify its
design then p5UF = 1 since SUP identifies and fixes all
errors in design; if SUP chooses not to verify its design,
then A5F = 3P, since SUP’s belief is unchanged after the
design period Figure 2 graphically depicts the single-firm
model after accounting for SUP’s belief in the true state of
its design.
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3.3 SUP’s optimal verification strategy

We now determine SUP’s optimal verification strategy as
a function of its belief and discuss the different aspects of
this strategy.

Proposition 1 Given SUP’s initial belief in the satisfactory
state of the system design ﬂISUP, SUP’s optimal strategy is to
verify the system design if

SUP 1 S\ _ psup
< (1—¢5UP) (1 T pup_sup | T ﬂ* .

Proof of Proposition 1 is provided in the "Appendix". The
values g% € [0, f3UP), where p3UP is a decision threshold
in the belief state probability space, represents those sce-
narios where SUP’s confidence in the satisfactory state of
the design is low, and hence SUP will verify the design,
whereas f°UF € [B5UP, 1] represents those scenarios where
SUP’s confidence in the satisfactory state of the design is
high, and hence SUP will prefer to postpone verification to
the next design phase.

If pSUP > 1 or pSUP <0, then the single-firm model
implies that SUP would, with certainty, either always verify
the system design or always not verify the system design,
respectively. However, in reality, firms do not always exhibit
such black-or-white behavior with respect to verification
activities. Indeed, observations imply that firms often verify
their design, but not necessarily at optimal times (Yamada
et al. 1995; Engel and Barad 2003; Boumen et al. 2008a,
b; Shabi and Reich 2012). Thus, to avoid exploring trivial
scenarios, we will henceforth assume that 0 < g5UF < 1.

For 3 > 0, it must be true that [SUP > ¢SUP 4 /SUP,
Note, ISUP is SUP’s estimate of the sum of verification setup
costs and the potential rework costs further downstream in
the design process that SUP will incur if it does not cor-
rect the system design in the current development phase.
In general, the cost of reworking the design will increase as
the design matures (to start with, more development activi-
ties will need to be repeated the later in the development
process a given rework action is undertaken). In addition,
we assume that the verification setup costs in ISUP are at
least equivalent to ¢SUP, since the comparison is performed
among equivalent verification activities (that is, the same
verification activity performed at different developmental
stages). Hence, it is true that SU > ¢SUP + /SUP_ Similarly,
for ASUP < 1, it must be true that ¢SUP + rSUPgSUP > [SUPSUP,
The amount ¢SUP + rSUPSUP j5 SUP’s expected cost from
the additional verification activity when SUP has complete
confidence in the ideal state of the system design at the start
of the development phase, or f5UF = 1. The amount /SUP£SUP
is then SUP’s expected downstream costs of verification
and rework if SUP chooses not to execute the additional
verification activity in the current development phase given

@ Springer

BSUP = 1. It follows that if SUPSUP is strictly lesser than
cSUP 4 ySUPESUP then it will not optimal for SUP to execute
the additional verification activity for high values of 5P
that are sufficiently close to 1.

4 The two-firm model

The single-firm model implies that a firm is likely to post-
pone verification activities to the next development phase
when: (1) the verification costs between the current develop-
ment phase and the next development phase are comparable,
or (2) the firm is confident of not making any errors in the
current design phase. Though this strategy may be optimal
on a single-firm level, it may not be optimal in a multi-firm
scenario. To illustrate this point, consider the robotic arm
example with contractor delegating the design of the pneu-
matic components to a subcontractor, with the requirement
of interest being the durability of the robotic arm. Stress and
vibrational tests are conducted to determine if the robotic
arm meets the durability requirement. Say, the current and
the next design phase are prototype models for both the
contractor and subcontractor; the subcontractor provides a
prototype of the pneumatic components, and the contractor
integrates it into the prototype of the robotic arm for further
design and testing. Based on prior experience, the subcon-
tractor is confident that its pneumatic components will meet
the durability requirements set by the contractor, and thus it
prefers not to spend any resources on executing stress tests
on the pneumatic components. However, the contractor is
not certain if the pneumatic components will withstand the
required level of stress as when they are integrated into the
robotic arm and would prefer if the subcontractor performed
the stress tests on its components. In this scenario, the veri-
fication strategies of the two firms are not aligned since the
information each of them possess are on different scales
(system vs component).

To study how individual firm interest affects verification
strategies in multi-firm settings, we now consider a two-firm
scenario where the contractor outsources the design of one
component to a subcontractor. Once again, we focus on a
single development phase and a single requirement, referred
to as the requirement of interest. Each firm’s design phase
and decision-making is modeled using the single-firm model
developed in the previous section. We adopt all the single-
firm model assumptions in building the two-firm model.
Both firms determine their verification strategies based on
their respective belief in their respective designs. We assume
that the subcontractor provides its component design to the
contractor, for testing purposes or otherwise. This compo-
nent design is information about the product, which can be a
mathematical model, a prototype, and even the final product
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(eventually, in the last time period/interval). Furthermore,
we assume that the subcontractor does not possess system-
level information, but will convey its belief about the com-
ponent meeting the requirement of interest to the contractor
due to contractual requirements. Hence, the subcontractor
decides whether or not to verify the component design based
on component-level parameters. However, the contractor
uses the subcontractor’s belief to form a belief of the overall
system design meeting the requirement of interest and will
decidewhether or not to verify the system design based on
system-level parameters. We couple the beliefs of the two
firms using MSDT, as described later. In reality, inter-firm
communication may not happen for all design phases, but
our assumption helps set the stage for a discussion on incen-
tives for verification activities.

In this paper, we adopt six assumptions to build an ana-
lytically tractable two-firm model. First, the subcontractor’s
verification costs are part of its budget, and not explicitly
paid for by the contractor. Since the contractor pays for
the overall component design, we assume that the verifi-
cation costs for each firm are endogenous. Second, if one
firm does not meet its requirements, then the overall design
does not meet the requirement of interest. The contractor
is able to flow down' the requirement of interest suitably
to the subcontractor, but there is no margin for error for
either firm. Third, verification on the contractor’s level is
comprehensive: the contractor will verify the entire system
design when it chooses to verify. This is not true in gen-
eral since the contractor can verify individual components.
Fourth, the contractor has the monetary resources to incen-
tivize the subcontractor to verify its component design, but
the contractor will only do so if its expected reward strictly
increases by incentivizing the subcontractor. In general, veri-
fication activities are negotiated at the start and additional
incentives are usually not offered. This assumption sets the
state to determine the effectiveness of explicit incentives for
verification activities in systems engineering.

The next two assumptions we adopt are to ensure that
the two-firm model is consistent with the assumptions of
the single firm model. The fifth assumption we adopt is
that if the subcontractor’s component has an error, then the
contractor will detect this error when it verifies the system
design. However, the contractor does not have the capability
to characterize the exact nature, or location, of this error, and
hence will send the component back to the subcontractor

! By requirements flow down, we refer to the contractor defining a
requirement for the subcontractor’s design based on a requirement set
for the system design. That is, the process of decomposing a system
requirement into subsystem or component requirements and allocat-
ing them to the corresponding subsystems or components. For exam-
ple, the contractor sets a weight limit for the subcontractor’s design
based on a weight limit set for the system design.

for component-level testing and potential repair. The sixth
assumption is that when an error is found in the subcontrac-
tor’s component after verification at the system level, the
subcontractor rectifying the design to correct the error will
result in design changes on the contractor’s level as well. The
final assumption restricts our model to those scenarios where
the contractor’s system design is strongly coupled with the
subcontractor’s component design (Terwiesch et al. 2002,
Mihm et al. 2003). Furthermore, these two last assumptions
imply that the subcontractor will consider the expected cost
to repair the design further in the development process when
it determines whether or not to verify the component.

4.1 Model parameters

Using MSDT terminology, we will continue to refer to the
contactor as SUP, and we will henceforth refer to the sub-
contractor as INF. We will initially assume that SUP pro-
vides no additional incentive for verification activities to
INF, and we will later relax this assumption to study the ben-
efits of incentivizing verification for both SUP and INF. A
firm, in general, will be referred to as firm x € {SUP, INF}.
Table 1 summarizes the notation that we will use for the
two-firm model.

A notable difference between the two firm and single-
firm model is that INF’s time horizon is shorter than the
design period of SUP, since SUP integrates INF’s compo-
nent design into the system design once INF completes its
work. Figure 3 graphically represents the two-firm model
when both firms have imperfect information about the state
of their design prior to verification.

An important aspect of the two firm model is the prob-
ability of a firm making a design error. INF’s probability of
making a design error is similar to the single-firm model,
where the probability of INF making an error is a character-
istic of INF alone. Whereas, SUP’s probability of making a
design error is considered to be affected by the component
SUP delegates to INF. This results in f5'F being a func-
tion of A1N". We will model the relationships between all
the error probabilities and derive the precise relationship
between 5P and AN by using MSDT’s influence function

D
approach as described next.

4.2 Influence of INF’s beliefs on SUP’s beliefs

There may be several reasons for which delegating a com-
ponent design to INF may be beneficial to SUP, such as
leveraging INF’s specialization or simply compensating for
lack of resource capacity for SUP. By delegating a compo-
nent design to INF, SUP works on designing fewer com-
ponents. This implies that the probability of SUP making
a design error with design delegation is at most £3UP, but
can be lower. However, this is true only when INF designs
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Table 1 Summary of notation for the two-firm model

Notation Description

x € {INF, SUP} Refers to a generic firm

te{l,D,E} Point on a firm’s time horizon, where 7 is associated with the start, D is associated with the verification deci-
sion point and E is associated with the end
S$re{0,1} State of firm x’s design at point 7, where 1 denotes a satisfactory state and 0 denotes the unsatisfactory state
e Probability of firm x making a design error during its design period without delegation
P» Net cost of verifying and repairing a faulty design in the next design phase rather than the current design phase
ct,re Cost of setting up verification and expected repair cost for fixing all errors in design in the current design phase
Ve, —vr Firm x’s decision to verify or not verify, respectively
B €10,1] Firm x’s belief in the satisfactory state of its design at point ¢
b Belief threshold for firm x such that it is optimal for firm x to verify its design if Sy < f;
ﬂ:UP — 1
Oy SUP SUP SUP INF
o (B AD— -8 )
7 D ///
/ @‘\ H @‘\ T SUP _ pSUP
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Fig.3 Two firm verification model with imperfect information

a component that meets its requirements. For if INF designs
an unsatisfactory component, then SUP’s overall system
design is also unsatisfactory.

To capture the SUP’s value from delegating a component
design to INF, we use MSDT’s influence function approach
as follows. Let e300 denote the probability of injecting or
making an error at the end of the SUP’s design phase before
SUP has accounted for INF’s beliefs. We define

SUP _

SUP INF
Efnal = € TSNe(SE )

@

The function fINF(SL:NF) is referred to as the influence
function in MSDT literature, and it quantifies the value of
INF’s work on SUP’s design based on the final state of INF’s
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component. To model the benefit of INF designing a satis-
factory component to SUP and the certainty of the overall
system design being unsatisfactory when INF’s component
design is unsatisfactory, we define fiyr(-) as follows.

-6 ifSNF=1
1 - 5UP if SINF = 0,

SineSEH) = { 3

From the unit measure axiom of probability, it follows
that1 — S > 0 > 0. When SUP accounts for INF’s beliefs,

SUP
&g 18 defined by.
52}1{5 — ESUP +fiNF(SIENF — 1)ﬂéNF +fiNF(SIENF — 0)(1 _ ENF .
)
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Using Egs. (2) and (3), we can now define 57 (BNF) as
follows

ﬂSUP(ﬁINF

S
ﬂgUP(ﬂIIENF
— lSUP(l ( SUP +fiNF(SINF _ l)ﬂINF +fINF(SINF 0)(1 ﬁ]IENF)))s
ﬁSUP(ﬂINF SUP(l _ £SUP + HﬂINF _ (1 _ £SUP)(] ﬂINF))
E 9
ﬁSUP(ﬂINF) ﬂISUP(l SUP + e)ﬁINF. (5)

In the single firm model, SUP’s belief was transformed
by the factor e3P, Whereas, in the two-firm model, as
described by Eq. (5), SUP’s belief is transformed by the
factor (1 — €3V + 0) and INF’s belief IF. In this regard,
the factor 8 is SUP’s assessment of the benefits of del-
egating the component design to INF. Since delegation of
design activities ensures that the probability of SUP making
a design error effectively reduces from £5VF to £3UF — 9. It
follows that SUP(1 — €SP + ) represents SUP’s belief in
not making any design errors in SUP’s portion of the design
activities.

4.3 Optimal verification strategy without incentives

We now characterize each firm’s optimal verification strat-
egy and discuss the different aspects of these strategies. We
begin with INF’s verification strategy, followed by SUP’s.

Proposition 2 Given that SUP will not incentivize INF to
verify its component design and INF’s initial belief in the
satisfactory state of the component design if ,BINF it is opti-
mal for INF to verify the component design if

(1 ) S ;

(1- EINF) JINF _INF

Proposition 3 Given that INF’s final belief in the satisfac-
tory state of the component design is ,BIIENF , and thus SUP’s
belief in the satisfactory state of the system design at the end
of SUP’s design period is (1 — £39° + H)ﬁéNF, it is optimal
for SUP to comprehensively verify the system design if

SUP 1 S SUP gINF
I < (I_ESUP+9)ﬂ!IENF ﬁ (ﬂ )- O

SUP_,SUP

Proposition 2 follows from the single firm model results.
Proof of Proposition 3 is provided in the "Appendix". SUP’s
optimal verification strategy is similar in structure to the
single-firm model, with the notable difference being SUP’s
decision threshold AUF is now a function of i in addition
to being a function of SUP’s cost and skill parameters.

We visualize SUP’s verification strategy with a two-
dimensional phase diagram, where one axis is INF’s

reported final belief in the satisfactory state of the compo-
nent design at the end of its design phase, ", and the other
axis is SUP’s initial belief in the satisfactory state of the
overall system design, fY". To illustrate SUP’s phase dia-
gram, we use the following notional values: ¢SUF = $ 2000,

rSUP = § 1000, 55U = §$ 4000, €3 = 0.3 and 6 = 0.1. The
phase diagram resulting from these values is shown in Fig. 4.
We see that SUP’s phase diagram consists of two distinct
regions when SUP chooses not to incentivize INF for its
verification activities. The bottom left region is where SUP’s
optimal strategy is to verify the design, and the top right
region is where SUP’s optimal strategy is to not verify its
design. The nonlinear boundary between the two regions is
the curve gSUP(B") as defined by Proposition 3.

There are two potential benefits for SUP in incentiviz-
ing INF to verify its component design. The first potential
benefit is SUP avoiding unnecessary verification of the sys-
tem design. Ideally, INF always verifies its design, S = 1,
and so SUP does not verify its design when g>UF > gSUP(1).
However, the single-firm model implies that in some cases,
INF will find it optimal to postpone verification. The adverse
effects of INF adopting a locally optimal strategy on SUP
is illustrated in Fig. 4 by the substantial region above
pPUP = pSUP(1) where SUP verifies its design only because
INF chooses to postpone verification.

The second potential benefit of incentivizing INF to ver-
ify its design is the minimization of expected repair costs
for SUP. If pSUP < pSUP(1), then SUP will verify its design
irrespective of INF’s final reported belief i . By doing
so, SUP will incur a fixed setup cost cSUF. However, SUP’s
expected repair costs are dependent on the system design
not meeting the requirement of interest. By incentivizing
INF, SUP ensures that INF’s component design meets the
requirement of interest, and hence SUP’s expected repair
costs are minimized.

fffffffffffffffffff

ﬂSUP 1
1

0.8 \\\ _VSUP — ﬂSUP(ﬂNF

0.6 RN
SUP “~
v e /

ﬁlsup _ ﬂfup(l) ok

0 02 04 06 08 1 gINF
Be

BEF =B

Fig.4 Phase diagram of SUP’s verification strategies under no incen-
tives
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5 Incentivizing verification activities
5.1 Optimal incentive for INF’s verification activities

We now characterize the minimum necessary incentive
required to motivate INF to verify its design. We also discuss
an incentive mechanism that SUP can use to ensure INF does
not abuse the provision for verification incentives. For the
incentive mechanism, we will restrict our attention to those
scenarios where INF repairing an error in its design provides
a reasonable signal to SUP. For example, if INF discovers
that its pneumatic component cannot stand the stress test,
then it takes a significant amount of time for INF to correct
the error, and thus SUP knows that INF found an error in its
design. This assumption eliminates those scenarios from our
study where SUP incentivizes INF to verify its component
design, INF discovers an error in its component design and
INF repairs the error without SUP’s knowledge.

i INF INF INF _ pINF INF
Proposition 4 If 5" > p.°, then " = (1 —€™™),
and the minimum necessary incentive required

to motivate INF to verify its component is
iINF(ﬁéNF) — CINF _ (lINF _ rINF)(l _ éNF . O

Proof of Proposition 4 is provided in the "Appendix".
The optimal verification incentive i™NF(\") consists of
the reward component ¢ and the penalty component
(INF — #INFy " This reward/penalty nature of i™NF(-) arises
from the need to balance the interests of both firms. If INF’s
design has no errors, then INF’s belief in the satisfactory
state of the system design is justified, and INF would be jus-
tified in expecting SUP to completely reimburse INF’s setup
cost. However, if INF’s design has an error, then SUP would
be justified in levying a penalty on INF since delivering
an error-free design was INF’s responsibility. The optimal
value of the penalty is then (/™F — #NF)_ This is so since
INF avoids incurring (/'NF — #NF) in the future by accepting
SUP’s incentive to verify the component design in the cur-
rent development phase. However, this gain belongs to SUP
since INF’s original strategy was to postpone verification
and it was SUP that directed INF to verify its design.

We now illustrate the variation in i'™F with respect to fi"
using the following notional values for INF: ¢™F = $400,
rINF = $100 and /™F = $800. Figure 5 graphs the values of
i™F(BINF) with respect to BINF for these notational values.
As illustrated in Fig. 5, when INF has complete confidence
in the satisfactory state of the design, g\ = 1, then SUP
must offer to completely reimburse INF’s setup cost ¢™F to
motivate INF to verify the component design. In this case,
complete reimbursement of the setup cost is necessary since
itis not in INF’s interest to incur any verification costs when

INF = 1, and is sufficient since INF will not expect to incur
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belief

any repair costs when " = 1. As INF’s belief in the satis-
factory state of the component design decreases, the incen-
tive SUP has to offer also decreases. This is true for when
INF’s belief in the satisfactory state of the system design
is less than 1, INF believes there is a chance of its compo-
nent design not meeting the requirement of interest. Since
delivering a component design that meets the requirement
of interest is INF’s responsibility, it is in INF’s interest to
accept an incentive amount less than ¢™F as long as it is
commensurate with INF’s belief in the satisfactory state of
the system design, where the commensurate incentive for
P < 1is equal to ¢™NF — (IINF — pINFy(q — INF),
As illustrated in Fig. 5, we see that /NF(") < 0 when
N < BINF(1 — ¢™NF). This implies that it is in SUP’s inter-
est to charge a penalty if INF seeks an incentive from SUP
when N < fINF(1 — ¢INF), since for these belief values
it is INF’s interest to verify the component design even
without incentives. In reality, SUP will simply not incen-
tivize the INF when " < gINF(1 — ¢™F). However, the
lack of incentives for belief values i < INF(1 — ™NF)
would encourage INF to always report a final belief value
PINE > pINF(] — ¢INF) since it is in INF’s interest to elicit
incentives for verification activities from SUP irrespective
of whether or not INF deserves it. That means, that it is
always in INF’s best interest to report " = 1 to receive
the maximum incentive.

To avoid encouraging INF in reporting a false belief
value, it is in SUP’s interest to convert the incentive mecha-
nism i'™F(BINF), which relies on the truthfulness of the infor-
mation provided by INF, into another incentive mechanism
that does not depend on INF reporting its belief values truth-
fully to SUP, but instead relies on INF’s choice on whether
or not to participate in the incentive mechanism. We now
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present one such incentive mechanism, which we denote by
I.

Proposition 5 When INF chooses to participate in the incen-
tive mechanism I, then,

(1) SUP will compensate for INF’s setup cost, c™F, upfront,
and

(2) When INF discovers errors in design during verifica-
tion, INF will pay (INF — ¥™F) to SUP as a penalty fee.

The incentive mechanism I'" discourages INF requesting
verification incentives when gN" < SINF, and provides INF
with the minimum necessary incentives when giN" > pINF,

Given that INF’s final belief in the satisfactory state of
the system design is 5", INF’s expected incentive from
participating in the incentive mechanism I', denoted by
E(iINFlﬂ]IENF), is

JINF| pINFy _ INF INF INF INF
EGMNF|pINF) = INF _ (INF 4 gINFy(q — gl

= EG| ﬂllgNF) — NF éNF —dNF(1 - ]IENF).

Since EG™F|gINF) = i™F(BINF), the incentive mechanism
I' provides the minimum incentive necessary to motivate
INF to verify its component design by relying on observ-
able events (the result of the verification activity) rather than
using INF’s reported value of f2". This ensures that INF has
no incentive to falsify its belief value, and thus will report its
true belief value to SUP. Note, the penalty in the mechanism
I" can be imposed since we assume SUP will know if INF
finds an error in its component.

An advantage of using I' is that SUP does not need to
know e™F, However, the incentive mechanism I' requires
SUP to know the amount /™F — yINF (o define the penalty
amount because INF will find the incentive mechanism
acceptable when the penalty amount is close to INF’s esti-
mate of ™NF — /INF_ There are several methods to obtain or
estimate /™F — /INF_such as through business intelligence,
direct negotiation, or SUP’s historical records of INF’s past
performance data, but they are outside of the scope of this

paper.

5.2 Optimal two-firm verification strategy
with incentives

When SUP offers no incentives to INF, INF’s decision to
verify the component design or not is final. Whereas, with
incentives, SUP may request INF to verify its design after
INF has decided to postpone verification activities to the
next development phase. This sets up a coordination chal-
lenge between the two firms with respect to verification

activities. If SUP knows the set of belief pairs (ﬂ,SUP, ﬂ]IENF)
for which it is profitable to incentivize INF to verify its com-
ponent design beforehand, then coordinating verification
strategies becomes easier in the two-firm scenario. Toward
this end, we now determine the belief pairs (ﬁlSUP, pE") for
which incentivizing INF to verify its design is beneficial for
SUP. In this regard, we state the following two propositions.

Proposition 6 If g > BINF(1 — e™F) and if any one of the
following two conditions are true,

@ AP < pSUP(L), o,
(i) ASUP < min{ BSUP(PINF), BSUP(BINF))
B3P > pSUR(1),

where ﬁgUP(ﬁI{:NF) =

and

(lSUP_rSUP)+ClNF_(lINF_rlNF)(1_ﬂ}liNF)
(I_SSUP_*_g)([SUP_rSUPﬂ'I:'I‘IF) ’

then it is optimal for SUP to verify the system design.

i : INF INF INFy & ; ;
Proposition7 Given ;" > . (1 — ™), it is optimal for
SUP to incentivize INF’s verification activities when one of
the following conditions is true,

(D) B3PBT) < V7 < pUR(D),

@) BN < U < BUP(EN), o,

(3) ﬂ’ . > max{ﬁfUP(ﬁIENF)’ ﬁiU]laN(rﬁ%I\E«) }’]NF INF
where fSUP(BINF) = & A8

]ZF [NFE INF rs?}\]r)l-‘(]_gsup_'—a)(l_ﬂéw)

FSUP(BINFY — & —CT oAb )

A E lSUP(l—eSUP+9)(l—ﬂéNF)

Proofs of Propositions 6 and 7 are provided in the
"Appendix". From the single-firm model, we know it is in
INF’s interest to verify the component design, even with-
out incentives, when gNF < pINF = pINF < gSUP(] _ £INF),
Furthermore, due to the penalty imposed by the incentive
mechanism I, only when g > pSUP(1 — ¢™F) will INF
be willing to accept incentives for verification from SUP.
Hence, valid belief pairs (7%, NF) that SUP needs to con-
sider for coordinating the incentive-backed two-firm verifi-
cation strategy are those where fi"" > fSUP(1 — ¢™F) and
0 < A5YF < 1. In addition, since INF will not verify its com-
ponent design without incentives for fi" > pSUP(1 — e™F),
we know that for all valid belief pairs there are only four
potential verification strategies that SUP needs to con-
sider for incentive purposes: (vSUP, —yINF)  (ySUP_yINF),
(—vSUP, —vINF) and (—vSUP, yINF) where vINF denotes that
INF verifies the component design with incentives.

We now illustrate the incentive-backed two-firm verifi-
cation strategy using the phase diagram method presented
in Sect. 4. For the purpose of this illustration, we use the
notional values presented in Table 2. The phase diagram is
graphed in Fig. 6. The incentive-backed optimal two-firm
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Table 2 Parameter values for the two firms

Parameter SUP’s value INF’s value
c* $2,000 $400
r $1,000 $100
s $4,000 $550
e* 0.3 0.1
0 0.1 NA
ﬂSUP 1
D SUP verifies
08 egiond———————— B
Region 5 INF verifies with
incentives
06
= SUP postpones
— 1 / R g,'?nﬂs: verification
gion 2 27
o 04 06 08 1 ﬂ/quF

Fig.6 Effect of incentivizing INF’s verification activities on SUP’s
strategy

verification strategy is illustrated with hatches in the phase
diagram. The vertical hatch denotes that SUP will verify the
system design, irrespective of whether or not it incentivizes
INF to verify the component design. The horizontal hatch
denotes that INF will verify the component design when
SUP offers the minimum incentive for verification.
Without incentives, INF will not verify its design for the
entirety of SUP’s phase diagram graphed in Fig. 6. Whereas,
with incentives, we see in Fig. 6 that INF will verify its
design for a large portion of the phase diagram. SUP’s phase
diagram can be divided into five distinct regions. In regions
1 and 2, 5% < SUP(1), and hence SUP has to verify its
design irrespective of INF’s strategy. In region 1, it is prof-
itable for SUP to incentivize INF to verify its design. By

doing so, SUP is able to minimize its repair costs. How-
ever, in region 2, we see that INF’s belief in the satisfactory
state of the component design is sufficiently high for SUP
to overlook incentivizing INF. The benefits of incentivizing
INF are highlighted by regions 3, 4 and 5. Prior to incen-
tivizing INF, SUP would verify the system design for all
p3UP(1) < pPUP < BSUP(BINF). Whereas, with incentives,
when p3UP(1) < g < pSUP(BINF), SUP verifies the system
design only in region 3.

In region 4, INF’s belief in the satisfactory state of the
system design is low, and hence SUP prefers to incentivize
INF since SUP believes that INF will find an error in its
design. Whereas, in region 5, INF’s belief in the satisfac-
tory state of the system design is high, and this leads SUP
to believe that incentivizing INF will result in a loss of ¢!NF
for SUP rather than INF finding an error in its design. Unlike
regions 4 and 5, region 3 is a challenging region for SUP.
Here, INF’s belief is sufficiently low to influence SUP to ver-
ify the system design even though g7 > p3UP(1). However,
INF’s belief is not low enough for SUP to find it profitable
to incentivize INF. Hence, in region 3, SUP will verify the
system design without incentivizing INF.

5.3 Effect of parameter values on two-firm strategy

We now discuss the effect of varying model parameter val-
ues on the incentive-backed two-firm verification strategy.
Of all the model parameters that affect SUP’s phase diagram
when SUP chooses to incentivize INF, we consider only
cSUP pSUP SUP g and ¢™F for our study. We ignore 5P
since the effect of £5UF on SUP’s decision can be deduced by
varying f. Whereas, we ignore I'™™F since it is only meaning-
ful for SUP to incentivize INF when [™F is low, and it is in
INF’s interest to verify the component design for high /™NF
values. We consider the parameter values listed in Table 2
as the baseline values for our analysis.

Figure 7 graphs SUP’s phase diagrams for the different
values of ¢3UP. As illustrated in Fig. 7, changing the value of
cSUP does not affect the two-firm strategy for all valid belief
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Fig.7 Change in SUP’s phase diagram based on SUP’s setup cost

@ Springer

of IEENENEEN RSN REEEE

T
02
08 1

AU +$3000



Research in Engineering Design

08

—=FTT1

% —$750

02 04

Fig.8 Change in SUP’s phase diagram based on SUP’s repair costs
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Fig.9 Change in SUP’s phase diagram based on the potential increase in future costs

pairs with 797 < gSUP(1). However, for all valid belief pairs
with gEUP > BSUP(1), we see that as ¢SUF increases, the area
of region 4 increases while the areas of regions 3 and 5
decrease. That is, as ¢SUF increases, the number of belief
pairs for which incentivizing SUP is the optimal strategy
increases. This is so since SUP will postpone verification
when INF verifies its design when g > pSUP(1), and as
SYP increases, SUP finds it in its interest to avoid incurring
a high verification setup cost by incentivizing INF to verify
its design.

Next, we studied the effect of SUP on the two-firm strat-
egy by varying the value of SUF while fixing all other param-
eter values at their baseline. Figure 8 illustrates the effect of
varying rSUP on the two-firm strategy. As illustrated in Fig. 8,
varying rSUP has resulted in a noticeable change throughout
SUP’s phase diagram. Specifically, as rSU" increases, the
areas of regions 1 and 4 increase, while the areas of the other
regions decrease. That is, as rSUP increases, the number of
belief pairs for which for SUP incentivizing INF to verify its
design increases. This is so since SUP wishes to minimize
the expected repair costs on its end by incentivizing INF to
repair all errors in the component design.

The effect of changing /5U" on the phase diagram is illus-
trated in Fig. 9. We see that as [5UF increases, SUP will prefer
to verify the system design. Hence, SUP is will incentivize

INF to minimize SUP’s expected repair costs. Figure 10
illustrates the effect of a variation in € on the two-firm strat-
egy. As 0 increases, SUP’s net probability of making an error
in the system design decreases. Hence, we see in Fig. 10, as
0 increases, SUP will incentivize INF to postpone its verifi-
cation activities to the next design phase.

Finally, the variation in the two-firm strategy due to a
change in ¢™F is illustrated in Fig. 11. As one would expect,
with an increase in ¢™F, SUP will incentivize INF to verify
its component design. This is so, since with increasing ¢™F,
the valid belief pairs (877, INF) for which SUP finds it prof-
itable to incentivize INF’s verification activities decreases.

6 Conclusion

Our work seeks to lay a foundation for the theoretical under-
standing of verification activities in multi-firm projects.
Toward this end, we used belief distributions to model each
firm’s epistemic uncertainty in the true state of its design.
We considered three high-level verification costs: setup cost,
repair or rework cost and the cost of postponing verification
of a faulty design. Analysis of our single firm model showed
that a firm will postpone verification activities if (1) it has
high confidence its ability to not make an error in design,
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Fig. 10 Change in SUP’s phase diagram based on the influence parameter theta
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Fig. 11 Change in SUP’s phase diagram based on INF’s setup cost

and (2) if it has a high belief in its design meeting require-
ments and the cost of postponing verification of a faulty
design is not significantly greater than the current setup and
repair cost. The intuitive nature of these results led us to
believe that the foundational single-firm model was suitable
for extension to multi-firm models.

The two-firm extension studied how the subcontractor’s
preference to postpone verification activities adversely
affects the contractor. Specifically, we showed that the
subcontractor postponing verification activities forces the
contractor to verify the system design in a large number
of scenarios, where the contractor would have preferred
to postpone verification activities had the subcontractor
chosen to verify its design. Given this conflict of interest,
we developed an incentive mechanism by which the con-
tractor could suitably motivate the subcontractor to verify
its design while ensuring the subcontractor didn’t abuse
the incentive mechanism. Using the two-firm model, we
then identified the scenarios where the contractor would
benefit from incentivizing the subcontractor’s verification
activities. Results of the parameter variation of our model
showed that the contractor is motivated to incentivize the
subcontractor for two reasons: (1) to minimize its own
repair costs, and (2) to improve its own belief in the system
design meeting requirements so as to postpone verification
activities.
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The analysis of our single-firm and two-firm models
revealed that incentivizing verification activities can be ben-
eficial for the contractor. However, we have made significant
assumptions to ensure analytical tractability for our mod-
els. Specifically, we have restricted our study to high-level
cost parameters, and we have assumed that the firms will
be able to quantify the probability of making errors during
the design process. In addition, we also assumed that when
SUP incentivizes INF to verify its design, INF cannot lie
about finding an error in its design to SUP. We have adopted
these assumptions with the knowledge that our work pro-
vides the foundation for future extensions where our model
assumptions can be relaxed to derive more general results.
An interesting extension would be to generalize the manner
in which we have coupled the beliefs of the two firms using
MSDT. Specifically, the coupling we use in this paper is
linear in nature, whereas, in general, the coupling of beliefs
would be non-linear.

In conclusion, we have developed a mathematical model
of verification that incorporate belief distributions and
thereby could model the evolving knowledge of an agent has
about the state of its system’s design. By using the MSDT
modeling approach to determine optimal incentives for veri-
fication, a problem that has previously been unexplored in
systems engineering, we are providing a framework that can
determine optimal incentive for verification in a two-firm
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setting. This work builds a foundation for future extensions
on incentives for verification in multi-firm networks, which
design complex engineering systems, and entail complex
contractor-subcontractor interaction relationships.
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Appendix
Proof of Proposition 1

SUP’s expected reward is dependent on its verification strat-
egy and its belief in the satisfactory state of the design at the
end of the design period, f3°". Since p3UF is a transformed
value of SUP’s initial belief in the satisfactory state of its
design, p?UF, SUP’s expected reward associated with each

verification strategy as a function of 7V are given by

E(RSUplﬂISUP, VSUP) — —CSUP _ rSUP(l _ ,B]SUP(I _ ESUP)), and
(6)
E(RSUP|ﬂ]SUP, —VSUP) — —lSUP(l _ ﬂ]SUP(l _ ESUP))' (7)

SUP will prefer to verify the system design only if

E(RSUP|VSUP) > E(RSUpl _ VSUP)

= ﬁSUP < 1 (1- SUP )= ﬁSUP 8
1 (1 — &SUP) [SUP _ ,SUp’ — P ¢ ®)

Proof of Proposition 3

For SUP, we know that SUP will consider gF since INF
communicates " to SUP at the end of INF’s design phase.
Thus, in addition to its endogenous cost and skill param-
eters, a rational SUP will also use " to determine the opti-
mal verification strategy. Using the definition of g5"" from

Eq. (5), SUP’s expected reward associated with each of its

verification strategies is defined by,

E(RSUplﬂSUP VSUP ﬂINF
T > PE

— —CSUP _ rSUP(l _ ﬂISUP(l _ €SUP _ 0);811.:1\”:) and, (9)

E(RSUP|ﬂSUP _VSUP ﬂINF) — _lSUP(l _ ﬂSUP(l _ £SUP _ Q)ﬂINF
T » PE 1 E /
10)
SUP will then prefer to comprehensively verify the com-
ponent design only if

E(RSUplﬂISUP, VSUP’ II;“NF) > E(RSUplﬂISUP, _VSUP, ﬂéNF ,

SUP 1 it
I (1 — 3UP 4 g)pINF [SUP _ ,SUP

> — ,BSUP(,B]IENF .
1D

Proof of Proposition 4

The minimum necessary incentive makes INF indifferent
between verifying and not verifying the component design.
Let i™F denote the optimal verification incentive, or the
minimum necessary incentive, offered by SUP to INF to
make INF indifferent between verifying and not verifying
the component design, and let v"* denote INF’s decision to
verify the component design when SUP offers INF i™F to
verify its design. When g > pINF INF’s expected reward
associated with vINF and —v!NF are given by,

i
E(RINFlﬂI]NF v}NF) = —(INF _INF(y ﬁIINF(l — ¢NFyy 4 INF ang
(12)

E(RINFlﬂIINF7 _VINF) — _lINF(l _ ﬂ]INF(l _ EINF)). (13)

The optimal value of i™F is such that

E(RINFlﬁINF V%NF — E(RINFlﬁINF, _

INF
I T V)

= {INF = _JINF(q _ ﬁIlNF(l — gINFy) L (INF  JINF(q ﬂIINF(l — ¢INF))

= {INF = (INF _ (JINF _ INFy( _ pINFy (14)

Proof of Propositions 6 and 7

Given a valid belief pair (ﬂISUP, M), SUP’s expected

rewards for the four verification strategies are defined as.
SUP| gINF oSUP _ SUP _ INF

E(R |ﬂE s Pp ,—V , TV )
- —lSUP(l _ ﬂ’SUP(l _ £SUP + e)ﬁ]IE:NF), (15)
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E(RSUPlﬁINF ﬂSUP _VSUP VI.NF)
—ISUP(1 — BSUP(1 — ¢SUP 4 gy — (INF | (jINF _ [INF)q _ pINF
! s
(16)
E(RSUplﬂINF ﬂSUP SUP _VINF)
a7
— _CSUP _ }"SUP(l _ ﬂ]SUP(l SUP + G)ﬁINF)
E(RSUplﬂINF SUP VSUP IlNF)
—CSUP _ rSUP(l _ ,BISUP(I _ 5SUP + 0)) _ CINF
+ (lINF _ rINF)(l _ ﬂII;NF)' (18)

From the two-firm model without incentives, we know
that SUP will prefer the strategy (—vSUP, —vINF) over
(VSUP, —yINF) when pFUP > pSUP(INF). Furthermore, SUP
will prefer the strategy (— vSUP INF ) over (vSYUP,vINF) when

E(RSUPWIIENF’ ﬁISUP! _ SUP INF) > E(RSUP|ﬁINF ﬂlSUP’ VSUP, V;NF)

= —lSUP(l
_ rSUP(l

£SUP +0)) > _CSUP
' +0))

— ﬂISUP(l —
- ﬂlSUP(l —

= ﬁSUP

1 CSUP
(1 — eSUP 4 g) \ [SUP _ ;SUP

= ﬁSUP > ﬂfUP(l)

Since pSUP(BNF) > pSUP(1), we know that for all valid
belief pairs with 77 < gSUP(1), the optimal two-firm strat-
egy is either (VSUP, —™NF) or (vSUP,vINF)_Similarly, the opti-
mal two-firm strategy is either (vSUP, —yNF) or (—ySUP yINF)
for all valid belief pairs with pSUP(1) < PP < ﬁSUP(ﬂ]lNF ),
and the optimal two-firm strategy is either (—vSU?, —™NF) or
(—vSUP VINF) for all valid belief pairs with g707 > pSUP(pINF)

For all valid belief pairs with gSUP(1) < p3UF < gSUP(BINF),
SUP will prefer (vSP, —NF) over (—vS"P,vINF) when
E(RSUP'ﬁINF ﬂSUP VSUP _vINF) > E(RSUPlﬂINF ﬁSUP —VSUP VINF)

N, BRUR, vSUP, INEBYE, v

= —(SUP _ SUP(y _ ﬁISUP(l SUP 4 g) ﬂINF

+ lSUP(l _ ﬂISUP(l _ ESUP + 0))
INF _ (lINF _ VINF)(I - B

e INF) 5

(ZSUP _ rSUP) + CINF _ (lINF _

rINF )( 1=

(1 — €SUP 4 9)(SUP — pSUP gINF)

ﬂINF)

= ﬂSUP

- ﬁSUP(ﬂlNF)

Thus, when gSUP(1) < pSUP < gSUP(BINF), SUP’s optimal
verification strategy is to verify the system design when
ﬁ[SUP < mm{ﬁSUP(ﬂINF) ﬁgUP(ﬁIIENF) }

@ Springer

For all valid belief pairs with g < pSUP(1),

SUP will prefer (SUP,vINF) over (vSUP,—yINF) if
E(RSUP|ﬁlISNF’ ﬁISUP’ VSUP, V%NF) > E(RSUP|ﬂlIENF’ ﬁ]SUP’ VSUP, _vINF)

= _CSUP _ rSUP(l _ ﬂSUP(l _ ESUP + 9)) _ CINF
+ (lINF _ rINF)(] ﬂINF) + CSUP
+ }"SUP(l _ ﬂ]SUp(l SUP + G)ﬁINF) >0
INF INF INF INF
= pSUP > - -rA - B = pSUP(INF),

SUP(I — eSUP 9)(1 _ ﬁ]IENF)

Similarly, for all valid belief pairs with gFUF > gSUP(BINF),
SUP will prefer (—vSUF,vINF) over (—vSUP, —vINF) if
E(RSUP|ﬂINF ﬁSUP _VSUP VINF) > E(RSUP|ﬁINF ﬂSUP _VSUP _VINF)

E °F1 > Vi E °F1 >

5

= _lSUP(l _ ﬂSUP(l _ 6SUP + 9)) _ CINF
+ (lINF _ rINF)(l ﬁINF) + lSUP(l _ ﬂISUP(l _ ESUP + a)ﬂllaNF) >0
+ lSUP(l _ ﬂ[SUP(l _ ESUP + e)ﬁllENF) >0
INF INF INF INF
= 5P > T -rA - = pSUP(pINF),
lSUP(l — gSUP + 9)(1 _ ﬁl{:NF)
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