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Abstract—Finely manipulating a large population of in-
teracting nuclear spins is an extremely challenging problem
arising in wide-ranging applications in quantum science and
technology. Prominent examples include the design of robust
excitation and inversion pulses for nuclear magnetic resonance
spectroscopy and imaging, coordination of spin networks for
coherence transfer, and control of superposition and entangle-
ment for quantum computation. In this paper, by integrating
the technique of small angle approximation with non-harmonic
Fourier analysis, we establish a systematic method to construct
robust pulse sequences that neutralize the effect of coupling
variations in a spin network. In addition, we explore an
alternating optimization procedure for tailoring the constructed
pulses to satisfy practical design criteria. We also provide
numerical examples to demonstrate the efficacy of the proposed
methodology.

I. INTRODUCTION

Theoretical and experimental research toward control of
quantum systems has been gaining significant attention
among broad scientific communities. Many applications in-
volving control of large populations of quantum systems,
e.g., spin ensembles, require sensorless manipulation of their
dynamic behavior with limited control variables [1, 2]. In
particular, the control fields are required to be robust to
the variations in the system dynamics across the entire
population. This forms a bottleneck in the control design
in quantum control. For example, in magnetic resonance
imaging (MRI), inhomogeneity in the applied radio fre-
quency (rf) fields may result in imperfect excitation of spin
ensembles, which compromises the fidelity of the resolution
of images [3, 4, 5, 6]; and in multidimensional nuclear
magnetic resonance (NMR) spectroscopy, variation in the
relaxation rates and dispersion in the coupling coefficients
of coupled spin pairs degrade sensitivity and significantly
increases measurement times [7, 8].

In the past few decades, a variety of methods have been
proposed to design control fields that are robust to param-
eter variations in quantum systems. Among these methods,
the Shinnar-Le Roux (SLR) algorithm is renowned for its
robustness to engineer frequency selective pulses in MRI
[9]. Based on the spinor representation of spin systems,
the SLR algorithm transforms such pulse design problems
into the finite impulse response (FIR) filter design. In
addition to the SLR algorithm, numerical optimal control
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methods have also been extensively employed to achieve
more specific objectives in pulse design, such as gradient
ascent, Krotov algorithms, and multivariate pseudospectral
methods [10, 11, 12, 13, 6, 14, 3, 4]. In addition to these
computational approaches, Fourier analysis based methods
were also proposed for the identification and manipulation of
spin systems in the presence of rf inhomogeneity [15, 16, 17].
It is worth noting that the majority of existing works address-
ing the pulse design problem was developed for exciting a
single spin ensemble, and limited studies were undertaken
for considering problems involving the control of quantum
networks, for example, coherence transfer between two spin
species [3, 4].

In this paper, we develop a control-theoretic approach to
designing robust pulse sequences for manipulating coupled
spin ensembles, which neutralize the effect of variations
in the coupling strength within a two-spin network. The
proposed approach is based on the technique of small angle
approximation and non-harmonic Fourier analysis. Specifi-
cally, we decompose a parameter-dependent rotation into a
sequence of small angle rotations, which leads to a non-
harmonic Fourier series expansion of a desired propagation.
It is worth emphasizing that due to the drift in the dynamics
of a coupled spin ensemble, the pulse design problem for
coherence transfer becomes complicated in contrast to the
problem presented in [17] for an isolated spin ensemble
system. To mitigate this challenge, we present a strategy
to approximate each of the decomposed small angle rota-
tions. Then, an effective alternating optimization algorithm
is presented to obtain the non-harmonic Fourier expansions
approximating the desired rotations, which allows for con-
structing pulse sequences satisfying the prescribed design
criteria.

The paper is organized as follows. In the next section,
we formulate the coherence transfer task for spin networks
as an ensemble control problem. We then present our pulse
design method, where we introduce the small angle ap-
proximation and the resulting non-harmonic Fourier series
representation. In Section III, an alternating optimization
procedure is presented to compute the design parameters
that are required to synthesize the pulse sequences based on
practical considerations. In Section IV, we present simulation
examples wherein we use our proposed design for population
transfer in coupled spin ensembles.

II. COHERENCE TRANSFER IN THE PRESENCE OF
COUPLING VARIATIONS

In this section, we propose a control-theoretic method to
design robust pulses for manipulating coupled two spin sys-



tems without relaxation that neutralize the effect of coupling
variations.

A. Ensemble Control of Coupled Spin Systems

The dynamics of a network of coupled two spin systems
is governed by the equation
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Q,; € R®*C is the matrix with —1 in the i5*® entry, 1 in the
jit" entry, and 0 elsewhere; J denotes the coupling between
the two spin systems varying on the interval [1 — §,1 + 4],
0<d<1

Due to the variation in the coupling J, the system in
(1) becomes a bilinear ensemble system, i.e. a family of
bilinear systems parameterized by the coupling parameter
J € [1 — 6,1+ ¢]. One of the fundamental goal of
manipulating an ensemble system is to design parameter-
independent control inputs to steer the ensemble systems
between desired parameter-dependent states. Specifically, in
the context of coherence transfer, a typical control task is
to construct a piecewise constant control pair (u(t),v(t)),
called a pulse sequence, that is immune to the coupling
variation J, and steers the spin ensemble in (1) from the
constant function Xo(J) = X(0,J) = (1,...,0) = e to
the constant function Xp(J) = X(T,J) = (0,...,1) = eg
for some final time 7.

Moreover, notice that the matrix A(¢,J) is a skew-
symmetric matrix, and hence, solutions of the system in (1)
are constrained on a sphere centered at the origin of R,
Therefore, state transitions of the system in (1) correspond
to rotations on the sphere S° C RS, where S° = {z € R :
|z|| = 1} is the 5-dimensional unit sphere and || - || denotes
the Euclidean norm. In particular, the coherence transfer from
e1 to eg corresponds to a /2 rotation with respect to {1¢.

B. Small Angle Approximation and Non-harmonic Fourier
Series

For convenience, we introduce the following notations:
Ag = Q12— Qs6, A1z = Que — i3, and A1y = Qog — Q3.
To illustrate the idea of our pulse design procedure, we aim
to construct a pulse sequence that generates a J-dependent
rotation ¢(J) with respect to Aj2, i.e., to produce the rotation
exp(¢(J)A12) by using the control inputs.

Specifically, a piecewise constant control input v(t) will
be applied to the ensemble system in (1) to produce a
sequence of small angle rotations Uy, .. ., U, so that the total

evolution U = [];_, Uj, approximates the desired rotation
exp(¢p(J)Ai2). To this end, for each k, we define

Ui, = exp(ApJ A14) exp(%Alg) exp(—ApJA14)

UQk = exp(—/\kJAM) exp(%Alg) exp()\kJAM), (2)

where A\, B are design parameters (to be determined) re-
lated to the magnitude and time-period of the control pulses.
Then, the Baker-Campbell-Hausdorff formula yields

s = exp(2 (cos(ued) A +sin(Ar]) Aow).
Usy, = exp(%(cos()\kJ)Alg —sin(AgJ)Agyg)).

If By is small enough such that UjxUs = UspUyy, these
two rotations generates a total evolution

Ui = UrxUszi = exp(Bi cos(ArJ)A12). 3)

This approach is referred to as the small angle approximation
[16]. Then, successively propagating the sequence of small
angle rotations Uy, . .., U, results in
n n
U= H U, = exp(z Br cos(AgJ)A12). )

k=1 k=1

In particular, (51, A1), ..., (Bn, An) can be chosen so that

o(J) ~ Z Br cos(AxJ), )
k=1

and consequently, we obtain an approximation of the desired
rotation U ~ exp(¢(J)A12). The expansion of ¢(.J) in terms
of sinusoidal functions in (5) is called the non-harmonic
Fourier series expansion of ¢(J). The strategy for selecting
(Bk, Ar) will be discussed in detail in the next section, where
we will present an alternating optimization algorithm to find
the optimal values of (8k, ;) satisfying (5). Instead, the
remaining part of this section concerns with the generation
of the small angle rotations Uj; and Usg, or equivalently,
exp(—ArJA14), exp(ApJA14), and exp(%’“Alg), by using
the control input v(t).

At first, to generate the rotation exp(—AiJ A14), we apply
a large amplitude constant control v(¢) = vy for a short time
period tg; such that vy tx; = 7 and

exp(tiJ A1) exp(mAiz) = exp(mAiz) exp(tp1JAs).
(6)

Then, the two controls u(t) and v(t) are turned off for time
Ak — 2tg1. We then apply v(t) = —uy; for a period of time
tx1. This procedure results in a net rotation given by

Uik = exp(tin J A1a — mA12) exp((Ax — 2tg1)J A1a)
exp(tr1J A1y + TA12).

Using (6) we get

Uik =~ exp(—mAiz2) exp(ArJ A14) exp(mAia)
= exp(—ApJA14). (7N



Next, to generate the rotations exp(A;JA14) exp(%Alg),
we apply a constant control v(t) = vy for a time period
txo so that 2ugotre = Bi. Since [ is required to be small
enough to guarantee the small angle approximation in (3), a
rotation Uyyo is produced in this step satisfying

Utke = exp(ti, (JA14) + vi2Ai2)

~ exp(tr,JA14) eXP(%Alz)- (8)

At last, evolving the system for time A — txo without any
control input (i.e., v(t) = u(t) = 0) results in

Uiks = exp((tk2 — Ak2)J A14). )

The composition of these three rotations ((7), (8), (9)) results
in a total evolution U;3U152U1k1 = Usg.

A similar strategy can be employed to generate the small
angle rotations corresponding to Usi in (2). Furthermore,
note that by using u(t) together with v(t), the small angle
approximation and non-harmonic Fourier series based pulse
design approach presented here can also be employed for the

generation of .J-dependent rotations with respect to A4 and
Ass.

Remark 1. Note that unlike the problem of pulse design
addressed in [17] for an isolated spin ensemble, the rotations
exp(%’“Alg) and exp(—A\J A14) in Uy, and Usy, given in (2)
cannot be directly generated by applying constant control in-
puts. This is due to the control-independence of the drift term
JA14 in the system (1). Specifically, exp(—AgJA14) cannot
to be generated by turning off the two controls (u(t),v(t)),
and exp(%’“Alg) cannot be produced by applying a constant
input v(t) = vy, because of the drift term. This necessitated
the elaborate approximation procedure derived in (7)-(9).

Moreover, in practice, it is preferable to either turn on
or turn off the control with the maximum possible amplitude
for the purpose steering the ensemble from a given initial
state to the desired final state with minimum energy. In this
case, the magnitudes vy, and vy, can be made equal by
appropriately adjusting their pulse timing.

III. ALTERNATING MINIMIZATION FOR SYNTHESIZING
PARAMETER-DEPENDENT ROTATIONS

The approximation presented in (5) can be optimized to
get the design parameters (8, A\x) required to construct the
control pulses that generate the desired rotation. In this
section, we present an alternating minimization approach for
computing these parameters.

Consider the optimization problem with the objective
function

n 2
'F,A:HJf )\J‘, 10
min F(8,)) = ||6(J) ;ﬁkm )|, a0
where 8 = (B1,...,08n) € R*", A = (A1,...,\) € R",
and || - || denotes the L2-norm on the Hilbert space H =

f1+5

L3([1 = 6,1+ ), ie., || fllz = J)|2dJ.

The first order optimality condition applied to the nonlin-
ear program in (10) yields that

OF 1+6 9 n 2
146 n
= 72/175 cos(A;J) [QS(J) — ;Bk cos(/\kj)]dJ
(11)
and
oF 49 9 2
Fyv /1—5 o, [¢(J) - kz::lﬁk COS()‘kJ)] dJ
146 n
=2 B sin(\iJ) [¢(J) -3 6 cos()\kJ)} dJ
1=9 k=1
(12)

are vanishing for all ¢ = 1,...,n. We can further reduce

(11) and (12) to get

G(A)B = c(X) (13)
and

HA)B =d(N), (14)
respectively, where G(\),H(\) € R™™ with their

i7" entries defined by Gy;j(A) = (cos(\;J),cos(A;J))
and H;;(A\) = (Jsin(\;J),cos(A;J)), respectively, and
c(N),d(\) € R™ with their *! entrles defined by ¢;(\) =
(p(J),cos(A;J)) and d;(N) = (¢(J), Jsin(A;J)), respec-
tively. In addition the inner product is given by (f,g) =
fl+5 J)dJ for any f,g € H.

To solve the nonlinear program in (10), we present an
alternating optimization procedure by using (13) and (14).
Staring from an initial condition (3%, \Y), we first update
B% to B! by solving (13) with respect to 3 for the fixed
A = A% ie., B! satisfies G(A9)B! = ¢(\?). Then, we fix
B = B! in (14), and denote the solution of this equation
by AL, ie., A! satisfies H(A')B! = d(\!). Repeating this
procedure results in a sequence {(8¥,\F) : k = 0,1...}.
The following theorem shows that this sequence converges to
a local minimizer of the objective function F' of the nonlinear
program in (10).

Theorem 1. The sequence {(f*,\F) : k = 0,1,...,}
generated by alternately solving the systems of equations in
(13) and (14) for B and )\, respectively, i.e., the sequence

satisfying
G(}\k)ﬁk+l _ C()\k)
and
H()\k+l)5k+1 _ d()\kJrl)
for all k = 0,1,..., converges to a local minimizer of the

nonlinear program in (10).

Proof. At first, notice that for any A* fixed, the nonlinear
program in (10) reduces to a least squares best approximation
problem on the Hilbert space H. Consequently, the projection



theorem implies that the solution, denoted by Bk“, of the
normal equation G(A¥)3 = ¢(\F) in (13) is a global mini-
mizer of the objective function F(3, A\¥) [18]. In particular,
this gives

F(B1, %) < F(BF,A).

Alternatively, we fix 3 = 4**1, and then solve H(\)B**! =
d()\) for \. Let A*+1 be one of the solutions such that the
Hessian of F(B¥*1 )\) evaluated at A\ = A\**! is positive
definite, then A*+1 is a local minimizer of F'(8**1, \), which
leads to

F(ﬁk+1,)\k+1) < F(ﬂk+l,)\k) < F(ﬂk,Ak)

As a result, the sequence {F (B, \¥) : k = 0,1,...}
is monotonically decreasing. Moreover, because the ob-
jective function F' is bounded below by 0, the sequence
{F(B*,\*) : k =0,1,...} converges to some nonnegative
real number, i.e.,

lim F(B*, k) — F~

k—o0
for some F™* > 0.

Let 8% = limp_oo ¥ and \* = limy_, A\¥, where
the convergence is guaranteed by replacing the sequence
{(Bk,)\k) : k =0,1,...} by a subsequence if necessary,
then the continuity of F with respect to both 3 and A
implies F* = F(3*, \*). Moreover, because 3* and \* are
the solutions of the two systems of equations G(A\*~1)3 =
c(\*=1) and H()\)B* = d()), respectively, we obtain

or oF

=0 and =0.

% (Bk,)\kfl) 8)\ (Bk7)\lc)

Taking limit from both sides of the above two equalities, as
k approaches to infinity, yields

F F
or =0 and oF =0.
a/8 (ﬁ*’/\*) 8)\ (5*’)\*)
This then implies that (5*,A*) is a local minimizer of
F(B,\). O

Remark 2. When () obtained by solving the nonlinear
program in (10) is too large for (3) to represent a good
approximation, one can divide the rotation angle [y, into a
sequence of identical smaller angles, [y, such that B, = mfy
for some positive integer m. In this way, the total propagator
U in (4) becomes

U =exp [ﬁk cos()\kJ)Au] & (exp [50 cos()\kJ)Alg])m7

B (eXp [% (A12 cos(AJ) + Az Sin(}"“‘]))} '

exp [% (Au cos(ApJ) — Aoy sin(/\kJ))}) .
IV. PULSE SYNTHESIS FOR COUPLED SPIN ENSEMBLES

In this section, we adopt the small angle approximation
and non-harmonic Fourier series based method described
in Section II and Section III to design control pulses that
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Fig. 1. The final states X2(7, J) of the coupled spin ensembles in (1)
for J € [0.8,1.2] with control pulses constructed using two and three non-
harmonic Fourier terms (with magnitude of the pulses fixed) to achieve e
to ez uniformly.

compensate for the coupling variation in networked spin
pairs.

As mentioned in Section II-A, one typical control task of
coherence transfer is to steer the coupled spin systems in (1)
from Xo(J) = X(0,J) = (1,0,...,0) = ¢y to Xp(J) =
(0,...,0,1) = eg uniformly regardless of the variation in J.
In particular, we set a 20% variation in the coupling constant,
ie., 6 =0.2, and so J € [0.8,1.2]. By using the established
pulse design method, we will complete this task in two steps.
In the first step, we design a pulse sequence to steer the
ensemble system in (1) from Xo(J) = (1,0,0,0,0,0) =
e1 to Xp(J) = (0,1,0,0,0,0) = ey. Then, the same
design strategy can be carried over to construct pulses which
realize the uniform transfer of the ensemble from X r(J) =
(0,1,0,0,0,0) = ey to Xp(J) = (0,0,0,0,0,1) = eg.
In the following, we first focus on the design of the pulse
sequence steering the ensemble system in (1) from e; to es.

To this end, the control sequence must induce a net J-
dependent rotation of 5 degree with respect to Aja, i.e.,
exp(p(J)A12) with ¢(J) = § for all J. At first, to obtain
the non-harmonic Fourier expansion, as shown in (5), of
this constant function, we solve the nonlinear program in
(10) using the alternating algorithm presented in Section III.
Then, we generate the pulse sequence by using the 3 non-
harmonic Fourier series of ¢(J) = 7 for constructing the
desired pulse sequence, respectively, with the magnitude of
the pulses fixed. Fig. 1 shows the plot of the final states
Xo(T,J) as a function of J and Fig. 2 shows the control
pulses corresponding to three non-harmonic Fourier series
terms.

As mentioned in Section II, to approximately generate the
rotations exp(—AxJA14), it is necessary to apply a control
with a large amplitude for a short duration. Intuitively, with
a larger amplitude pulse, the rotation exp(—AgJA14) can
be approximated more accurately. Fig. 3 shows the plot of
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Fig. 2. The pulse sequence (v(t)) for the coupled spin ensemble in (1)

constructed using three non-harmonic Fourier terms to achieve e; to e2
rotation uniformly.
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Fig. 3. The performance p(X2,T) of the control pulse with respect to
different amplitude of the pulses V), where the control pulse is constructed
using three non-harmonic Fourier terms to achieve ej to ez uniformly.

the performance (defined as the average value of the final
state over the variation interval) versus the amplitude of the
pulse sequence, in which the performance is monotonically
increasing with respect to the amplitude. This indeed coin-
cides with our intuition.

In addition, we also construct a pulse sequence by only
keeping the first 2 terms of the non-harmonic Fourier series
of ¢(J) = 7. Fig. 4 and Fig. 5 show the second state
X (T, J) at the final time T as a function of the parameter .J,
and the pulse sequence v(t), respectively. The performance
of this pulse is 0.9517. Moreover, by comparing Fig. 5 with
Fig. 2, we notice that the amplitude of this pulse is much
lower than the amplitude of the pulse obtained by using
3 non-harmonic Fourier terms, but the trade-off is in the
performance which is reduced only by about 2%.

To further steer the ensemble from e5 to eg, a net rotation
of —% degree with respect to A3y = (a6 — 215 is required.

0.93
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08 085 09 095 1 1.05 141 115 1.2

J

Fig. 4. The final states X2(T, J) of the coupled spin ensemble in (1) for
J € [0.8,1.2] with the control pulse constructed using two non-harmonic
Fourier terms to achieve e; to eg uniformly.

30

Fig. 5. The pulse sequence v(t) designed for the coupled spin ensemble
in (1) constructed using two non-harmonic Fourier terms to achieve e to
e2 uniformly.

For the construction of this pulse sequence, a slight modifi-
cation to the small angle rotation Uy in (2) is required as
follows

ng = eXp(—)\kJAm) exp(—%Am) eXp(/\kJAM). (15)

After that, following the same design procedure, we are able
to construct a pulse sequence u(t) to steer the spin pair from
es to eg uniformly. Fig. 6 and 7 show the pulse sequence u(t)
and the sixth state Xg(7,.J) at the final time as a function
of J. In particular, this pulse is constructed by using 2 non-
harmonic Fourier terms, and its performance is 0.9593.

V. CONCLUSIONS

In this paper, we develop a systematic pulse design
method to accomplish coherence transfer tasks for networked
spin pairs in the presence of coupling variations. This
method employs the technique of small angle approximation
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J

Fig. 6. The final states X¢(T, J) of the coupled spin ensemble in (1) for
J € [0.8,1.2] with the control pulse constructed using two non-harmonic
Fourier terms to achieve e2 to eg uniformly.
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Fig. 7. The pulse sequence u(t) designed for the coupled spin ensemble

in (1) constructed using two non-harmonic Fourier terms to achieve es to
ee uniformly.

to expand desired parameter-dependent rotations in terms
of non-harmonic Fourier series. Moreover, an alternating
optimization procedure is presented to obtain the design
parameters in the non-harmonic Fourier expansion that leads
to a pulse sequence achieving the best performance. We also
provide the convergence proof of this alternating algorithm,
in which its computational efficiency is revealed. In addition
to coherence transfer, the proposed method further sheds
light on constructing broadband pulses in the context of (1-
dimensional) NMR spectroscopy and imaging, which may
provide an alternative to the well-known SLR algorithm,
and also has great potential for designing piecewise constant
control inputs for general bilinear ensemble systems.

REFERENCES

[1] J.-S. Li and N. Khaneja, “Control of inhomogeneous quantum ensem-
bles,” Physical Review A, vol. 73, p. 030302, 2006.
[2] S. J. Glaser, T. Schulte-Herbriiggen, M. Sieveking, N. C. N.

[4]

[5]

[6]

[7]

[8]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

O. Schedletzky, O. W. Sgrensen, and C. Griesinger, “Unitary con-
trol in quantum ensembles, maximizing signal intensity in coherent
spectroscopy,” Science, vol. 280, pp. 421-424, 1998.

J.-S. Li, J. Ruths, T.-Y. Yu, H. Arthanari, and G. Wagner, “Optimal
pulse design in quantum control: A unified computational method,”
Proceedings of the National Academy of Sciences, vol. 108, no. 5,
pp. 1879-1884, 2011.

J. Ruths and J.-S. Li, “Optimal control of inhomogeneous ensembles,”
IEEE Transactions on Automatic Control: Special Issue on Control of
Quantum Mechanical Systems, vol. 57, no. 8, pp. 2021-2032, 2012.
T. E. Skinner, T. O. Reiss, B. Luy, N. Khajeja, and S. J. Glaser,
“Reducing the duration of broadband excitation pulses using optimal
control with limited rf amplitude,” Journal of Magnetic Resonance,
vol. 167, pp. 68-74, 2004.

K. Nishimura, R. Fu, and T. Cross, “The effect of rf inhomogeneity
on heteronuclear dipolar recoupling in solid-state NMR: practical
performance of sfam and redor,” Journal of Magnetic Resonance,
vol. 152, no. 2, pp. 227-233, 2001.

N. Khaneja, F. Kramer, and S. J. Glaser, “Optimal experiments for
maximizing coherence transfer between coupled spins,” Journal of
Magnetic Resonance, vol. 173, no. 1, pp. 116-124, 2005.

T. O. Reiss, N. Khaneja, and S. J. Glaser, “Time-optimal coherence-
order-selective transfer of in-phase coherence in heteronuclear is spin
systems,” Journal of Magnetic Resonance, vol. 154, no. 2, pp. 192—
195, 2002.

J. Pauly, P. Le Roux, D. Nishimura, and A. Macovski, ‘“Parameter
relations for the shinnar-le roux selective excitation pulse design
algorithm (nmr imaging),” IEEE Transactions on Medical Imaging,
vol. 10, pp. 53—65, March 1991.

K. Kobzar, B. Luy, N. Khaneja, and S. J. Glaser, “Pattern pulses:
Design of arbitrary excitation profiles as a function of pulse amplitude
and offset,” Journal of Magnetic Resonance, vol. 173, no. 2, pp. 229—
235, 2005.

I. I. Maximov, Z. ToSner, and N. C. Nielsen, “Optimal control
design of NMR and dynamic nuclear polarization experiments using
monotonically convergent algorithms,” Journal of Chemical Physics,
vol. 128, p. 184505, 2008.

M. H. Levitt, “Composite pulses,” Progress in NMR Spectroscopy,
vol. 18, pp. 61-122, 1986.

M. Garwood and Y. Ke, “Symmetric pulses to induce arbitrary flip
angles with compensation for rf inhomogeneity and resonance offsets,”
Journal of Magnetic Resonance, vol. 94, no. 3, pp. 511-525, 1991.
K. R. Brown, A. W. Harrow, and I. L. Chuang, “Arbitrarily accurate
composite pulse sequences,” Physical Review A, vol. 70, no. 1,
p. 052318, 2004.

B. Pryor, Fourier synthesis methods for identification and control of
ensembles. Harvard University: PhD Thesis, 2007.

B. Pryor, “Fourier decompositions and pulse sequence design al-
gorithms for nuclear magnetic resonance in inhomogeneous fields,”
Journal of Chemical Physics, vol. 125, no. 19, p. 194111, 2006.

W. Zhang and J.-S. Li, “Uniform and selective excitations of spin
ensembles with rf inhomogeneity,” in 2015 54th IEEE Conference on
Decision and Control (CDC), pp. 5766-5771, Dec 2015.

D. G. Luenberger, Optimization by Vector Space Methods. New York:
John Wiley & Sons, Inc., 1969.



