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Abstract

Privacy concerns on sharing sensitive data across institutions
are particularly paramount for the medical domain, which
hinders the research and development of many applications,
such as cohort construction for cross-institution observational
studies and disease surveillance. Not only that, the large vol-
ume and heterogeneity of the patient data pose great chal-
lenges for retrieval and analysis. To address these challenges,
in this paper, we propose a Federated Patient Hashing (FPH)
framework, which collaboratively trains a retrieval model
stored in a shared memory while keeping all the patient-
level information in local institutions. Specifically, the ob-
jective function is constructed by minimization of a similar-
ity preserving loss and a heterogeneity digging loss, which
preserves both inter-data and intra-data relationships. Then,
by leveraging the concept of Bregman divergence, we imple-
ment optimization in a federated manner in both centralized
and decentralized learning settings, without accessing the raw
training data across institutions. In addition to this, we also
analyze the convergence rate of the FPH framework. Exten-
sive experiments on real-world clinical data set from critical
care are provided to demonstrate the effectiveness of the pro-
posed method on similar patient matching across institutions.

Introduction

Nowadays more and more complex and heterogeneous
healthcare data are becoming readily available. This pro-
vides an unprecedented opportunity for digging out insights
from those data with the development of machine learn-
ing algorithms. However, due to privacy and other consid-
erations, data access is very restricted, which limits the re-
search and methodology development in many medical ap-
plications, such as cross-institution observational studies on
cohort construction, clinical trial recruitment and disease
surveillance (Lee et al. 2018; Vatsalan and Christen 2016).
Therefore, it is crucial to develop an effective way to analyze
fragmented and heterogeneous patient data from multiple in-
stitutions.

Hashing function, due to its noninvertible nature, is attrac-
tive in this scenario as they can map the sensitive data into
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compact binary codes. Rather than data-independent hash-
ing methods (Athitsos et al. 2008; Chi, Li, and Zhu 2013;
Indyk and Motwani 1998), there have been lots of re-
search on learning hashing functions (e.g., Laplacian Co-
Hashing (LCH) (Zhang et al. 2010), Collaborative Hash-
ing (CH) (Liu et al. 2014), Semantic Correlation Maxi-
mization (SCM) (Zhang and Li 2014), Spectral Hashing
(SH) (Weiss, Fergus, and Torralba 2012), Anchor Graph
Hashing (AGH) (Liu, Wang, and fu Chang 2011), and the
latest deep hashing methods (Li, Wang, and Kang 2015;
Zhu et al. 2016)) based on a given set of training data so
that certain data characteristics (such as similarity) can be
preserved. Analytics with the learned binary hash codes can
lead to less memory consumption and short query time (Chi
and Zhu 2017). However, the training process of these hash-
ing functions is usually conducted on the entire data set.
What’s more, most methods focus on image or video re-
trieval, especially for the deep hashing approaches. Hence,
they may not be suitable for healthcare settings where
the patient data are heterogeneous and usually scattered
across multiple different institutions (Denny et al. 2013;
Newton et al. 2013).

Efficient learning of the retrieval model across institu-
tions without exchanging raw patient data is also challeng-
ing. Although some data-independent hashing algorithms,
e.g., locality sensitive hashing (Indyk and Motwani 1998),
can avoid accessing data, their computational complexity in-
creases exponentially with the feature dimension and their
retrieval accuracy is usually low comparing with learning to
hash approaches. The most intuitive solution is to collabora-
tively learn a shared model stored in a central server while
keeping all the raw training data on local clients, a.k.a. fed-
erated learning (Konečnỳ et al. 2016; Lee et al. 2018). Many
researches have been conducted recently on different aspects
of federated learning. For example, Konečnỳ et al. (Konečnỳ
et al. 2016) and Caldas et al. (Caldas et al. 2018) worked
on reducing the communication cost between local clients
and server. Beyond that, aiming at non-independent identical
distribution (non-IID) and unbalanced properties of the opti-
mization, McMahan et al. (McMahan et al. 2016) proposed a
practical method for the federated learning of deep networks
based on iterative model averaging. Smith et al. (Smith et al.
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2017) and Sahu et al. (Sahu et al. 2018) analyzed the con-
vergence guarantee of federated optimization based on some
strong assumptions.

In this paper, we propose a Federated Patient Hashing
(FPH) model, which is trained in a distributed manner with-
out data sharing across different institutions. The goal is to
improve the local retrieval models by leveraging a more ex-
pansive view of patients. We also provide the convergence
analysis as well. The main contributions are summarized as
follows:

• Firstly, we formulate the general federated patient hash-
ing problem, equipped with a similarity preserving loss
and a heterogeneity digging loss. The former is used to
preserve the similarity order, while the latter to capture
the potential relationship within the heterogeneous data.

• Secondly, by leveraging the Bregman divergence, we de-
velop both centralized and decentralized learning strate-
gies to optimize our model in a federated manner without
accessing the patient-level information across institutions
and provide the convergence analysis as well based on
some assumptions.

• Finally, we provide a specific loss function including a
triplet ranking loss and a multi-modal consistency loss,
and conduct empirical evaluations to validate the pro-
posed framework. Our results on patients with Acute Kid-
ney Injury (AKI) in critical care demonstrate the effective-
ness of the proposed method.

Problem Definition

Notations

Let boldface lowercase letters like z ∈ R
d be vectors with

dimension d and boldface uppercase letters like Z ∈ R
d×c

be matrices with size d × c. The transpose of Z is denoted
as Z� and the real numbers are denoted as uppercase letters
like Z ∈ R.

Problem Setting

Assume there are Q institutions (e.g., hospitals), where

the q-th institution contains the patient data X(q) =

[X
(q)�
1 , ...,X

(q)�
M ]� ∈ R

d×Nq with M modalities. The so-
called modality is due to the heterogeneous of patient data,
e.g., the lab measures and clinical notes in electronic health
records (EHRs) are usually regarded as different modali-
ties. Nq is the number of patients in q-th institution and

d =
∑M

m=1 dm is the feature dimension. x
(q)
im is the i-th

column of X
(q)
m , it represents the m-th modality of the i-th

patient in q-th institution. N =
∑Q

q=1 Nq .

The task is to learn a hashing function that maps d-
dimensional input x ∈ R

d onto c-dimensional Hamming
space h ∈ H ≡ {−1,+1}c through h = sign(f(x;W)),
where sign(·) denotes the element-wise sign function, and
f(x;W) = W�x : R

d → R
c is a real-valued

transformation1.

1Let assume the data be zero-centered, then we omit the bias
term.

During training process, exchanging patients’ informa-
tion across institutions is not allowed due to privacy policy.
Meanwhile, the learnt mapping is usually stored in a shared
memory which can be accessed by any institutions.

Overall Objective

As discussed earlier, the main objective is to learn compact
hash codes to represent heterogeneous data across institu-
tions without exchanging patient-level information. Besides
the federated learning manner, there are two other things to
consider: first, the similarity relationship between patients
data should be preserved in the projected binary space; sec-
ond, the heterogeneity of the patient data should be in view.
In the following, we will detailedly formulate the federated
patient hashing problem based on these two concepts.

Let H(q) be the matrix of columns h
(q)
i , i = 1, ..., Nq . Af-

ter we access all the patients in Q institutions, the cumulative
loss suffered on all the patients can be formulated as:

min
W∈W

1

Q

Q
∑

q=1

⎛

⎝Ls(X
(q);H(q)) +

M
∑

m,m′=1

Lh(H
(q)
m ;H

(q)
m′

)

⎞

⎠ (1)

where Ls is a general similarity preserving loss to preserve
the similarity order, i.e., minimizing the gap between the ap-
proximate nearest neighbor search result obtained from the
input patient data space and the projected binary space. Lh

can be seen as a heterogeneity digging loss, which is used to
capture the potential relationship between different modali-
ties of same patient.

Simple examples for these two kinds of losses are de-
scribed in the next part.

Similarity Preserving Loss Ls. Suppose we have the pos-
itive pairs by (x,x+) ∈ P and negative pairs by (x,x−) ∈
N , where (x,x+) have same label and x+ belongs to the
k-neighborhood of x, (x,x−) have different labels. Simple
examples for the similarity preserving loss can be:

• Pairwise similarity preserving loss:

Ls = E{dH(h,h+)|P} − λE{dH(h,h−)|N}, (2)

where λ is a regularization parameter and (h,h+,h−) is
the binary embedding of (x,x+,x−). The Hamming met-

ric dH(h,h+) = c − 1
2

∑c

i=1 |hi + h+
i | computes the em-

bedding dissimilarity between the sample pair (x,x+). In
practice, the conditional expectations E{·|P}, E{·|N} are
replaced by averages on a training set of positive pairs and
negative pairs of embedding, respectively.

If we further denote the triplet constraints by
(x,x+,x−) ∈ R, the mapping function is constructed
such that the embedding from the same class are forced
to be close to each other and those from different classes
are pushed far away. Thus, another widely used triplet loss
can be derived as following (Weinberger, Blitzer, and Saul
2006):

• Triplet ranking loss:

Ls =
[

E{dH(h,h+)|R} − E{dH(h,h−)|R}+ ε
]

+
.

(3)
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More complicated non-convex problems occur in neural
networks, where the networks make prediction through a
non-convex function of the feature vector instead of via the
linear-in-the-feature mapping W�x, however, the resulting
loss can still be written as Ls with the gradients computed
efficiently using back-propagation (Konečnỳ 2017).

Heterogeneity Digging Loss Lh. For an individual pa-
tient, the data are usually of multiple forms, e.g., structured
data (including patient demographics, medications, lab re-
sults, etc), clinical notes (recorded by physicians and medi-
cal professionals), medical images, etc. A natural way is to
view these multiple forms of data as multiple modalities.

Ideally, for each patient, we want the same retrieval re-
sults from any form of data. It could be satisfied by making
different modalities of each sample share same hash codes.
This could derive the following consistency loss.

• Multi-modal consistency loss:

M
∑

m,m′=1

Lh = 2
M
∑

m=1

M
∑

m′=m+1

E{dH(hm,hm′)|∀x}, (4)

where hm and hm′ are the hash codes of the m-th and m′-th
modality of data x ∈ R

d, respectively.
Similarly, we can also construct the pairwise or the triplet

ranking loss with regard to different modalities of positive
and negative pairs. Let’s take triplet loss as an example.

• Triplet modality ranking loss:

Lh =
[

E{dH(hm,h+
m′)− dH(hm,h−

m′)|R}+ ε
]

+
.

(5)

In this case, this triplet loss implies different modalities of
the similar sample pairs should also be closed to each other,
and accordingly, those from different classes are pushed far
away.

After constructing an appropriate model for the patients
retrieval task and heterogeneous data, another important is-
sue is to apply this model to Q institutions in consideration
of privacy concern. We will solve this problem in the next
section.

Optimization

To avoid exchanging patient-level information across insti-
tutions during training process, we propose to optimize (1)
in a federated manner by two mechanisms, i.e., centralized
and decentralized learning strategy, as shown in Fig. 1.

Centralized Learning Strategy

Algorithm Description In centralized learning strategy,
we assume there is one server (i.e., a shared memory which
can be accessed by any institutions) besides Q institutions.
First, let’s denote the local accumulated loss of q-th institu-
tion in Eq. (1) as follows:

L(X(q);W) = Ls(X
(q);H(q)) +

M
∑

m,m′=1

Lh(H
(q)
m ;H

(q)
m′ ).

(6)

(a) Centralized (b) Decentralized

Figure 1: Two learning strategies.

We assume that L(X;W) is differentiable in W ∈ W after
appropriate relaxation, and W is a closed convex subset. We
denote the gradient of L with respect to W as �L(X;W).

At iteration t, the server is connected with a set of insti-
tutions. After broadcasting model Wt to Q institutions, the
server waits until receiving the updated model Wt+1

q :

Wt+1
q = arg min

W∈W
{〈�L(X(q);Wt),W〉+βD(W,Wt)},

(7)
where q = 1, ..., Q and D(·) is the Bregman divergence
generated by a differentiable 1-strongly convex function
h : W → R with minW∈W h(W) = 0, where W ⊆ {W :
‖W‖ ≤ B̄} (Lan, Lu, and Monteiro 2011). Also, suppose
D2 = maxU,V∈W D(U,V). In this paper, we choose:

D(W,Wq) ≥
1

2
‖W −Wq‖2. (8)

Finally, we update model Wt on the server via model av-
eraging (Konečnỳ et al. 2016):

Wt+1 =
1

Q

Q
∑

q=1

Wt+1
q . (9)

Our centralized learning strategy can be viewed as a stochas-
tic Mirror Descent (SMD) method in federated environment,
which we will call it Federated SMD (FSMD). The specific
procedures are summarized in Alg. 1.

Algorithm 1 Centralized Learning Strategy to Minimize
Eq. (1)

1: Input: S , R, X = [X(1),X(2), ...,X(Q)] ∈ R
d×N

2: Output: W ∈ R
d×c

3: for <t = 1, ..., T> do
4: for each institution q in parallel do
5: Pull Wt from the master;
6: Wt+1

q =argminW∈W{〈�L(X(q);Wt),W〉+
βD(W,Wt)}.

7: Push Wt+1
q to the master;

8: end for
9: Update Wt+1 = 1

Q

∑Q

q=1 W
t+1
q .

10: end for
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Convergence Analysis In order to analyze the conver-
gence of the centralized learning strategy, we take the fol-
lowing commonly used assumptions.

Assumption 1. (Bounded Second Moment)

‖�L(X(q);W)‖2 ≤ G2, ∀W, q. (10)

Assumption 2. (Bounded Gradient Variance)

∥

∥

∥
�L(X(q);W)− �L(X;W)

∥

∥

∥

2

≤ σ2, ∀W, q. (11)

Before introducing the main convergence result in Theo-
rem 1, we first introduce a lemma that describes the behavior
of Algorithm 1 at each iteration in q-th institution.

Lemma 1. Under Assumptions 1 and 2, suppose that
W∗ = argminW∈W L(X;W), Algorithm 1 runs with con-

vex �L(X(q);W) and step size ηs =
log Sq

2µSq
on q-th institu-

tion satisfying the following inequality:

E‖W
Sq
q −W

∗‖2 ≤
‖W0

q −W
∗‖2

Sq

+
(G2 + 2β2D2) logSq

2µ2Sq

(12)

where Sq is the total number of iterations to optimize func-
tion (7) in q-th institution.

It is easy to know that the right side of inequality (12) is
zero when Sq = ∞. That is to say, the Algorithm 1 runs
on q-th institution (e.g., the inner for loop) is guaranteed to

converge to local minima at a rate of O(
log Sq

Sq
). Next, we

will derive the global convergence of Algorithm 1.

Theorem 1. Under Assumptions 1 and 2, suppose that
W∗ = argminW∈W L(X;W), Algorithm 1 has the fol-
lowing convergence rate:

E‖WT −W∗‖2 ≤ ‖W0 −W∗‖2
ST

+
G2 + 2β2D2

2µ2S
(13)

where S = min{S1, S2, ..., SQ}.

According to Theorem 1, the outer for loop of Algo-
rithm 1 converges exponentially to the neighborhood of local
minimum. It’s worth noting that there is no communication
assumptions for our centralized learning strategy, thus it is
perfect for the proposed patient hashing scenario. However,
the patient data is continuously accumulated, so it is natural
to update the model using new patient data. To this end, in
the next section, we introduce a decentralized learning strat-
egy to update our model, which can make the most use of
the new coming data.

Decentralized Learning Strategy

Algorithm Description In our decentralized learning
strategy, we assume the algorithm sequentially goes over Q
institutions, and before processing the q-th institution, pro-
duce an iterative Wq ∈ W .

We assume that L(X;W) is L-smooth for any realization
of W. Namely, we assume that L(·;W) is differential and
that:

‖�L(W1)− �L(W2)‖ ≤ L‖W1 −W2‖. (14)

Then, we solve the following problem to obtain the up-
dated model Wq+1:

arg min
W∈W

{〈�L(X(q);Wq),W〉+(L+βq+1)D(W,Wq)}.
(15)

The specific procedures are summarized in Alg. 2.

Algorithm 2 Decentralized Learning Strategy to Minimize
Eq. (1)

1: Input: S , R, X = [X(1),X(2), ...,X(Q)] ∈ R
d×N

2: Output: W ∈ R
d×c

3: for <q = 1, ..., Q> do
4: Wq+1 = argminW∈W{〈�L(X(q);Wq),W〉 +

(L+ βq+1)D(W,Wq)}.
5: end for

Convergence Analysis Apparently, each iteration of Al-
gorithm 2 has same convergence rate as the inner for loop
of Algorithm 1 as long as L(X;W) is based on same as-
sumptions. To introduce the main convergence result in The-
orem 2, we provide another lemma that could describe the
behavior of Algorithm 2 at each iteration more detailedly.

Lemma 2. Under Assumptions 1 and 2, suppose that W∗ =
argminW∈W L(X;W), and Algorithm 2 runs with a non-
decreasing step size βq+1 ≥ βq , the iterations of Algo-
rithm 2 satisfy the following inequality for all q:

L(Wq+1) ≤ L(W∗) + (L+ βq)D(W∗,Wq)

− (L+ βq+1)D(W∗,Wq+1) +
‖gq‖2∗
2βq

+ (βq+1 − βq)D
2 + 〈gq,W

∗ −Wq〉
(16)

where gq = �L(X(q);Wq)− �L(X;Wq).

With Lemma 2, we could further derive the convergence
rate of Algorithm 2.

Theorem 2. Under Assumptions 1 and 2, suppose that each
Wq is chosen from a fixed domain W ⊆ {W : ‖W‖ ≤
B̄}, Algorithm 2 has the following convergence rate (Shamir
2016):

E

[

1

Q

Q
∑

q=1

L(X;Wq)− L(X;W∗)

]

≤ 2LD2

Q
+

2σD√
Q

+
2(12 +

√
2B̄L)√

N
.

(17)

According to Theorem 2 and the definition of N and Q,
we know that the right side of inequality (17) is zero when
Q = ∞. While in practice, the number of institutions is
usually limited. Then, we could sequentially goes over Q
institutions for more than one pass to update the model (1).

Experiments

In this section, we evaluate the proposed model on a real-
world clinical data set from critical care.
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Table 1: MAP (%) of different hashing methods using 16 ∼ 64 bits on AKI case task.

# of Bits LCH CH CCA SCM MLPcen FPHde FPHcen

16 46.62 ± 0.17 47.74 ± 0.24 49.20 ± 0.21 53.52 ± 0.69 53.09 ± 3.96 53.30 ± 0.55 53.74 ± 1.57
32 47.28 ± 0.49 48.96 ± 0.05 49.60 ± 0.12 54.29 ± 0.36 54.46 ± 2.77 53.99 ± 0.90 54.40 ± 1.34
48 48.21 ± 0.39 49.39 ± 0.14 49.86 ± 0.11 53.94 ± 0.49 53.95 ± 2.29 53.91 ± 1.05 53.48 ± 0.52
64 48.71 ± 0.27 49.74 ± 0.05 50.07 ± 0.11 53.67 ± 0.50 54.58 ± 2.16 53.91 ± 0.97 53.26 ± 1.10

Table 2: MAP (%) of different hashing methods using 16 ∼ 64 bits on AKI stage task.

# of Bits LCH CH CCA SCM MLPcen FPHde FPHcen

16 42.43 ± 0.61 44.90 ± 0.16 43.71 ± 0.19 45.37 ± 0.22 47.49 ± 3.42 47.39 ± 0.61 48.30 ± 0.90
32 43.00 ± 0.67 46.27 ± 0.18 44.16 ± 0.16 45.31 ± 0.16 47.92 ± 1.66 47.93 ± 0.30 47.80 ± 1.04
48 43.44 ± 0.74 46.68 ± 0.14 44.62 ± 0.12 45.31 ± 0.13 48.25 ± 1.25 48.35 ± 0.65 48.66 ± 0.51
64 44.06 ± 0.59 47.10 ± 0.13 44.94 ± 0.07 45.27 ± 0.11 49.53 ± 0.60 48.55 ± 0.85 48.72 ± 0.63

Datasets

We evaluate the proposed model over EHR data acquired
from Medical Information Mart for Intensive Care III
(MIMIC-III) (Johnson et al. 2016). MIMIC-III is a freely
and publicly-available database which encompasses a di-
verse and very large population of Intensive Care Unit (ICU)
patients. Our experiments are designed to perform similar
patient matching with regard to the onset of AKI and cor-
responding AKI stages in terms of severity during an ICU
admission. As in (Li et al. 2018), a total of 16,558 ICU stays
of 14,469 patients with structured data and electronic docu-
mentation are included in this study.

Evaluation Setup

We compare the proposed Federated Patient Hashing (FPH)
model with the following methods: Canonical Correla-
tion Analysis (CCA) (Hotelling 1992), Laplacian Co-
Hashing (LCH) (Zhang et al. 2010), Collaborative Hashing
(CH) (Liu et al. 2014), Semantic Correlation Maximization
(SCM) (Zhang and Li 2014) and MLP (Zhang, Lai, and Feng
2018). CCA and SCM are two multi-modal hashing meth-
ods. CCA maps two views into a common latent space and
SCM seamlessly integrates semantic labels into the hashing
learning procedure. LCH simultaneously hashes both terms
and documents according to their semantic similarities and
CH fully explores the duality between two views. MLP is
widely used in deep hashing methods to process text data.

For convenience, we represent our FPH method trained
by centralized and decentralized strategy as “FPHcen” and
“FPHde”, respectively. Next, we will detailedly describe the
specific loss function adopted in the experiments.

Similarity Preserving Loss Ls. We choose the triplet
ranking loss (3) with addition of a positive pair similarity
preserving loss. Apparently, direct minimization of Ls is
difficult since the term h involves a non-differentiable sign
function, which is also inconsistent with our convergence
analysis. Thus, we relax the problem by directly dropping
the sigh function sign(z) ≈ z, also let Dx,y = (x− y)(x−
y)�, then we have dH(h,h+) = ||W�x − W�x+||2 =
Tr(W�D�

x,x+W). Therefore, the similarity preserving loss

Ls for the q-th institution can be formulated as:

Ls(X
(q);W) = λ1E

{

Tr(W�
D

�

x,x+W)
∣

∣

∣
S(q)

}

+ λ2

[

E

{

Tr(W�(D
x,x− −D

x,x+ )�W)
∣

∣

∣
R(q)

}

+ ε

]

+
.

(18)

where S(q) and R(q) are the similar pairs and triplet con-
straints constructed from the patient data in q-th institution,
respectively.

In the experiments, we choose one neighbor for each sam-
ple, i.e. k = 1. It’s worth mentioning that patient data are
usually with serious imbalance problem. For example, in the
task of predicting the onset of a disease, the number of con-
trols are far more than cases. In this case, we can reduce
the imbalance problem to a certain extent by choosing more
neighbors for the classes with less samples.

Heterogeneity Digging Loss Lh. We choose the multi-
modal consistency loss (4) in the experiment. Similarly,
we relax the loss by dropping the sign function, then
for any two modalities, we need to minimize ‖W�

i Xi −
W�

j Xj‖2F , i, j = 1, ...,M . Apparently, this leads to M de-

pendent problems with M parameters Wi ∈ R
di×b, i =

1, ...,M , which are tedious to solve. For convenience, we
introduce the following two concatenate matrices:

W = [W�
1 ,W

�
2 , ...,W

�
M ]� ∈ R

(d1+...+dM )×b,

X̃m = [0, ...,X�
m, ...,0]� ∈ R

(d1+...+dM )×N .
(19)

It is clear that W�
i Xi = W�X̃i. Let Zij =

[0, ...,0, Ii,0, ...,0,−Ij ,0, ...,0], X̃ = [X̃1, ..., X̃M ] =
diag(X1, ...,XM ) be a diagonal block matrix. Thus, we
have the following heterogeneity digging loss for q-th in-
stitution:

M
∑

m,m′=1

Lh = 2

M
∑

m=1

M
∑

m′=m+1

E

{

‖X̃(q)�WZij‖2F
}

. (20)

Eq. (20) has only one parameter W to be solved. Such pro-
cessing is mainly for the convenience of analysis. If the
space complexity is a problem in reality, then this loss can
still be viewed as multiple sub-problems.
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Figure 2: Precision curves on similar patient matching with regard to onset of AKI.
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Figure 3: Precision curves on similar patient matching with regard to AKI stages in terms of severity.

The specific subgradient of L(X(q);W) with respect to
W used in experiments for two learning strategies is:
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where R+ denotes the subset of constraints in R that is
larger than 0.

Patient Matching: Onset of AKI & Corresponding
Stage

Among 16558 ICU stays, 2785 were case patients who were
diagnosed with AKI within a 7-day window after 24-hour
observation. The remaining 13773 stays were controls (Li et
al. 2018). In accordance with the AKI staging criteria from
KDIGO (Kellum et al. 2012), the 2785 cases were further di-
vided into three stages, i.e., 1499 stays in stage I, 720 stays
in stage II and 566 stays in stage III. In our setting, we treat
structured data (e.g., lab results and chart-events, etc) and
unstructured data (i.e., clinical notes) as two modalities. The
preprocessing details are similar to (Xu et al. 2019). For un-
structured data, clinical notes are first represented as “bag-
of-words”, and latent semantic analysis (LSA) is further ap-
plied to find the underlying meaning.

For all hashing function learners, the dataset is splited
into 5 folds based on sample proportion, where 4 folds are

used for training and 1 fold for testing. We repeat the pro-
cess for five times, and gauge the mean of Mean Average
Precision (MAP) (Buckley and Voorhees 2000) and stan-
dard deviation as final performance, as shown in Table 1
and Table 2. We abbreviate these two tasks, i.e., similar pa-
tient matching on onset of AKI and corresponding stage,
as “AKI case” and “AKI stage”. In the experiments, we
set λ1 = λ2 = 0.5, the other regularization parameters
are tuned from range {10−3, 10−2, 10−1, 1, 10, 102, 103}. In
addition, to simulate the cross-institution scenario for our al-
gorithm, we randomly divide the training data into 20 sub-
sets and avoid the communication across subsets in the train-
ing process. For decentralized learning strategy, we only ac-
cess the full training data subsets by one full pass. From Ta-
bles 1 and 2, we can see that our model obtains good re-
sults even if we use less information (i.e., avoiding exchang-
ing patient-level information across institutions) than other
compared methods.

We also compare precision performance using 32 and 64
bits on two tasks in left two subfigures in Figs. 2 and 3.
The precision curves are plotted based on the first retrieved
300 patients. Apparently, our method achieves best results
in both centralized and decentralized learning strategies. For
the right subfigures in Figs.2 and 3, we choose a part of train-
ing subsets and optimize the model to converge (i.e., we
access the subsets for several passes). For example, “de5”
means we choose 5 of 20 subsets to train the model to con-
verge using decentralized learning strategy. The dash red
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Figure 4: Objective function value vs. number of iterations.
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Figure 5: Precision curves on AKI stage task after accessing data for different passes by decentralized learning strategy.

line “de” represents we access the data for one full pass (i.e.,
the “FPHde” case reported in Tables 1 and 2). From the fig-
ure, we can see that our method obtains promising results
even with a small part of data. Also, if we could access the
data for multiple times and optimize the model to converge
using decentralized strategy, our results would be better.

Further Analysis

Convergence of Learning Strategy. As we described be-
fore, we adopt two mechanisms, i.e., centralized and decen-
tralized learning strategy, to optimize our algorithm by con-
sidering the privacy of the sensitive data and theoretically
prove the convergence as well.

To further illustrate the convergence of our learning strate-
gies intuitively, we show the changes of objective values
with the increase of iterations in Fig. 4. When we randomly
divide the training data into 20 subsets to simulate the cross-
institution scenario, we have two settings, i.e., the number
of samples in each subset is same or different. The objec-
tive function values versus number of iterations related to
two settings are shown in Fig. 4. From the figure, we can
see that whether the number of samples in each subset are
same or not, the objective values of the proposed two learn-
ing strategies constantly decline. This property makes our
model more applicable in practice.

Feasibility of Model Updating with New Samples. To
test the feasibility of model updating with new samples by

decentralized learning strategy, we plot the precision curves
using 32, 48 and 64 bits on AKI stage task in Fig. 5. Differ-
ent color lines in each subfigure represent the training data
subsets can be accessed for different full passes when us-
ing decentralized learning strategy. Apparently, If we could
optimize the model to converge, better results could be ob-
tained. But the previous results have already shown the pro-
posed algorithm obtains good results even if we access the
data subsets for only one full pass. We recall the conver-
gence analysis in the previous section, the convergence rate
of the decentralized learning strategy we proved is related to
the number of institutions. So it is natural to derive that with
the increase of the number of institutions, the model would
be better and close to the optimum.

In addition, to intuitively show the gap produced by insuf-
ficient iterations, let’s take Fig. 4(a) as an example. Since we
divide the training data for 20 subsets, it means the objective
value at 20-th iteration is achieved when we access the data
for one full pass. Apparently, the objectives decline most at
first full pass. Therefore, if multiple accesses to data are not
allowed in practice, we could sacrifice the performance ob-
tained by sufficient iterations to some extent, and use the
model updated by accessing the data for only one full pass.

Conclusion
In this paper, we focus on designing a federated patient hash-
ing framework, which queries the potentially distributed,
heterogeneous patient data scattered in multiple institutions,
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without exchanging patient-level information. Our frame-
work includes a similarity preserving loss and a heterogene-
ity digging loss, in order to preserve both intra-data and
inter-data relationships. Meanwhile, two learning mecha-
nisms including decentralized and centralized strategies are
adopted to optimize the proposed model in a federated man-
ner with the proof of convergence. Finally, extensive experi-
ments on a real-world clinical data set with simulated feder-
ated environment demonstrate the effectiveness and conver-
gence of the proposed method.
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