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Abstract. The classical Fatou lemma states that the lower limit of a sequence of integrals of
functions is greater than or equal to the integral of the lower limit. It is known that Fatou’s lemma for
a sequence of weakly converging measures states a weaker inequality because the integral of the lower
limit is replaced with the integral of the lower limit in two parameters, where the second parameter
is the argument of the functions. In the present paper, we provide sufficient conditions when Fatou’s
lemma holds in its classical form for a sequence of weakly converging measures. The functions can
take both positive and negative values. Similar results for sequences of setwise converging measures
are also proved. We also put forward analogies of Lebesgue’s and the monotone convergence theorems
for sequences of weakly and setwise converging measures. The results obtained are used to prove
broad sufficient conditions for the validity of optimality equations for average-cost Markov decision
processes.
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1. Introduction. For a sequence of nonnegative measurable functions {f,},
Fatou’s lemma states the inequality

n—oo n—oo

(1.1) /Sliminffn(s) wu(ds) < hmlnf/fn

Many problems in probability theory and its applications deal with sequences of prob-
abilities or measures converging in some sense rather than with a single probability
or measure u. Examples of areas of applications include limit theorems [2], [15],
[21, Chap. III], continuity properties of stochastic processes [16], and stochastic con-
trol [5], [8], [10], [14].

If a sequence of measures {u,} converging setwise to a measure x is considered
instead of a single measure p, then (1.1) holds with the measure p replaced in its
right-hand side with the measures pu,, (see [18, p. 231]). However, for a sequence of
measures { i, lnen= converging weakly to a measure u, the weaker inequality

(1.2) /S liminf  f,(s") u(ds) < hmlnf/fn S) i (ds)

n—,oo, s '—s n—r oo

holds. Studies of Fatou’s lemma for weakly converging probabilities were started by
Serfozo [20] and continued in [4], [6]. For a sequence of measures converging in total
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variation, Feinberg, Kasyanov, and Zgurovsky [9] obtained the uniform Fatou lemma,
which is a more general fact than Fatou’s lemma.

This paper describes sufficient conditions ensuring that Fatou’s lemma holds in
its classical form for a sequence of weakly converging measures. In other words, we
provide sufficient conditions for the validity of inequality (2.6)—this is inequality (1.2)
with its left-hand side replaced by the left-hand side of (1.1). We consider the se-
quence of functions that can take both positive and negative values. In addition to
the results for weakly converging measures, we provide parallel results for setwise
converging measures. We also investigate the validity of Lebesgue’s and the mono-
tone convergence theorems for sequences of weakly and setwise converging measures.
The results are applied to Markov decision processes (MDPs) with long-term average
costs per unit time, and we provide general conditions for the validity of optimality
equations for such processes.

Section 2 describes the three types of convergence of measures: weak convergence,
setwise convergence, and convergence in total variation, and it provides the known
formulations of Fatou’s lemmas for these types of convergence modes. Section 3
introduces conditions for the double lower limit of a sequence of functions on the left
of (1.2) to be equal to the standard lower limit. Section 4 gives sufficient conditions for
the validity of Fatou’s lemma in its classical form for a sequence of weakly converging
measures. This section also provides results for sequences of measures converging
setwise. Sections 5 and 6 describe Lebesgue’s and the monotone convergence theorems
for weakly and setwise converging measures. Section 7 deals with applications.

2. Known formulations of Fatou’s lemmas for varying measures. Let
(S,X) be a measurable space, M(S) the family of all finite measures on (S,X), and
P(S) the family of all probability measures on (S,%). When S is a metric space, we
always consider ¥ := B(S), where B(S) is the Borel o-field on S. Let R be the real
line, R := [—00, +00], and N* := {1,2,...}. We denote by I{ A} the indicator of the
event A.

Throughout this paper, we deal with integrals of functions that can take both
positive and negative values. The integral [ f(s)pu(ds) of a measurable R-valued
function f on S with respect to a measure p is defined if

(2.1) wind [ 776 utas), [ 5706 utas) b < 4oc,

where f*(s) = max{f(s),0}, f~(s) = —min{f(s),0}, s € S. If (2.1) holds, then
the integral is defined as [ f(s) p(ds) = [ f1(s) u(ds) — [ f~(s) p(ds). All of the
integrals in the assumptions of the following lemmas, theorems, and corollaries are
assumed to be defined. For u € M(S) consider the vector space L'(S;u) of all
absolutely integrable measurable functions f: S — R, that is, [;|f(s)] u(ds) < +oc.

We recall the definitions of the following three types of convergence of measures:
weak convergence, setwise convergence, and convergence in total variation.

DEFINITION 2.1 (weak convergence). A sequence of measures {jin tnen+ 0N a met-
ric space S converges weakly to a finite measure u on S if, for each bounded continuous
function f on S,

(2.2) /Sf(s),un(ds)—)/sf(s)u(ds) as m — oo.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 08/05/20 to 31.173.31.144. Redistribution subject to STAM license or copyright; see http://www.siam.org/journals/ojsa.php

272 E. A. FEINBERG, P. O. KASYANOV, AND Y. LIANG

Remark 2.1. Definition 2.1 implies that u, (S) — u(S) € R as n — oco. Therefore,
if {n}nen= converges weakly to u € M(S), then there exists N € N* such that

{tntn=nN41,... T M(S).
DEFINITION 2.2 (setwise convergence). A sequence of measures {fin}neN+ ON

a measurable space (S,X) converges setwise to a measure u on (S,X) if, for each
cex,

un(C) = p(C) as n— oo.

DEFINITION 2.3 (convergence in total variation). A sequence of finite measures
{tin}nen= on a measurable space (S,X) converges in total variation to a measure p
on (S,%) if

sup{\ [ #6 wntas) ~ [ rpuias

as n — o0.

s f: S [-1,1] s measumble} -0

Remark 2.2. As follows from Definitions 2.1-2.3, if a sequence of finite measures
{ttn}nen+ on a measurable space (S,X) converges in total variation to a measure p
on (S,%), then {un}nen+ converges setwise to p as n — oo, and the measure p is
finite. This fact follows from the inequality |, (S) — u(S)| < +o0o when n > N for
some N € N*. Furthermore, if a sequence of measures {p, }nen+ On a metric space
S converges setwise to a finite measure p on S, then this sequence converges weakly
to was n — oo.

Recall the following definitions of the uniform and asymptotic uniform integra-
bility of sequences of functions.

DEFINITION 2.4. A sequence { fn}nen+ of measurable R-valued functions is called
— uniformly integrable (u.i.) w.r.t. a sequence of measures { iy }nen+ if

(2.3) lim  sup / Fa()| {5 €S2 [£a(s)] > K} pn(ds) = 0;

K—+oo neN*

— asymptotically uniformly integrable (a.u.i.) w.r.t. a sequence of measures
{,Ufn}nGN* Zf

(2.4) lim lim sup/S ()| T{s € S [fu(s)] > K} pin(ds) = 0.

K—+400 nooco

If py, = pp € M(S) for each n € N*, then an (a.)u.i. w.r.t. {,}nen+ sequence
{fn}nen~ is called (a.)u.i. For u € M(S), a sequence {f,}nen+ of functions from
LY(S; ) is w.i. if and only if it is a.u.i. (see [17, p. 180]). For a single finite measure u,
the definition of an a.u.i. sequence of functions (random variables in the case of a prob-
ability measure p) coincides with the corresponding definition broadly used in the
literature; see, e.g., [22, p. 17]. Also, for a single fixed finite measure, the definition
of a u.i. sequence of functions is consistent with the classical definition of a family H
of u.i. functions. We say that a function f is (a.)u.i. w.r.t. {g, bnen+ if the sequence
{f, f,---}is (a)ui. wr.t. {pnnen=. A function f is u.i. w.r.t. a family A of measures
if

(s /S F(8)| T{s € 8 |f(s)] > K} u(ds) = 0.
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THEOREM 2.1 (equivalence of w.i. and a.u.i. [4, Theorem 2.2]). Let (S,X) be
a measurable space, {fintnen C M(S), and let {fn}nen+ be a sequence of mea-
surable R-valued functions on'S. Then there exists N € N* such that {fntn=NnN+1,.
is w.g. w.rt. {pntn=n N1, if and only if {fntnen+ is a.w.d. wrt {pn nen-.

Fatou’s lemma (FL) for weakly converging probabilities was introduced in Ser-
fozo [20] and generalized in [4], [6].

THEOREM 2.2 (FL for weakly converging measures [4, Theorem 2.4 and Corol-
lary 2.7]). Let S be a metric space, let {pi, }nen+ be a sequence of measures on S con-
verging weakly to p € M(S), and let {fn}nen+ be a sequence of measurable R-valued
functions on S. Assume that one of the following two conditions holds:

(1) {f, tnen+ is a.wi. w.rt. {pntneny;

(ii) there exists a sequence of measurable real-valued functions {gn}nen+ on S
such that f,(s) = gn(s) for allm € N* and s € S, and

(2.5) — 00 < /S limsup g, (s") u(ds) < liminf/sgn(s) tin (ds).

n—00, 8’ —s n—00

Then inequality (1.2) holds.

Recall that FL for setwise converging measures is stated in [18, p. 231] for nonneg-
ative functions. FL for setwise converging probabilities is stated in [6, Theorem 4.1]
for functions taking positive and negative values.

THEOREM 2.3 (FL for setwise converging probabilities [6]). Let (S,X) be a mea-
surable space, let a sequence of measures { i, tnen= C P(S) converge setwise to p €
P(S), and let {fn}nen+ be a sequence of measurable real-valued functions on S. Then
the inequality

(2.6) /S liminf £,(s) p(ds) < lim inf /S Fa(5) fin(ds)

holds if there exists a sequence of measurable real-valued functions {gntnen+ on S
such that fn(s) = gn(s) for alln € N* and s € S, and

(2.7) —o00 < /lim sup gn(s) p(ds) < lim inf/gn(s) tn(ds).
S m—o0 n—oo  Jg
Under the condition that {p,}nen+ € M(S) converges in total variation to u €
M(S), Theorem 2.1 in [9] establishes the uniform FL, which is a stronger result than
the classical FL.

THEOREM 2.4 (uniform FL for measures converging in total variation [9, Theo-
rem 2.1]). Let (S, %) be a measurable space, let a sequence of measures {fin }nen= from
M(S) converge in total variation to a measure p € M(S), let {fn}nen= be a sequence
of measurable R-valued functions on'S, and let f be a measurable R-valued function.
Assume that f € LY(S;p) and f, € L*(S; i) for each n € N*. Then the inequality

(2.8) liminf inf ( /C Fu(S) fin(ds) — /C f(s)u(ds)> >0

n—oo CeX

holds if and only if the following two assertions hold:
(i) For each e > 0, u({s € S: fn(s) < f(s) —e}) — 0, and therefore there exists

a subsequence { fn, tren= C {fn}tnen~ such that f(s) < Iminfy_, o fn,(s) for p-a.e.
SES;

(i) {f,, tnen= is a.u.i. wrt. {pn bnen-
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3. Semiconvergence conditions for sequences of functions. Let (S,X)
be a measurable space, u a measure on (S, %), {f,}nen+ a sequence of measurable
R-valued functions, and f a measurable R-valued function. In this section, we intro-
duce the notions of lower and upper semiconvergence in measure p (see Definition 3.2)
for a sequences of functions {f, }nen+ defined on a measurable space S. Next, under
the assumption that S is a metric space, we examine necessary and sufficient condi-
tions for the following equalities (see Theorem 3.1, Corollary 3.1, and Example 3.1):

(3.1) liminf f,(s") = liminf f,(s),
n—oo, s’ —s n—oo

(3.2) lim  fu(s) = lim fu(s),
n—o00, s’ —s n— 00

which improve the statements of FL. and Lebesgue’s convergence theorem for weakly
converging measures; see Theorem 4.1 and Corollary 5.1. For example, these equali-
ties are important for approximating average-cost relative value functions for MDPs
with weakly continuous transition probabilities by discounted relative value func-
tions; see section 7. For this purpose we introduce the notions of lower and upper
semiequicontinuous families of functions; see Definition 3.3. Finally, we provide suffi-
cient conditions for lower semiequicontinuity; see Definition 3.1 and Corollary 3.2.

Remark 3.1. Since
(3.3) liminf f,(s') <liminf f,(s),

n—oo, s’—s n—
(3.1) is equivalent to the inequality
(3.4) liminf f,(s) < liminf f,(s").

n—oo n—oo, s’ —s

To formulate sufficient conditions for (3.1) to hold we introduce the definitions of
uniform semiconvergences from below and from above.

DEFINITION 3.1 (uniform semiconvergence). A sequence of real-valued functions
{fn}nen+ on S semiconverges uniformly from below to a real-valued function f on S
if, for each € > 0, there exists N € N* such that

(3.5) fn(s) > f(s) —¢

for each s €S andn=N,N+1,.... A sequence of real-valued functions { fn}nen-
on S semiconverges uniformly from above to a real-valued function f on S if
{=fn}nen+ semiconverges uniformly from below to —f on S.

Remark 3.2. A sequence {f,}nen+ converges uniformly to f on S if and only if
it uniformly semiconverges from below and from above.

Let us consider the following definitions of semiconvergence in measure.

DEFINITION 3.2 (semiconvergence in measure). A sequence of measurable R-valued
functions {fn}nen+ lower semiconverges to a measurable real-valued function f in
measure p if, for each € > 0,

n({s €S: fuls) < f(s) —€}) =0 as n— oo

A sequence of measurable R-valued functions { f,, }nen+ upper semiconverges to a mea-
surable real-valued function f in measure i if {— fn}nen+ lower semiconverges to — f
in measure u, that is, for each € > 0,

p({s €S: fuls) = f(s)+¢e}) =0 as n— oo.
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Remark 3.3. A sequence of measurable R-valued functions {f,}nen+ converges
to a measurable real-valued function f in measure u, that is, for each € > 0,

p({s €S: [fals) — f(s)| =e}) =0 as n— o0

if and only if this sequence of functions both lower and upper semiconverges to f in
measure [.

Remark 3.4. If f(s) < liminf, o fr(s), f(s) = limsup,_ . fn(s), or f(s) =
lim, o fn(s) for p-a.e. s € S, then {f,}nen+ lower semiconverges, upper semicon-
verges, or converges, respectively, to f in measure p. Conversely, [9, Lemma 3.1]
implies that if { f,,} nen+ lower semiconverges, upper semiconverges, or converges to f
in measure u, then there exists a subsequence {f,, }ren+ C {fn}nen+ such that
f(8) < Uminfy_oo fr, (), f(s) = limsupy_,o fn,(S), or f(8) = limg—eo fn, (8), Te-
spectively, for py-a.e. s € S.

Now let S be a metric space, and let Bs(s) be the open ball in S of radius § > 0
centered at s € S. We consider the notions of lower and upper semiequicontinuity for
a sequence of functions.

DEFINITION 3.3 (semiequicontinuity). A sequence {f,}nen+ of real-valued func-
tions on a metric space S is called lower semiequicontinuous at a point s € S if, for
each € > 0, there exists 6 > 0 such that

Jn(s') > fu(s) —e for all s € Bs(s) and for all n € N*.

A sequence { frn}nen+ is called lower semiequicontinuous (on S) if it is lower semiequi-
continuous at all s € S. A sequence {f,}nen+ of real-valued functions on a metric
space S is called upper semiequicontinuous at a point s € S (on S) if the sequence
{=fn}nen~ is lower semiequicontinuous at the point s € S (on S).

Recall the definition of equicontinuity of a sequence of functions; see, e.g., [18,
p. 177].
DEFINITION 3.4 (equicontinuity). A sequence {f,}nen+ of real-valued functions

on a metric space S is called equicontinuous at the point s € S (on S) if this sequence
is both lower and upper semiequicontinuous at the point s € S (on S).

Theorem 3.1 states necessary and sufficient conditions for equality (3.1). This
theorem and Corollary 3.1 generalize [12, Lemma 3.3], where the equicontinuity was
considered.

LEMMA 3.1. Let {fn}nen be a pointwise nondecreasing sequence of lower semi-
continuous R-valued functions on a metric space S. Then

(3.6) liminf f,(s') = nh_}rrgo fu(s), s€S.

n—oo, s’—s
Proof. For each s € S,

liminf f,(s’) = supliminf inf fx(s") = sup liminf f,,(s")

n—o00, s’ —s n>1 s'—=s k>n n>1 s'—s
= sup fn(s) = lim fn(s)a
n>1 n—oo
where the first equality follows from the definition of lim inf, the third follows from the
lower semicontinuity of the function f,,, and the second and last equalities hold because

the sequence {f, }nen+ is pointwise nondecreasing. Hence (3.6) holds. Lemma 3.1 is
proved.
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THEOREM 3.1 (necessary and sufficient conditions for (3.1)). Let {fn}nen~ be
a sequence of real-valued functions on a metric space S, and let s € S. Then the
following assertions hold:

(i) If the sequence of functions {fn}nen~ is lower semiequicontinuous at s, then
each function f,, n € N*, is lower semicontinuous at s and (3.1) holds;

(ii) if { fn }nen~ is the sequence of lower semicontinuous functions satisfying (3.1)
and if {fn(8)}nen+ is converging, that is,
(3.7) liminf f,,(s) = limsup f,(s),

n—00 n—00

then the sequence { fn }nen+ is lower semiequicontinuous at s.

Example 3.1 demonstrates that assumption (3.7) is essential in Theorem 3.1(ii).
Without this assumption, the remaining conditions of Theorem 3.1(ii) imply only
the existence of a subsequence {fn, }ken+ C {fn}nen+ such that {f,, }ren+ is lower
semiequicontinuous at s. This is true because every subsequence {f,, }xen+ satis-
fying limg 00 fn, (s) = liminf, . f,(s) is lower semiequicontinuous at s in view of
Theorem 3.1(ii) since (3.7) holds for such subsequences.

Ezample 3.1. Consider S := [—1,1] endowed with the standard Euclidean metric
and put
0 ifn=2k-1
t) == ’ ke N* tes.
fa® {max{l—nt|,0} if n = 2k,

Each function f,, n € N*, is nonnegative and continuous on S. Equality (3.1) holds
because

0< liminf f,(s) <liminf f,(0) = far—1(0) = 0, ke N*.
n—oo

n—o00,s’—0
Equality (3.7) is not satisfied, because

limsup f,(0) =1 > 0 = liminf f,(0),
n—00 n—oo
where the first equality holds because far,(0) = 1 for each k¥ € N*, and the second
equality holds because for_1(0) = 0 for each ¥ € N*. The sequence of functions
{fn}nen~ is not lower semiequicontinuous at s = 0 because for,(1/(2k)) =0< 1/2 =
f21(0) — 1/2 for each k € N*. Therefore, the conclusion of Theorem 3.1(ii) does not
hold, which shows that assumption (3.7) is essential.

Proof of Theorem 3.1. (i) We observe that the lower semicontinuity at s of each
function f,,, n € N*, follows from lower semiequicontinuity of {f,}nen+ at s. Thus,
to prove assertion (i) it is sufficient to verify (3.1), which is equivalent to (3.4) because
of Remark 3.1.

Let us prove (3.4). Fix an arbitrary ¢ > 0. According to Definition 3.3, there
exists d(¢) > 0 such that, for each n € N* and s’ € Bs(.)(s),

(3.8) fa(s") = fu(s) —e.

Since

3.9 liminf f,(s') = su inf s') > su inf s,
( ) n~>oo,5’~>sf ( ) n217153>0 k>n,s’€Bs(s) fk( ) n)li k>=n, s'€Bs(o)(s) fk( )
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(3.8) implies

(3.10) liminf f,(s') > sup inf fx(s) —e = liminf f,(s) — ¢,

n—oo, s’ —s n>1 k>n n—

where the equalities in (3.9) and (3.10) follow from the definition of liminf, the in-
equality in (3.9) holds because {d(¢)} C {§: 6 > 0}, and the inequality in (3.10) is
secured by (3.8) and (3.9). Now inequality (3.4) follows from (3.10) since ¢ > 0 is
arbitrary. Assertion (i) is proved.

(ii) We prove assertion (ii) by contradiction. Assume that the sequence of func-
tions {f, }nen~ is not lower semiequicontinuous at s. Then there exist e* > 0, a se-
quence {s, }nen+ converging to s, and a sequence {ng tren+ C N* such that

(3.11) Fan(s6) < fur(s) — €', ke N*.

If a sequence {ny}ren+ is bounded, then (3.11) contradicts the lower semicontinuity
of each function f,, n € N*. Otherwise, without loss of generality, we may assume
that the sequence {ny}ren~ is strictly increasing. Therefore, from (3.11) and (3.7)
we have

liminf f,(s") < lim fn(s) —&",
n—00,s’'—s n—o0
which is a contradiction to (3.1). Hence the sequence of functions {f, }nen+ is lower
semiequicontinuous at s. Theorem 3.1 is proved.

Let us investigate necessary and sufficient conditions for equality (3.2).

COROLLARY 3.1. Let {fn}nen+ be a sequence of real-valued functions on a metric
space S, and let s € S. If { fn(s) }nen+ s a convergent sequence, that is, if (3.7) holds,
then the sequence of functions {fn}nen= is equicontinuous at s if and only if each
function f,, n € N* is continuous at s and (3.2) holds.

Proof. Corollary 3.1 follows directly from Theorem 3.1 applied twice to the fam-
ilies {fn}neN* and {_fn}neN*-

In the following corollary we establish sufficient conditions for lower semiequicon-
tinuity.

COROLLARY 3.2 (sufficient conditions for lower semiequicontinuity). Let S be
a metric space, and let {fn}tnen+ be a sequence of real-valued lower semicontinuous
functions on S semiconverging uniformly from below to a real-valued lower semicon-
tinuous function f on S. If the sequence {fn}nen+ converges pointwise to f on S,
then { fn}nen+ is lower semiequicontinuous on S.

Proof. 1f inequality (3.4) holds for all s € S, then Remark 3.1 and Theorem 3.1(ii)
imply that {f,}nen+ is lower semiequicontinuous on S because the sequence of func-
tions {f,}nen+ converges pointwise to f on S. Therefore, to complete the proof, let
us prove that (3.4) holds for each s € S. Indeed, the uniform semiconvergence from
below of {f,}nen+ to f on S implies that, for an arbitrary & > 0,

(3.12) liminf f,(s') > f(s) —¢

n—o0, s’ —s

for each s € S. Now (3.1) follows from (3.4), since ¢ > 0 is arbitrary and f(s) =
lim,, 00 fn(s), s € S. Corollary 3.2 is proved.
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Let S be a compact metric space. The Ascoli theorem (see [14, p. 96] or [18,
p. 179]) implies that a sequence of real-valued continuous functions {f,}nen+ on S
converges uniformly on S to a continuous real-valued function f on S if and only if
{fn}nen~ is equicontinuous and this sequence converges pointwise to f on S. Ac-
cording to Corollary 3.2, a sequence of real-valued lower semicontinuous functions
{fn}nen- on S, converging pointwise to a real-valued lower semicontinuous function
f on S, is lower semiequicontinuous on S if {f, }nen+ semiconverges uniformly from
below to f on S. Example 3.2 illustrates that the converse of Corollary 3.2 does
not hold in the general case; that is, there is a lower semiequicontinuous sequence
{fn}nen~ of continuous functions on S converging pointwise to a lower semicontinu-
ous function f such that {f,}nen+ does not semiconverge uniformly from below to f
on S.

Ezample 3.2. Let S := [0, 1] be endowed with the standard Euclidean metric, let
f(s) :==1{s # 0}, and let, for s € S,

fuls) = ns ifSG{O,i],

1  otherwise.

Then the functions f,, n € N*, are continuous on S, the function f is lower semicon-
tinuous on S, and the sequence {f, }nen+ converges pointwise to f on S. In addition,
the sequence of functions {f,}nen+ is lower semiequicontinuous, because, for each
e>0ands €S, (i) if s > 0, then there exists §(s,e) = min{s—1/(|1/s|+1),e/[1/s]}
such that f,,(s") > fu(s) — ¢ for all n. € N* and s" € Bj(,.¢)(s); and (ii) if s = 0, then
fn(s) =2 0= f,(0) for all n € N* and s’ € S. The uniform semiconvergence from
below of {f }nen+ to f does not hold because

f”<n<n1+1>):n—1u< _f< moEy ))‘é

for each n € IN*; that is, the converse to Corollary 3.2 does not hold.

4. Fatou’s lemmas in the classical form for varying measures. In this
section, we establish Fatou’s lemmas in their classical form for varying measures.
This section consists of two subsections dealing with weakly and setwise converging
measures, respectively.

4.1. Fatou’s lemmas in the classical form for weakly converging mea-
sures. The following theorem is the main result of this subsection.

THEOREM 4.1 (FL for weakly converging measures). Let S be a metric space,
let the sequence of measures {n tnen+ converge weakly to p € M(S), let {fn}nen=
be a lower semiequicontinuous sequence of real-valued functions on S, and let f be
a measurable real-valued function on S. Assume that the following conditions hold:

(i) The sequence {fn}nen~ lower semiconverges to f in measure yu;

(ii) either {f, }nen+ is a.w.i. w.r.t. {tn tnen~ or assumption (ii) of Theorem 2.2
holds. Then

(4.1) /f w(ds) hm 1nf / fn(8) un(ds).
We recall that the asymptotic uniform integrability of {f, }nen+ w.r.t. {in fnen-

neither implies nor is implied by assumption (ii) of Theorem 2.2 [4, Examples 3.1
and 3.2].
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Proof of Theorem 4.1. Consider a subsequence { fy, }ken+ C {fn}nen= such that

(4.2) hm /fnk S) pin,, (ds) = hmmf fn( ) i (ds).

Assumption (i) implies that u({s € S: fn,(s) < f(s) —¢}) = 0 as k — oo for each
€ > 0. Therefore, according to Remark 3.4, there exists a subsequence {f, }jen+ C
{fni ke~ such that f(s) < liminf; . fx,(s) for p-a.e. s € S. Thus, Theorem 3.1(i)
implies that

F(s) < Timinf fi (')

j—00,8"—=s

for p-a.e. s € S, and therefore,

(4.3) [reutas) < [ timing g () ).

Jj—00,8"—s

Theorem 2.2, as applied to {fx, }jen-, implies

(4.4) /S liminf fi (s") u(ds) <h}2£}f/gfkj(8) pk; (ds).

j—00,8'—s

Now (4.1) follows directly from (4.3), (4.4), and (4.2). Theorem 4.1 is proved.

The following corollary states that the setwise convergence in Theorem 2.3 can be
substituted by the weak convergence if the integrands form a lower semiequicontinuous
sequence of functions.

COROLLARY 4.1 (FL for weakly converging measures). Let S be a metric space, let
a sequence of measures { i tnen+ converge weakly to p € M(S), and let {fn}nen+ be
a lower semiequicontinuous sequence of real-valued functions on S. If assumption (ii)
of Theorem 4.1 is satisfied, then inequality (2.6) holds.

Proof. Inequality (2.6) follows directly from Theorem 4.1 and Remark 3.4.

The following example illustrates that Theorem 4.1 can provide a more exact
lower bound for the lower limit of the integral than Theorem 2.2.

Ezample 4.1. Let S := [0, 2]. We endow S with the metric

p(s1,82) =I{s1 €[0,1)} I{s2 € [0,1)}|s1 — s2]
+ (1 —=I{s; € [0,1)}I{s2 € [0,1)}) I{s1 # s2}.

To see that p is a metric, note that for s1,s9 € S,

(i) p(51752) € [07 ”;

(ii) p(s1,s2) = 0 if and only if 51 = so;

(iii) p(s1,$2) is symmetric in s; and sq; and

(iv) for s1 # sy and s3 € S, the triangle inequality holds because p(si,s2) =
[s1 — sa| < |s1 — s3| + |s3 — s2| = p(s1,s83) + p(s3,s2) if s1, s2, s3 € [0,1), and
p(s1,82) <1< p(s1,s3)+ p(ss, s2) otherwise.

Let p be the Lebesgue measure on S, and let {iuy bnen+ € M(S) be defined as

n—1

1
pn(C) ::an{fLEC}—Fu(Cﬂ[LQ}% Cex, neN".
k=0

Then the sequence {p,}nen+ converges weakly to u (see [2, Example 2.2]), and
{ttn }nen= does not converge setwise to u because ., ([0,1]\Q) =0 - 1 = u([0,1]\Q),
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where Q is the set of all rational numbers in [0, 1]. Define f =1 and f,(s) =1-I{s €
(1+43/2% 1+ (j+1)/2%]}, where k = [logyn|, j =n — 2% s €S, and n € N*.

Since the subspace (1,2] C S is endowed with the discrete metric, every sequence
of functions on (1, 2] is equicontinuous. Since f,(s) =1 for n € N* and s € [0, 1], the
sequence { f, }nen~ is equicontinuous on [0, 1]. Therefore, {f, }nen+ is equicontinuous
and, thus, lower semiequicontinuous on S. In addition, (2.5) holds, and {f, }nen= is
a.uwi. wr.t. {pn fnen+ because f, is nonnegative for n € N*. Since pu({s € S: f,.(s) <
f(s)}) = 1/2l#27) 5 0 as n — oo, condition (i) from Theorem 4.1 holds. In view of
Theorem 4.1,

lim inf / Fu(s) i ds)—hmmf( / Fo(s) pn(ds) + / Ful(s) i ds>)
:1%2102f<1+1 QLlogsz> /f

By assertion (i) of Theorem 3.1,

liminf f,(s") = liminf f,(s) = 1 - I{s € [1,2]}, s €S.

n—oo, s'—s n—oo

In view of Theorem 2.2, (1.2) and (2.6) imply

2 = lim inf fn( )/J,n(ds)>‘/s liminf  f,,(s") p(ds)

n— o0 n—00, s’ —s

= /lim inf fr,(s) u(ds) =
S n— oo

Therefore, Theorem 4.1 provides a more exact lower bound (4.1) for the lower limit of

integrals than (1.2) and (2.6) for weakly converging measures and lower semiequicon-

tinuous sequences of functions.

4.2. Fatou’s lemmas for setwise converging measures. The main results
of this subsection, Theorem 4.2 and Corollary 4.2, are counterparts to Theorem 4.1
for setwise converging measures.

THEOREM 4.2 (FL for setwise converging measures). Let (S,X) be a measurable
space, let a sequence of measures {jin tnen+ converge setwise to a measure n € M(S),
and let { fn}nen+ be a sequence of R-valued measurable functions on'S. If {f, }nen~
lower semiconverges to a real-valued function f in measure p and {f,; }nen+ 8 a.u.i.
w.r.t. {tntnen+, then inequality (4.1) holds.

Proof. The proof repeats several lines of the proofs of Theorems 4.1 and 2.2.
Consider a subsequence {fy, }ken+ C {fn}nen+ such that

(4.5) hm /fnk 8) n,, (ds) —hmlnf/fn S) i (ds).

n—roo

Since the sequence { f,, }nen~ lower semiconverges to f in measure p, we have pu({s €
St fnu(s) < f(s) —€}) = 0 as k — oo for each € > 0. Therefore, Remark 3.4
implies that there exists a subsequence {fx;}jen+ C {fn, fren+ such that f(s) <
liminf; .o fx;(s) for p-a.e. s €S. Thus, '

(4.6) /Sf(s),u(d /Shmlnf fr; (s) u(ds).

71—
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Now we prove that

(4.7) Jtimint 5 (6) utas) < Jim [ i, (5 ()

j—)OO

For this purpose, given a fixed arbitrary K > 0, we have

hmlnf/fk 5) g, (ds) > hmlnf/fk YI{s €S: fi,(5) > =K} s, (ds)

(4.8) + lim inf /S fi,(5)I{s €St fiu, () < — K}, (ds).

J—00

Next, we claim that

(4.9) lim inf fk (s)I{s €S: fr,(s) > —K} g, (ds) > /Shmlnffk (s) p(ds).

j*}OO J—00

Indeed, applying Lemma 2.2 of [20] to the nonnegative sequence { Jr;(s)I{s € S:
Jr; (5) > K}—i—K}jeN*, we get

lim inf fk (s)I{s €S: fr,(s) > =K} g, (ds)

j—o0
(4.10) /hmlnf Jr, () {s €St fi,(s) > =K} p(ds).
§ I
Here we note that
(4.11) Ji; (s) s € St fu,(s) > =K} = fi, (s)

for each s € S because K > 0. Now (4.9) follows from (4.10) and (4.11).
Inequalities (4.8) and (4.9) imply

hmmf/f;C 5) g, (ds) / liminf fy, (s") pu(ds)
j—00,8"—s

K—+oco

+ lim hmlnf/f;,C JI{s €8S: fi,(5) < =K} p, (ds),

which is equivalent to (4.7) because {f]; bien+ is aawi. wort. {p; jen+. Hence (4.1)
follows directly from (4.6), (4.7), and (4.5). Theorem 4.2 is proved.

The following corollary to Theorem 4.2 generalizes Theorem 2.3.

COROLLARY 4.2. Let (S,X) be a measurable space, let a sequence of measures
{tin}nen= converge setwise to a measure pr € M(S), and let {fn}nen= be a sequence
of R-valued measurable functions on S lower semiconverging to a real-valued func-
tion f in measure pu. If there exists a sequence of measurable real-valued functions
{gn}nen+ on S such that f,(s) = gn(s) for alln € N* and s € S, and if (2.7) holds,
then inequality (4.1) holds.

Proof. Consider an increasing sequence {nj}ren+ of natural numbers such that

(4.12) hm /fnk 8) n,, (ds) —hmlnf/fn S) i (ds).

n—oQ
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Since the sequence { f,, }nen+ lower semiconverges to f in measure p, we have u({s €
St fae(s) < f(s) —e}) — 0 as k — oo for each € > 0. Therefore, Remark 3.4
implies that there exists a subsequence {fi,}jen« C {fn,}ren- such that f(s) <
liminf; o fx;(s) for p-a.e. s € S. Thus,

(4.13) /Sdf(s),u(d /Shmmf fr; (s) p(ds).

J—

Now we prove that

(4.14) [ mint i (9 n(s) < Jimn [ 5 (5) e (09)

Jj—o0

Applying Theorem 4.2 to the sequence {fx, — gr, }jen+, we get

/hmlnf Jr; () u(ds) — /limsupgkj(s) wu(ds)
s s

J—r00 j—oo

/S lim inf(f, (5) — gx, ()) pu(ds)

J—0o0

hmlnf/fk s) px, (ds) —hmbup/gkj(s) p; (ds).

j—o0
Now (2.7) gives (4.14). Hence (4.1) follows directly from (4.13), (4.14), and (4.12).
Corollary 4.2 is proved.

Theorem 4.2 provides a more exact lower bound for the lower limit of the integral
than Theorem 2.3. This fact is illustrated in Example 4.2.

Ezample 4.2 (cf. [10, Example 4.1]). Let S = [0,1] and ¥ = B([0, 1]), let u be the
Lebesgue measure on S, and let, for C' € B(S) and n € N*,

2 2 1
1n(C) ::/021{868:2]z<8< k;: ,k‘:O,l,...,Z”_l—l},u(ds).

Next, let f = 1 and f,(s) = 1 — I{s € [j/2%,(j +1)/2*]}, where k = [log, n],
j=n—-2% se8S, and n € N*. Then the sequence {ftn}nen+ converges setwise
to u, (2.7) holds, {f, }nen+ is a.wi. w.rt. {untnen=, and the sequence {f,}nen=
lower semiconverges to f in measure p. In view of Theorem 4.2 and (2.6),

1= liminf/fn S) i (ds) /f =1>0= /liminf fn(s) u(ds).
n—oo S n—oo

Therefore, Theorem 4.2 provides a more exact lower bound for the lower limit of the
integral than inequality (2.6).

5. Lebesgue’s convergence theorem for varying measures. In this sec-
tion, we present Lebesgue’s convergence theorem for varying measures { i, }nen+ and
functions that are a.u.i. w.r.t. {ptn }nen+. The following corollary follows from The-
orem 2.2. It also follows from Theorem 3.5 in [20] adapted to general metric spaces.
We provide it here for completeness.

COROLLARY 5.1 (Lebesgue’s convergence theorem for weakly converging mea-
sures [4, Corollary 2.8]). Let S be a metric space, let {un}tnen+ be a sequence of
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measures on S converging weakly to p € M(S), and let {fi}nen+ be an a.u.i.
(see (2.4)) w.r.t. {pn nen+ sequence of measurable R-valued functions on'S such that
limy, o0, 57— fn(8) exists for p-a.e. s € S. Then

i [ fo( i) = [t f)utds) = [ £ utas)

n—oo [q n—00, s’ —=s g n—o0

The following corollary states the convergence theorem for weakly converging
measures p, and for an equicontinuous sequence of functions {f,, bnens-

COROLLARY 5.2 (Lebesgue’s convergence theorem for weakly converging mea-
sures). Let S be a metric space, let a sequence of measures { i, }nen+ converge weakly
to p € M(S), let {fn}tnen+ be a sequence of real-valued equicontinuous functions
on S, and let f be a measurable real-valued function on S. If the sequence {fn}nen+
converges to f in measure p and is a.u.i. (see (2.4)) w.r.t. {fin}nen=, then

n—oo

(5.1) i [ £,(9) n(ds) = [ F(0) lds).
S S

Proof. Corollary 5.2 follows from Theorem 4.1 applied to {f,}nen- and
{_fn}’nEN*-

The following corollary follows directly from Theorem 4.2.

COROLLARY 5.3 (Lebesgue’s convergence theorem for setwise converging mea-
sures). Let (S,X) be a measurable space, let a sequence of measures { i, }nen+ converge
setwise to a measure . € M(S), and let {fn}nen+ be a sequence of R-valued measur-
able functions on S. If the sequence {fn}nen+ converges to a measurable real-valued
function f in measure 1 and this sequence is a.u.i. (see (2.4)) w.r.t. {fin}nen=, then
(5.1) holds.

Proof. Corollary 5.3 follows from Theorem 4.2 applied to {f,}nen- and
{_fn}’nEN*-

6. Monotone convergence theorem for varying measures. In this section,
we present monotone convergence theorems for varying measures.

THEOREM 6.1 (monotone convergence theorem for weakly converging measures).
Let S be a metric space, let {in tnen+ be a sequence of measures on S that converges
weakly to € M(S), let {fntnen- be a sequence of lower semicontinuous R-valued
functions on S such that f,(s) < fny1(s) for each n € N* and s € S, and let f(s) :=
lim, o0 fn(s), s €S. Assume that the following conditions are satisfied:

(i) The function f is upper semicontinuous,

(ii) the functions f; and f are a.w.i. w.r.t. {u, }nen-.
Then (5.1) holds.

Remark 6.1. The lower semicontinuity of f,, and nondecreasing pointwise conver-
gence of f,, to f imply the lower semicontinuity of f. Therefore, under the assumptions
in Theorem 6.1 the function f is continuous.

The following example demonstrates the necessity of condition (i) in Theorem 6.1.

Ezample 6.1. Consider S = [0,1] endowed with the standard Euclidean metric,
f(s) =I{s € (0,1]}, s €S, fn(s) = min{ns, 1}, n € N*, and s € S, and consider the
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probability measures

6.1) pn(C) = /Cnl{s S [0, H}V(ds),
pC):=HoeC}, CeBES), neN,

where v is the Lebesgue measure on S.

Hence f,(s) T f(s) for each s € S as n — oo, and the sequence of probability
measures [i,, converges weakly to p. Since the functions f; and f are bounded, condi-
tion (ii) from Theorem 6.1 holds. The function f, is continuous, and the function f is
lower semicontinuous, but f is not upper semicontinuous. Since [y f(s) i (ds) = 1/2,
n € N*, and [ f(s) u(ds) = 0, formula (5.1) does not hold.

Proof of Theorem 6.1. Since f,(s) < f(s),

f(s) = liminf f,(s") < limsup fn(s") <limsup f(s") < f(s), s€S,

’
n—oo, s’ —s n—00, s’ —s s'—s

where the first equality follows from Lemma 3.1, and the last inequality holds because
f is upper semicontinuous. Hence lim, o0 55 fn(s’) = f(s), s € S. In addition,
condition (ii) implies that the sequence {f,}, is a.ui. w.r.t. {g,}nen. Now (5.1)
follows from Corollary 5.1. Theorem 6.1 is proved.

COROLLARY 6.1. LetS be a metric space, let {p, }nen+ be a sequence of measures
on S that converges weakly to p € M(S), and let { fn}nen+ be a pointwise nondecreas-
ing sequence of measurable R-valued functions on'S. Let f(s) := lim, oo fn(s) and
£, (s) =liminfy_, f,(s), s €S. If

(i) the function f is real-valued and upper semicontinuous,
(ii) the sequence {f }nen-~ lower semiconverges to f in measure yi, and
(

iii) the functions i; and f+ are a.u.i. w.r.t. {finnen,
then (5.1) holds.

The following example demonstrates the necessity of condition (ii) in Corol-
lary 6.1.

Ezample 6.2. Consider S = [0, 1] endowed with the standard Euclidean metric,
f(S) =1,

1 ifs=0
fu(s) = . 1 ST neN* seS,
min{ns, 1} if s € (0,1],

and the probability measures pi,, n € N*, and p defined in (6.1). Then f (s) =
min{ns, 1}, f.(s) 1T f(s) for each s € S as n — oo, and the sequence of probability
measures fi, converges weakly to p. Since the functions f , and f are bounded,
condition (iii) from Corollary 6.1 holds. Condition (ii) from Corollary 6.1 does not hold
because f(0) = f,(0) = Land f (0) =0 for each n € N*. Since [5 f,(s) pun(ds) = 1/2,

n € N*, and [; f(s)p(ds) =1, formula (5.1) does not hold.

Proof of Corollary 6.1. Since the function f is lower semicontinuous, Theo-
rem 6.1 implies

(6.2) lim [ f (s) pn(ds) :/ lim f (s)p(ds).
s s

n— 00 n—oo —"n
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Condition (i) implies that there exists a subsequence {fy, }ken* C {fn}nen» such
that

(6.3) liminf f (s) > f(s) for p-a.e. s €S.
k—oo —MNk

Since in(s) < fu(s) < f(s), n € N* and s € S, and since the sequence {in}nGN* is
pointwise nondecreasing, (6.3) gives that

(6.4) f(s) = nl;rr;oin(s) for p-a.e. s €S.

Hence (6.2) and (6.4) imply

n—oo

(6.5) im [ £, )MWﬁzéﬂQM%

Since f (s) < fn(s) < f(s), n € N*, and s €8,

lim [ f (s) pn(ds) < hmlnf/fn S) i (ds)

n—oo S

(6.6) < limsup/fn(s) tn(ds) < hmsup/f ) i (ds).
]

n—oo n—oo

Applying Theorem 2.2 to the sequence {—f}, we have, since f is upper semicontinu-
ous,

(6.7) meéﬂ@Mw@<éﬂ@mw

n—oQ

Now (5.1) follows from (6.5), (6.6), and (6.7).

The following corollary from Theorem 4.2 is the counterpart to Theorem 6.1 for
setwise converging measures.

COROLLARY 6.2 (monotone convergence theorem for setwise converging mea-
sures). Let (S,X) be a measurable space, let a sequence of measures { i, }nen+ converge
setwise to a measure i € M(S), and let {fn}nen+ be a pointwise nondecreasing se-
quence of measurable R-valued functions on S. Let f(s) := lim, o0 fn(s), s €S. If
the functions fi and f* are a.u.i. w.r.t. {p, fnen=, then (5.1) holds.

Proof. Since f,, T f, (5.1) follows directly from Theorem 4.2 applied to the se-
quences { fn }nen+ and {—f,, }nen+. Corollary 6.2 is proved.

7. Applications to Markov decision processes. Consider a discrete-time
MDP with a state space X, an action space A, one-step costs ¢, and transition prob-
abilities ¢. Assume that X and A are Borel subsets of Polish (complete separable
metric) spaces. Let c(z,a): X x A — R be the one-step cost and ¢(B|z,a) be the
transition kernel representing the probability that the next state is in B € B(X),
given that the action a is chosen at the state x. The cost function c is assumed to be
measurable and bounded below.

The decision process proceeds as follows: at each time epoch t = 0,1,..., the
current state of the system, x, is observed. A decisionmaker chooses an action a, the
cost ¢(z,a) is accrued, and the system moves to the next state according to ¢(- | z, a).
Let H; = (Xx A)! x X be the set of histories for t = 0,1,... . A (randomized) decision
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rule at period t =0, 1,... is a regular transition probability m; from H; to A; that is,
(i) m¢(- | ht) is a probability distribution on A, where hy = (x, a9, 1, ..., 011, T¢t);
and (ii) for any measurable subset B C A, the function 7¢(B | - ) is measurable on H;.
A policy 7 is a sequence (mg, 71, . .. ) of decision rules. Let II be the set of all policies.
A policy 7 is called nonrandomized if each probability measure (- | hy) is concen-
trated at one point. A nonrandomized policy is called stationary if all decisions depend
only on the current state.

Tonescu Tulcea’s theorem implies that an initial state  and a policy 7 define
a unique probability PT on the set of all trajectories Ho, = (X x A)* endowed with
the product of o-fields defined by Borel o-fields of X and A; see [1, pp. 140-141] or
[14, p. 178]. Let ET be an expectation w.r.t. PT.

For a finite-horizon N € N*, let us define the expected total discounted costs,

N-1
(7.1) Uy .o(z) =K Z ale(zy, ay), zeX,
t=0

where « € [0,1] is the discount factor. When N = oo and « € [0,1), (7.1) defines
an infinite-horizon expected total discounted cost denoted by vZ(x). Let vy (z) :=
infrem vl (z), € X. A policy 7 is called optimal for the discount factor « if v7(z) =
Vo (z) for all z € X.

The average cost per unit time is defined as

w( (z) := limsup iv% (@), z e X
N—o0 N ’

Define the optimal value function wy(z) := inf e w7 (2), x € X. A policy 7 is called

average-cost optimal if wT(x) = wq(x) for all z € X.

We note that, in general, action sets may depend on current states, and usually
the state-dependent sets A(z) are considered for all € X. In our problem formulation
A(z) = A for all x € X. This problem formulation is simpler than a formulation with
the sets A(x), and these two problem formulations are equivalent because we allow
that ¢(x,a) = +oo for some (z,a) € X x A. For example, we may set A(x) = {a €
A: ¢(z,a) < +o00}. For a formulation with the sets A(x), one may define ¢(x, a) = +oo
when a € A\ A(x) and use the action sets A instead of A(x).

To establish the existence of the average-cost optimal policies via an optimality
inequality for problems with compact action sets, Schal [19] considered two conti-
nuity conditions W and S for problems with weakly and setwise continuous tran-
sition probabilities, respectively. For setwise continuous transition probabilities,
Hernéndez-Lerma [13] generalized Assumption S to Assumption S* to cover MDPs
with possibly noncompact action sets. For a similar purpose, when transition prob-
abilities are weakly continuous, Feinberg et al. [5] generalized Assumption W to As-
sumption W*,

We recall that a function f: U — R defined on a metric space U is called
inf-compact (on U) if, for every A € R, the level set {v € U: f(u) < A} is com-
pact. A subset of a metric space is also a metric space with respect to the same
metric. For U C U, if the domain of f is narrowed to U, then this function is called
the restriction of f to U.

DEFINITION 7.1 (see [7, Definition 1.1], [3, Definition 2.1]). A function f: X x
A — R is called K-inf-compact if, for every nonempty compact subset K of X, the
restriction of f to IC X A is an inf-compact function.
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Assumption W* ([5], [10], [11], [3]). (i) The function ¢ is K-inf-compact.
(ii) The transition probability ¢(- | z, a) is weakly continuous in (z,a) € X x A.

Assumption S* ([13, Assumption 2.1]). (i) The function ¢(x,a) is inf-compact
in a € A for each z € X.

(if) The transition probability ¢(- | x,a) is setwise continuous in a € A for each
z e X

Let
Mg, = im;gva(:r), Ue (T) = Vo (T) — Ma,
TE
7.2
(7.2) w = 1imTi1nf(1 — a)Mgq, w := limsup(l — a)mg.
a aTl

The function u, is called the discounted relative value function. If either Assump-
tion W* or Assumption S* holds, we consider the following assumption.

Assumption B. (i) w* := inf,ex wi(x) < +00;
(i) supaeqo,1) ta(z) < +o0, ¥ € X.

According to [19, Lemma 1.2(a)], Assumption B(i) implies that m, < +oo for all
a € [0,1). Thus, all of the quantities in (7.2) are defined.

In [5], [19] it was proved that, if a stationary policy ¢ satisfies the average-cost
optimality inequality (ACOI)

(7.3) w+ u(z) > oz, d(x)) + / u()aldy | z,6(), weX,

for some nonnegative measurable function u: X — R, then the stationary policy ¢
is average-cost optimal. A nonnegative measurable function u(x) satisfying inequal-
ity (7.3) with some stationary policy ¢ is called an average-cost relative value function.
The following two theorems state the validity of the ACOI under Assumption W* (or
Assumption S*) and Assumption B.

THEOREM 7.1 (see [5, Corollary 2 and p. 603]). Let Assumptions W* and B hold.
For an arbitrary sequence {a, T 1}nen-, let

(7.4) u(z) ;== lminf wg, (y), zeX.

n—00, Yy—T
Then there exists a stationary policy ¢ satisfying ACOI (7.3) with the function u

defined in (7.4). Therefore, ¢ is a stationary average-cost optimal policy. In addition,
the function u is lower semicontinuous, and

(7.5) wl(z) =w= liﬁ(l — a)ve(z) = li%rll(l —a)mg =W =w", reX
THEOREM 7.2 (see [13, section 4]). Let Assumptions S* and B hold. For an
arbitrary sequence {a, T 1} nen~, let
(7.6) u(z) = liminf u,, (), zeX
n—oo
Then there exists a stationary policy ¢ satisfying ACOI (7.3) with the function u

defined in (7.6). Therefore, ¢ is a stationary average-cost optimal policy. In addition,
(7.5) holds.
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The following corollary to Theorem 7.1 provides a sufficient condition for the
validity of ACOI (7.3) with a relative value function v defined in (7.6).

COROLLARY 7.1. Let Assumptions W* and B hold, and let there exist a sequence
{an 1 1}nen+ of nonnegative discount factors such that the sequence of functions
{Uq, tnen~ is lower semiequicontinuous. Then the conclusions of Theorem 7.1 hold
for the function u defined in (7.6) for this sequence {ap bnenx-

Proof. Since the sequence of functions {uq, }nen+ is lower semiequicontinuous,
the functions u, as defined in (7.4) and (7.6), coincide in view of Theorem 3.1(i).
Corollary 7.1 is proved.

Consider the following equicontinuity condition (EC) on the discounted relative
value functions.

Assumption EC. There exists a sequence {ay, }nen+ of nonnegative discount fac-
tors such that a,, T 1 as n — oo, and the following two conditions hold:

(i) The sequence of functions {u,, }nen+ is equicontinuous;

(ii) there exists a nonnegative measurable function U(z), z € X, such that U(x) >
Uq, (z), n € N*, and [, U(y)q(dy | ©,a) < +oo for all z € X and a € A.

It is known that, if either Assumption W* or [14, Assumption 4.2.1] holds (the
latter one is stronger than Assumption S*), then under Assumptions B and EC there
exist a sequence {a,, T 1},en+ of nonnegative discount factors and a stationary policy
¢ satisfying the average-cost optimality equations (ACOEs)

w* + ux) = e(, §(x)) + / u(y) a(dy | 7, 6(x))
(7.7) ~ min [e(x, o)+ [ utwatdy| = a)]

achA
with u defined in (7.4) for the sequence {a, 1 1}nen+, and the function w is continu-
ous; see [12, Theorem 3.2] for W* and [14, Theorem 5.5.4]. We note that the quantity
w* in (7.7) can be replaced with any other quantity in (7.5).

In addition, since the first equation in (7.7) implies inequality (7.3), every station-
ary policy ¢ satisfying (7.7) is average-cost optimal. Observe that in these cases the
function u is continuous (see [12, Theorem 3.2] for W* and [14, Theorem 5.5.4]), while
under conditions of Theorems 7.1 and 7.2 the corresponding functions v may not be
continuous; see Examples 7.1 and 7.2. Below we provide more general conditions for
the validity of the ACOEs. In particular, under these conditions the relative value
functions v may not be continuous.

Now, we introduce Assumption LEC, which is weaker than Assumption EC. In-
deed, Assumption EC(i) is obviously stronger than LEC(i). In view of the Ascoli
theorem (see [14, p. 96] or [18, p. 179]), EC(i) and the first claim in EC(ii) imply
LEC(ii). The second claim in EC(ii) implies LEC(iii). It is shown in Theorem 7.3
that the ACOEs hold under Assumptions W*, B, and LEC.

Assumption LEC. There exists a sequence {a, }nen+ of nonnegative discount fac-
tors such that o, 11 as n — oo and the following three conditions hold:

(i) The sequence of functions {uq,, tnen+ is lower semiequicontinuous,

(ii) limy,—s 00 Uq, (@) exists for each x € X,

(iii) for each z € X and a € A the sequence {uq, fnen+ is a.ui. wr.t. q(- | z,a).

THEOREM 7.3. Let Assumptions W* and B hold. Consider a sequence {a,T1}nen~
of nonnegative discount factors. If Assumption LEC 1is satisfied for the sequence
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{antnen+, then there exists a stationary policy ¢ such that the ACOEs (7.7) hold
with the function u(z) defined in (7.6).
Proof. Since Assumptions W* and B hold, and {uq, }nen+ is lower semiequicon-

tinuous, Corollary 7.1 implies that there exists a stationary policy ¢ satisfying (7.3)
with u defined in (7.6),

(7.8) w* +u(x) = c(x, ¢(x)) + /XU(Z/) q(dy |z, d(x)).

To prove the ACOEs, it remains to establish the opposite inequality to (7.8).
According to [5, Theorem 2(iv)], for each n € N* and z € X the discounted-cost
optimality equation is

v (2) = itz 0) + an [ v, ()0l | 2,00
acA X

which, by subtracting m, from both sides and by replacing «,, with 1, implies that

for all a € A,

(79 (1— an)ma, + ua, (2) < c(z,a) + /X to, (W) a(dy | 2,0),  TEX.

Let n — oo. In view of (7.5), Assumptions LEC(ii), (iii), and Fatou’s lemma [21,
p. 211}, (7.9) implies that, for all a € A,

(7.10) w* 4+ u(z) < e(z,a) + /Xu(y) q(dy | z,a), zeX

We note that the integral in (7.9) converges to the integral in (7.10) since the sequence
{Uq,, }nen+ converges pointwise to u and is u.i.; see Theorem 2.1. Now by (7.10),

W'+ u(z) < min [c@c, o)+ [ utw)atdy| 5 a>]
(7.11) < olz, $(x)) + / () oldy | . 8(), zEX.

Thus, (7.8) and (7.11) imply (7.7). Theorem 7.3 is proved.

In the following example, Assumptions W*, B, and LEC hold. Hence the ACOEs
hold. However, Assumption EC does not hold. Therefore, Assumption LEC is more
general than Assumption EC.

Ezample 7.1. Consider X = [0, 1] equipped with the Euclidean metric and con-
sider A = {a}. The transition probabilities are ¢(0 | z,aV) = 1 for all 2 € X,
The cost function is ¢(x,a(!)) = I{x # 0}, € X. Then the discounted-cost value
is vo(2) = ua(x) = {z # 0}, @ € [0,1), and = € X, and the average-cost value is
w* = wi(z) =0, x € X. Tt is straightforward that Assumptions W* and B hold.
In addition, since the function u(x) = I{z # 0} is lower semicontinuous but is not
continuous, the sequence of functions {uq,, fnen~ is lower semiequicontinuous but is
not equicontinuous for each sequence {«a;, 1 1},en+. Therefore, Assumption LEC
holds since 0 < uq, () < 1, z € X, and Assumption EC does not hold. Now (7.7)
holds with w* = 0, u(x) = I{x # 0}, and ¢(z) = oV, 2 € X.
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The following theorem states the validity of ACOEs under Assumptions S*, B,
and LEC(ii), (iii).

THEOREM 7.4. Let Assumptions S* and B hold. Consider a sequence {c,, T1}nen-
of nonnegative discount factors. If Assumptions LEC(ii), (iii) are satisfied for the se-
quence {a tnen=, then there exists a stationary policy ¢ such that (7.7) holds with
the function u(zx) defined in (7.6).

Proof. According to Theorem 7.2, if Assumptions S* and B hold, then we have
that

(i) equalities in (7.5) hold,

(ii) there exists a stationary policy ¢ satisfying ACOI (7.8) with the function u
defined in (7.6), and

(iii) for each n € N* and x € X the discounted-cost optimality equation reads as

v (0) = i el ) 4 [ v, ) atdy )]
a€h X

Therefore, the same arguments as in the proof of Theorem 7.3 starting from (7.9)

imply the validity of (7.7) with u defined in (7.6). Theorem 7.4 is proved.

Observe that the MDP described in Example 7.1 also satisfies Assumptions S*,
B, and LEC(ii), (iii). We provide Example 7.2, where Assumptions S*, B, and
LEC(ii), (iii) hold. Hence the ACOEs also hold. However, Assumptions W*, LEC(i),
and EC do not hold.

Ezxample 7.2. Let X = [0,1] and A = {a™}. The transition probabilities are
q(0 | 2,aM) =1 for all 2 € X. The cost function is ¢(x,a!)) = D(z), where D is the
Dirichlet function defined as

D(x) = zeX

0 if x is rational,

1 if x is irrational,
Since there is only one available action, Assumption S* holds. The discounted-cost
value is vo(2) = uq(x) = D(z) = u(z), @ € [0,1), and = € X, and the average-cost
value is w* = wi(x) = 0, x € X. Hence Assumptions B and LEC(ii), (iii) hold.
Therefore the ACOEs (7.7) hold with w* = 0, u(x) = D(x), and ¢(z) = aV), z € X,
Thus, the average-cost relative function u is not lower semicontinuous. However,
since the function c(z,a)) = D(z) is not lower semicontinuous, Assumption W*
does not hold. Since the function u(x) = u(z) = D(zx) is not lower semicontinuous,
Assumptions LEC(i) and EC do not hold either.
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