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1. Introduction

Value and policy iteration algorithms are the major tools for
solving infinite-horizon discounted Markov decision processes
(MDPs). Policy iteration algorithms also can be viewed as imple-
mentations of specific versions of the simplex method applied
to linear programming problems corresponding to discounted
MDPs [6,17]. Ye [17] proved that for a given discount factor the
policy iteration algorithm is strongly polynomial as a function of
the total number of state-action pairs. Kitahara and Mizuno [7]
extended Ye’s [17] results by providing sufficient conditions for
strong polynomiality of a simplex method for linear program-
ming, and Scherrer [13] improved Ye’s [17] bound for MDPs. For
deterministic MDPs Post and Ye [10] proved that, for the version
of policy iterations improving the policy at one state at each
iteration, there is a polynomial upper bound on the number of
operations, which does not depend on the value of the discount
factor. Feinberg and Huang [4] showed that value iterations are
not strongly polynomial for discounted MDPs. Earlier Tseng [16]
proved weak polynomiality of value iterations.

In this note we show that the value iteration algorithm com-
putes e-optimal policies in strongly polynomial time for a given
¢, discount factor, and spread of the reward functions. This is
an important observation because value iterations are broadly
used in applications, including reinforcement learning [1,2,15],
for computing nearly optimal policies.
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Let us consider an MDP with a finite state space X = {1,
2, ..., m} and with a finite nonempty set of actions A(x) available
at each state x € X. Each action set A(x) consists of k, actions.
Thus, the total number of actions is k = Y ., ky, and this number
can be interpreted as the total number of state-action pairs. Let
o € [0, 1) be the discount factor. According to [13], Howard’s
version of the policy iteration algorithm finds an optimal policy
within N/'(«) iterations, and each iteration requires at most N/!
operations with

1 1 k 1
N (@) == (k — ——log— | = 1
o) = (k m)lrl—a Ogl—oc—‘ O<l—a 0g1—oz>7
Ny = 0 (m® + mk). (1.1)

This paper shows that for each ¢ > 0, the value iteration
algorithm finds an e-optimal policy within N,V’(e) iterations, and
each iteration requires at most Ng’ operations, where

(1—a)e

log s
N,w(e)(a) = max i ’7[1':);“(;"‘)"]—‘ i 1] , NJ:=o0(@mk), (12)

where R and V are the constants defined by a one-step reward
function r and a function of terminal rewards v°. In addition,
N,VI(E)(a) is non-decreasing in « € [0, 1).

To define the values of R and V, let us denote by sp(u) the span
seminorm of u € R™, where R™ is an m-dimensional Euclidean
space,

sp(u) := max u(x) — min u(x).
xeX xeX

The properties of this seminorm can be found in [11, p. 196].


https://doi.org/10.1016/j.orl.2020.07.001
http://www.elsevier.com/locate/orl
http://www.elsevier.com/locate/orl
http://crossmark.crossref.org/dialog/?doi=10.1016/j.orl.2020.07.001&domain=pdf
mailto:eugene.feinberg@stonybrook.edu
https://doi.org/10.1016/j.orl.2020.07.001

544 E.A. Feinberg and G. He / Operations Research Letters 48 (2020) 543-548

Let r(x, a) be the reward collected if the system is at the state
x € X and the action a € A(x) is chosen. Let v°(x) be the reward
collected at the final state x € X. Then

V = sp(x°). (1.3)
We denote by

vl(x) := max r(x, a),

x eX, (1.4)
acA(x)

the maximal one-step reward that can be collected at the state x.
Then

R := sp(v') = max max r(x, a) — min max r(x, a). (1.5)
xeX aeA(x) xeX aeA(x)

Observe that

R < sp(r) := max max r(x, a) — min min r(x, a).
xeX aeA(x) xeX aeA(x)

Of course, the total number of operations to find an ¢-optimal
policy is bounded above by N,V’(e)(a)-N(‘)” for the value iteration al-
gorithm. The total number of operations to find an optimal policy
is bounded above by N/'()-N{! for the policy iteration algorithm.
Each iteration in the policy iteration algorithm requires solving a
system of m linear equations. This can be done by Gaussian elim-
ination within O(m?®) operations. This is the reason the formula
for N} in (1.1) depends on the term m?, which can be reduced to
m® with w < 3 by using contemporary methods for solving linear
equations. For example, w = 2.807 for Strassen’s algorithm [14].
According to [8], the best currently available w = 2.37286, but
this method of solving linear equations is impractical due to the
large value of the constant in O.

Bounds in (1.1) and (1.2) can be used to compare upper bounds
on computational complexities for finding an optimal policy by
policy iterations and for finding an e-optimal policy by value
iterations. The upper bound for the former is N/'(a) - N =
O(m3k + mk?), and, if the spread R of one-step rewards does not
grow with the size of the problem, then the upper bound for the
latter is N,w(g)(a) - N§! = O(mk) (the constant V is controlled by
the algorithm, and € and « do not depend on m and k). The latter
bound is asymptotically better than the former.

The upper bounds N,V’(e)(a) and N/'(«) on the number of
iterations increase in «. Therefore, an upper bound on the number
of iterations for some o* € [0, 1) is also the bound for all discount
factors @« € [0, @*). In addition to (1.2), more accurate upper
bounds on the number of iterations for computing e-optimal
policies by value iterations are presented in (3.5), (3.8), and (3.10).
However, the bounds in (3.5) and (3.8) depend on the additional
constant y defined in (3.4), and finding y requires additional
computations. Bounds (3.5) and (3.10) may not increase in @ €
[0, 1), and, as Example 1 demonstrates, it is possible that these
upper bounds for some « € [0, 1) are not upper bounds on the
number of iterations for a smaller discount factor.

As is well-known and clear from (1.1) and (1.2), the number of
operations at each step is larger for the policy iteration algorithm
than for the value iteration algorithm. If the number of states m is
large, then the difference (N5 —N}") can be significant. In order to
accelerate policy iterations, the method of modified policy itera-
tions was introduced in [12]. This method uses value iterations to
solve linear equations. As shown in Feinberg et al. [5], modified
policy iterations and their versions are not strongly polynomial
algorithms for finding optimal policies.

2. Definitions
Let N and R be the sets of natural numbers and real numbers

respectively. For a finite set E, let |[E| denote the number of
elements in the set E. We consider an MDP with a finite state

space X = {1, 2,...,m}, where m € N is the number of states,
and nonempty finite action sets A(x) available at states x € X. Let
A = |J,x A(x) be the action set. We recall that k = ), _, |A(x)|
is the total number of actions at all states or, in slightly different
terms, the number of all state-action pairs. For each x € X, if
an action a € A(x) is selected at the state x € X, then a one-
step reward r(x, a) is collected and the process moves to the next
state y € X with the probability p(y|x, a), where r(x, a) is a real
number and Zyex p(y|x,a) = 1. The process continues over a
finite or infinite planning horizon. For a finite-horizon problem,
the terminal real-valued reward v°(x) is collected at the final state
xeX

A deterministic policy ¢ is a mapping ¢ : X — A such that
¢(x) € A(x) for each x € X, and, if the process is at a state
x € X, then the action ¢(x) is selected. An arbitrary policy w
can be randomized and history-dependent; see e.g., Puterman
[11, p. 154] for definitions of various classes of policies. In partic-
ular, a nonrandomized Markov policy ¢ is defined by a sequence
of mappings (¢ )r=o,1,... such that ¢; : X > A with ¢(x) € A(x)
forallx e Xand t =0, 1, .... We denote by I7, M, and F the set
of all policies, Markov nonrandomized policies, and deterministic
policies respectively; F ¢ M C I1.

Let o € [0, 1) be a discount factor. For a policy = € IT and for
an initial state xo = x, the expected total discounted reward for
an n-horizon problem is

n—1

Uy o (X) = Ey |:Z alr(xe, a;) + oz”vo(xn)j| , neN, xeX,
t=0

and for the infinite-horizon problem it is
o0

v (x) := Ef Zatr(xt, a;), xeX,
t=0

where E7 is the expectation defined by the initial state x and the
policy 7, and where x; and a, are states and actions at epochs
t =0, 1,.... The value functions are defined for initial states x € X
as

Uno(X) :=sup vy (%), neN, xeX, (2.1)

mell

for n-horizon problems, and

vo(X) == sup vy (x), xeX, (2.2)

well
for infinite-horizon problems. Note that v} , = vg, = v° for all
o e[0,1)and 7 € IT. ’

A policy 7 is called optimal (n-horizon optimal forn =1, 2,...)
if V7 (%) = vu(x) (v ,(X) = vne(x) for all x € X It is well-
known that for discounted MDPs with finite action sets there
exist nonrandomized Markov optimal policies for finite-horizon
problems and deterministic optimal policies for infinite horizon
problems; see [11, p. 154]. Therefore, (2.1) and (2.2) can be
TeWritten as vnq(X) = SUP,cyy Vo(X) and ve(X) = supyer v2(x)
respectively.

A policy 7 is called e-optimal for € > 0 if v (x) > v,(x)—€ for
all x € X. A 0-optimal policy is optimal. The objective of this paper
is to estimate the complexity of the value iteration algorithm for
finding a deterministic e-optimal policy for € > 0. The rest of this
paper deals only with deterministic policies.

3. Main results

For a real-valued function v : X — R, let us define

Tou(x) =r(x,a)+ « Zp(y|x, au(y), xe€X, acAkx). (3.1)
yex
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We shall use the notation T¢v(x) := T#®y(x) for a deterministic
policy ¢. For v : X — R we also define the optimality operator
T,

T,v(x) = 52,%,)5 TSu(x),

xeX. (3.2)

Every real-valued function v on X can be identified with a vector
v = (v(1),...,v(m)). Therefore, all real-valued functions on X
form the m-dimensional Euclidean space R™.

For each n € N and all v° € R™, the expected total discounted
rewards vf,b, « and v? satisfy the equations
U,‘f’a =T%?

a “n—1,a°

vfl’ =T%?

o Ca?

the value functions vy, o, v, satisfy the optimality equations

Una = Tavn—l,av Vg = Tava’

and value iterations converge to the infinite-horizon expected
total rewards and optimal values
vg’ = lim (To‘f)nvo = T%?

o o’
" 0 (3.3)
Ve = lim (T,)"v" = lim v, 4 = T,v,,
n—oo n—oo

and a deterministic policy ¢ is optimal if and only if Tff Vg = TyVy;
see, e.g., [3], [11, pp. 146-151]. Therefore, if we consider the
nonempty sets

Au(x) = {a € A(X) : vo(X) = Tyva(X)},

then a deterministic policy ¢ is optimal if and only if ¢(x) € Ay(x)
for all x € X.

For a given ¢ > 0, the following value iteration algorithm
computes a deterministic e-optimal policy. It uses a stopping
rule based on the value of the span sp(v, o — vp—1,4). As men-
tioned in [11, p. 205], this algorithm generates the same number
of iterations as the relative value iteration algorithm originally
introduced to accelerate value iterations.

Algorithm 1 (Computing a Deterministic e-optimal Policy by Value
Iterations).

ForgivenMDP, discountfactora € (0, 1), andconstante > 0 :

1. selectavectoru := v° € R™andaconstant

‘1 —
A > ae (e.g., chooseA := €/a);

1—«a

2. whileA > ecomputev = Tyu, A := sp(u — v)andset

u* .= u, u ;= vendwhile;
3. chooseadeterministicpolicygsuchthat

v = T?u*; thispolicyise —optimal.

If @ = 0, then a deterministic policy ¢ is optimal if and only
if r(x, ¢(x)) = maxqean){r(x, a)}. As is well-known, Algorithm 1
converges within a finite number of iterations (e.g., this follows
from (3.3)) and returns an e-optimal policy ¢ (e.g., this follows

from [11, Proposition 6.6.5]).
Following Puterman [11, Theorem 6.6.6], let us define

Yy = max [1—2 min{p(le,a),p(ZIy,b)}] (34)
x,yex
acA(x),beA(y) zeX

We notice that 0 < y < 1. If y = 0, then p(z|x, a) = p(z|y, b)
for all x,y,z € X and a € A(x),b € A(y), which implies that
all deterministic policies have the same transition probabilities.
Therefore, a deterministic policy ¢ is optimal if and only if it
maximizes the one step reward at each state, that is, r(x, ¢(x)) =

MaXqea {r(x, a)}. If an MDP has deterministic transition prob-
abilities and there are two or more deterministic policies with
nonidentical transition matrices, then y = 1.

Finding the value of y requires computing the sum in (3.4) for
all couples {(x, a), (y, b)} of state-action pairs such that (x, a) #
(v, b). The total number of such couples is k(k—1)/2 = O(k?). The
number of arithmetic operations in (3.4), which are additions, is
m for each couple. Therefore, the straightforward computation of
y requires O(mk?) operations, which can be significantly larger
than the complexity to compute a deterministic e-optimal policy,
which is the product of N,W(E)(a) and N} defined in (1.2). Puter-
man [11, Eq. (6.6.16)] also provides an upper bound y’ € [y, 1],
where y’ :=1— 3", o MiNyex qenx) P(2]X, a), whose computation
requires O(mk) operations.

Fora € (0,1), y € (0,1], € > 0, and sp(vy, — v°) > 0, we
define

1—a)e
log S;(Ul.alzo)

n*(a) := max oglay)

(3.5)

In addition to «, the values of n*(«) depend also on other param-
eters presented in (3.5). If all the parameters are fixed in (3.5),
except s := sp(vy, — v°), then n*(er) = 1 when s is close to 0. So,
we set n*(a) = 1 when sp(vy, — v°) = 0. If all the parameters
are fixed except y, then the function n*(«) has the property that
it has a right limit in y at y = 0. We set n*(«) equal to this limit
if y = 0. It is easy to see that n*(«) € {1, 2} if y = 0. It is easy to
see that the functuion n*(«) is non-decreasing in y € [0, 1].

Theorem 1. For ¢ € (0,1) and € > 0, Algorithm 1 finds a
deterministic e-optimal policy within no more than n*(«) iterations.
In addition, each iteration uses at most O(mk) operations.

Proof. As follows from (3.1) and (3.2), each iteration uses at
most O(mk) arithmetic operations. Let n be the actual number of
iterations. According to its steps 2 and 3, the algorithm returns
the deterministic policy ¢, for which v, 4 = Tyvy 1.4 = TPV5 1.4,
and

1—«a

Sp(Tavnfl,a - Un—l.a) < €.

o

In view of [11, Proposition 6.6.5, p. 201], this ¢ is e-optimal.
By [11, Corollary 6.6.8, p. 204],

Sp(vn,a - vn—],a) = (“V)n_l Sp(vl,a - vO). (36)
Therefore, the minimal number n € N satisfying
1-—
(@) sp(vrg — %) < e (37)
o

leads to the definition of n*(«) in and below (3.5). O

Given a discount factor «, formula (1.1) provides an upper
bound on the number of iterations for a policy iteration algorithm
for all discount factors smaller than or equal to «. This is true
because this bound is monotone increasing in the discount factor
«. Therefore, monotonicity of the bound in the discount factor is a
desired property. The following example shows that bound (3.5)
may be exact, and it may not be monotone. As shown in Post
and Ye [10], the version of policy iterations changing the policy
at each iteration at one state has strongly polynomial bounds for
deterministic MDPs. Example 1 also shows that this is not true
for Algorithm 1.

Example 1. This example shows that the bound in (3.5) can be
exact, and it may not be monotone in the discount factor. Let the
state space be X = {1, 2, 3}, and the action space be A = {b, c}.
Let A(1) = A, A(2) = A(3) = {b} be the sets of actions available



546 E.A. Feinberg and G. He / Operations Research Letters 48 (2020) 543-548

at states 1, 2, and 3 respectively. The transition probabilities are
given by p(3|1, b) = p(2|1,c) = p(2|2,b) = p(3|3,b) = 1. The
one-step rewards are r(1,b) = r(1,¢) = 0,r(2,b) = 1, and
r(3,b) = —1; see Fig. 1.

We set v0(1) = 1, v°%(2) = 2, v°(1) = —2. As discussed above,
y = 1 for this MDP with deterministic transitions. Straightfor-
ward calculations imply that

n n n
Uno = an+§ :O[k, an+§ :Olk, —O["—} :Otk ,
k=1 k=0 k=0
—1’ 2a" — an—l’ —2a" + an—l) ,
n—1 n—1 0
SP(Vna = Vn-1.0) = 20" 200 — 1] = " "sp(v1,4 — v7),

where the ith coordinates of the vectors correspond to the states
i = 1,2, 3. The last displayed equality implies that inequality
(3.6) holds in the form of an equality for this example. Therefore,
the bound in (3.5) is also the actual number of iterations executed
by Algorithm 1 for this MDP, which is

lo g (1—a)e
n*(oz):max”rzlz"‘1| 1
log o

for @ # 0.5 and € > 0. If « = 0.5, then Algorithm 1 stops after
the first iteration. Let ¢ = 0.02. Then n*(0.24) = 3, n*(0.47) =4
and n*(0.48) = 3, which shows that n*(«) is not monotone in «.
It is easy to see that lim, ~ n*(a) = 00. O

Let us consider the vector v! € R™ defined in (1.4). The
following theorem presents a bound which is slightly worse than
the bound in Theorem 1, but it monotonically increases in the
discount factor «.

n n
Una — Vn-10 = (20" —a

Theorem 2. Let o € (0, 1). For fixed ¢ > 0,y € (0, 1], and v°,
v! € R™ such that sp(v!) + sp(v®) > 0, Algorithm 1 finds a
deterministic e-optimal policy after a finite number of iterations
bounded above by

(1—a)ey

log ——poer
F(or) = max | | — om0 | g1 (38)
log(ay)

Furthermore, the function F(«) defined in (3.8) for « € (0, 1) has

the following properties for an arbitrary fixed parameter y € (0, 1]:

(a) limF(a) =1, limF(a) = +o0;
al0 atl

(b) F(«) is non-decreasing in «.

Proof. By (3.1) and (3.2),

v1,4(%) = max !r(x, a)+a ) plylx, a)vO(y)}

acA(x) yex

IA

max {r(x, a)+a Zp(y|x, a) r;leaxx vo(z)}

acA(x) yex

= max r(x, a) + o max v°(z).
acA(x) zeX

Similarly, vq,(X) > maXgear) r(X, a) + o Mingex v%(z). Therefore,

SP(V1a) = MaX v1,¢(X) — MiN vy,4(X)

< max max r(x, a) + o max v9(2)
xeX aeA(x)

— min max r(x, a) — « mm v(2)
xeX aeA(x)

= sp(v") + asp(v?).
By the properties of seminorm provided in [11, p. 196],

sp(via — %) < sP(v14) +5p(v°) < sp(v!) + (1 + a)sp(v?), (3.9)

which together with ay € [0, 1) and definitions of F(«), n*(«) in
(3.5), (3.8) implies F(a) > n*(a).

The formulae in (a) follow directly from (3.8). To prove (b),
we recall that R = sp(v!) and V = sp(v°); see (1.5) and (1.3). By

the assumption in the theorem, R + (1 + «)V > 0. The function

log R(la?;))/v is decreasing in « € (0, 1), and the function log(ay)
is negative and increasing in « € (0, 1). Thus, the function
(1—a)ey
(o) = log 7 R(1+a)V
log(ay)
is increasing when log R(l(]‘f:;))’v < 0, which is o > “:R;V. This

implies that F(«) is increasing on the interval (b, 1), where b :=
max{<2=2=Y 0}. Thus, if v % < 0, then the theorem is proved.

ey+V
Now let E”yivv > 0. For every a € (0, E’;}#] we have that
(1—a)ey

log Rty = 0, which implies f(a) < 0. In view of (3.8),

F(a) = max{[f(«)],1} = 1forall « € (0, %] Therefore, we

conclude that the function F(«) is non- decreasmg on(0,1). O

As explained in the paragraph preceding Theorem 1, it may
be time-consuming to find the actual value of y for an MDP. The
following corollary provides the bounds that do not use y.
Corollary 1. Let « € (0, 1). For a fixed € > 0, if sp(v!)+sp(v°) > 0
then

l og (1—a)e
n*(a) < N¢() := max M , , (3.10)
log o
log (1—a)e
F(a) < N"(a) := max {W Y @I

and N<(a) < N/ ().

Proof. We recall that n*(«) is defined as the smallest n € N
satisfying (3. 7) The right-hand 51de 0f(3 10) is the smallestn € N
satisfying o™ Isp(vi o — 1°) < =%¢. Since 0 < ay < «, the
inequality in (3.10) holds. The mequahty 1n (3.11) holds because
of the similar reasons, where F(a ) and N )( ) are the smallest
n e N satisfying (ay)""! [sp(v!) + (1 + a)sp(vo)] < 1;70[6 and
o™ [sp(v!) + (14 a)sp(v°)] < =%¢ respectively. The inequality
N¢(a) < N/"() follows from (3.9). O

Remark 1. If y = 1in (3.8), then N;")(a) = F(«). Therefore,

(
the function N,V 1©) also satisfies properties (a) and (b) stated in
Theorem 2.

We notice that, if the function F from (3.8) is minimized in
v0, then the smallest value is attained when sp(v°) = 0, that is,
v® = const. The following corollary provides upper bounds for

v® = const including v° = 0.
Corollary 2. Let o € (0,1), y > 0 and let v° = const. If sp(v!)

> 0, then Algorithm 1 finds a deterministic e-optimal policy after a
finite number of iterations bounded above by

log U=er log U=
Fr(a) = max | | — 200 | g} < max | 20| g
log(ay) log o

Proof. This corollary follows from (3.11). O

Example 2. This example illustrates the monotonicity of the
upper bound F(«) for computing ¢-optimal policies and non-
monotonicity of the number of calculations to find an optimal
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—>b

Number of Iterations

50

0.1 0.2 0.3 0.4

Discount Factor a

VI(1075) .

Fig. 3. Exact numbers of iterations for finding optimal policies and N, in Example 2. (Numbers of iterations are integers, and the graphs display step functions.
This figure is generated by the Matlab, and the graphs are automatically smoothened to clarify comparisons.)

policy by value iterations. The following MDP is taken from [4].
Let the state space be X = {1, 2,3} and the action space be
A = {b,c}. Let A(1) = A, A(2) = A(3) = {b} be the sets of actions
available at states 1, 2, 3 respectively; see Fig. 2. The transition
probabilities are given by p(2|1,c) = p(3]|1,b) = p(2|2,b) =
p(3|3,b) = 1. The one-step rewards are r(1,b) = r(2,b) =
0,7(3,b) = 1, and r(1,c) = 1 — exp(—M) where M > 0. We
set v%(x) = 0 for x € X.

As shown in [4], for « = 0.5 the number of value iterations
required to find an optimal policy increases to infinity as M
increases to infinity. This shows that the value iteration algorithm
for computing the optimal policy is not strongly polynomial.
However, sp(v!) = 1 does not change with the increasing M in
this example. As follows from Corollary 2, for fixed ¢ > 0 and
a € (0, a*] with «* € (0, 1), the number of required iterations
N,V 1) for Algorithm 1 is uniformly bounded no matter how large
M is; see Fig. 3. O

Let N(«) be the exact number of iterations required for com-
puting an optimal policy by value iterations with discount factor
«. Lewis and Paul [9] provide examples of MDPs for which N(«)
could be unbounded for discount factor bounded away from 1.
In other words, there may exist « € (0,1) and a sequence
of discount factors {op}n—o,1,.. such that lim, ., = & and
limp_, o, N(ay) = o0. Here we provide a significantly simpler
example.

Example 3. This example shows that exact number of value
iterations to compute an optimal policy may be unbounded on
any neighborhood of some discount factor &« € (0, 1). Consider
an MDP with the state space X = {1, 2, 3}, with the action

space A = {b, c}, and with the sets of actions A(1) = A and
A(2) = A(3) = {b} available at states 1, 2, and 3 respectively;
see Fig. 4. The transition probabilities are given by p(2|1,c) =
p(3]|1,b) = p(2|2,b) = p(3|3, b) = 1. The one-step rewards are
r(l,c)=r(2,b)=1,r(1,b)=2,and r(3,b) = 0.

We set v2(x) = 0 for x € X. There are only two deterministic
policies denoted by ¢ and v, which differ only at state 1 with
#(1) = c and ¥(1) = b. Observe that v¢(x) = vff(x) = v,(x) for
x = 2, 3. Hence, to compare ¢ and ¥, we only need to consider
the value function of initial state 1. In addition,

o0
1
21)=) o = Y(1)=2
Ua( ) k_oa 1—()[’ Ua( ) )

which shows that v is optimal for « € [0, 0.5], and ¢ is optimal
for @ € [0.5, 1). Now let us see which policy value iterations pick
at the nth iteration. Clearly v, (3) = 0 and v, 4(2) = Z}:O] o' for
alln € N.If n = 1,2, then v,4(1) = 2, and value iterations
always select policy . For n > 3, let 8, € (0, 1) such that
Z;:Ol (B2) = 2. Notice that 0.5 < B, < 1, B, strictly decreases
in n, and lim,_, o, B, = 0.5. Thus, by (3.2) we have

n—-2
Una(1) = max{l +azaf,2+o}
i=0
_ 2, if ¢ € (0, Bul;
S X o ifa B 1),
If & € (0, 1), then at the nth value iteration policy ¢ is selected
if vo(1) = Z?;Ol a' > 2. Therefore, the definition of 8, implies
that for each o € (Bny1, Bn) value iterations select the optimal
policy ¢ for the first time at the (n + 1)th iteration. Hence

forn > 3.
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—>b

Fig. 4. MDP diagram for Example 3.

3(Br+1 + Bn) = 0.5 as n — oo. Thus

lim;_ oo N(oty) = 00, and & := lim_,c ¢, = 0.5. O

val
res

ily

Examples 2 and 3 represent the main difficulties of running
ue iterations for computing optimal policies. Nevertheless, the
ults of this paper show that these difficulties can be eas-
overcome by using value iterations for computing e-optimal

policies.
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