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Ozone (03) is a potent oxidant associated with adverse health effects. Low-cost O3 sensors, such as metal
oxide (MO) sensors, can complement regulatory O3 measurements and enhance the spatiotemporal
resolution of measurements. However, the quality of MO sensor data remains a challenge. The University
of Utah has a network of low-cost air quality sensors (called AirU) that primarily measures PM; 5 con-
centrations around the Salt Lake City valley (Utah, U.S.). The AirU package also contains a low-cost MO
sensor ($8) that measures oxidizing/reducing species. These MO sensors exhibited excellent laboratory
response to O3 although they exhibited some intra-sensor variability. Field performance was evaluated
by placing eight AirUs at two Division of Air Quality (DAQ) monitoring stations with O3 federal equiv-
alence methods for one year to develop long-term multiple linear regression (MLR) and artificial neural
network (ANN) calibration models to predict O3 concentrations. Six sensors served as train/test sets. The
remaining two sensors served as a holdout set to evaluate the applicability of the new calibration models
in predicting O3 concentrations for other sensors of the same type. A rigorous variable selection method
was also performed by least absolute shrinkage and selection operator (LASSO), MLR and ANN models.
The variable selection indicated that the AirU’s MO oxidizing species and temperature measurements
and DAQ’s solar radiation measurements were the most important variables. The MLR calibration model
exhibited moderate performance (R? = 0.491), and the ANN exhibited good performance (R? = 0.767) for
the holdout set. We also evaluated the performance of the MLR and ANN models in predicting O3 for five
months after the calibration period and the results showed moderate correlations (R®s of 0.427 and
0.567, respectively). These low-cost MO sensors combined with a long-term ANN calibration model can
complement reference measurements to understand geospatial and temporal differences in O3 levels.
© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

admissions (Anenberg et al., 2010; Cooper et al., 2019; Sousa and
Martins, 2013). Government organizations typically measure O3

Ground level ozone (03) is produced by chemical reactions of
gaseous precursors in the presence of sunlight. The highly reactive
nature of O3 makes this gas a potent oxidant, detrimental to human
health, vegetation, and ecosystem productivity. Epidemiological
studies show that Os is a significant risk factor for increased mor-
tality, exacerbations of respiratory diseases and increased hospital
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concentrations from sparsely distributed air quality monitoring
stations equipped with highly accurate regulatory instruments.
However, these instruments are expensive and cumbersome to
maintain, restricting the number of instruments that can be
deployed. Consequently, these instruments are unable to accurately
capture the spatiotemporal variability of O3 concentrations in ur-
ban areas (Kouvarakis, 2002; Park and Kwan, 2017; Tzortziou et al.,
2015). One strategy to enhance the geospatial resolution of O3
measurements is by adding low-cost sensors to complement the
existing conventional monitoring networks. A network of low-cost
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electrochemical or gas-sensitive semiconductor sensors (two
common inexpensive strategies for estimating/inferring ozone)
would provide higher temporal and spatial resolution (Schneider
et al.,, 2017).

One of the major challenges with using low-cost O3 sensor
networks is the accuracy of the sensor data in deployed conditions.
Most of the low-cost sensor manufacturers do not calibrate the
sensors or if they do, the calibration takes place in a laboratory
chamber which may not reflect the behavior of the sensors under
real-world conditions (Castell et al., 2017; Ferrer-cid et al., 2019).
Therefore, the sensor technical information that the manufacturers
provide is often not sufficient, and field calibration is needed to
ensure the suitability of the sensors for the intended application.
Field calibration of the low-cost O3 sensors has some limitations.
The sensors may exhibit cross-sensitivity with other ambient pol-
lutants, such as NO, (Mead et al,, 2013; Peterson et al., 2017).
Moreover, these low-cost sensors may also be affected by meteo-
rological factors, including relative humidity (RH) and temperature
(Hitchman et al., 1997; Masson et al., 2015; Peterson et al., 2017).
Another limitation associated with these low-cost sensors is that
they may drift over time (Masson et al., 2015).

Since the deconvolution of the effects of meteorological factors,
cross-sensitivity, and stability on the performance of the low-cost
sensors is complex, there has been an increased interest in using
sophisticated calibration methods, such as computational
modeling. Many studies (Hagan et al., 2018; Malings et al., 2019;
Spinelle et al., 2015; Zimmerman et al., 2018) collocated low-cost
sensors with a reference monitor for a few weeks and used these
advanced methods to establish calibration models for the low-cost
sensors. The choice of calibration model depends on the behavior of
the low-cost sensor response in comparison to the collocated
reference monitor. Multiple linear regression (MLR) models are
used when the sensor shows a linear response in comparison to a
collocated reference monitor (Hagan et al., 2018). Barcelo-ordinas
et al. (2019) calibrated 136 MO sensors by collocating them with
reference ozone monitors in Spain and Italy over the time period of
three to four weeks using the MLR method. The results indicated
good calibration estimates (root mean square error, RMSE, of
3.97—12.2 ppb); however, the model produced less accurate pre-
dictions over the long-term (three months, RMSE up to
20.4—22.9 ppb). When the low-cost O3 sensor shows a nonlinear
behavior, more complex machine learning models such as artificial
neural network (ANN, Spinelle et al., 2015), K-nearest neighbors
(Hagan et al., 2018), Gaussian process regression (GPR; Malings
et al,, 2019), random forest (RF, Zimmerman et al.,, 2018), and
support vector regression (SVR; Esposito et al., 2016) have been
implemented to calibrate the sensors. Esposito et al. (2016) per-
formed air pollution field calibration (for NO, NO,, and O3) using
ANN and SVR and compared these models to MLR and GPR using
four weeks of data. Their results demonstrated that in the case of
nonlinearity in the sensors responses, SVR and ANN performed
better than MLR and GPR at the expense of higher computational
resources.

One of the main challenges with the current sensor calibration
models for O3 is that the time period of the training phases is
limited, i.e., few weeks. Therefore, computational models devel-
oped in previous studies show high uncertainties in predicting
long-term O3 concentrations, likely in part because the meteoro-
logical conditions change over time (Malings et al., 2019; Spinelle
et al., 2015; Zimmerman et al., 2018). Moreover, it is cumbersome
to co-locate numerous low-cost O3 sensors with a reference
monitor in the field and establish a calibration model for each
sensor; therefore, another key challenge is whether a model that is
developed to calibrate an O3 sensor can be used to calibrate other
sensors of the same type. This study addresses these challenges by

developing two generic calibration models (MLR and ANN) that
consider intra-sensor variability utilizing six inexpensive MO sen-
sors ($8) over an extended period of time (one year) as well as
assessing the capability of the models to apply to other sensors of
the same type. Developing a long-term calibration model appli-
cable to multiple sensors of the same type facilitates the calibration
of large number of low-cost sensors before deploying them in a
network of sensors.

2. Materials and methods

The University of Utah has a working network of more than 100
low-cost air quality sensors Salt Lake City valley (Utah, the United
States of America) using a sensor package named AirU (Becnel et al.,
2019b; Kelly et al., 2017; Sayahi et al., 2019a, 2019b). This network
focuses primarily on gathering and communicating particulate
matter concentrations (AQ&U, 2019). The AirU package includes an
inexpensive MO sensor ($8), specifically designed to detect NO,
and CO, although the NO, and CO sensors are capable of measuring
oxidizing (OXajry) and reducing (RDajry) species, respectively. In
this study, we first evaluated the effectiveness of this MO sensor in
measuring O3 (because Os is also a strong oxidant) in laboratory
settings using simple models such as linear and Langmuir models.
Then, we collocated eight AirU packages with reference monitors in
the field at two state monitoring stations over a one-year period.
Before applying any sophisticated method, we utilized linear and
Langmuir models to calibrate the eight MO sensors. Then, we used
the measurements from six AirU packages as well as the reference
monitors during the one-year calibration period to develop long-
term MLR and ANN calibration models for the AirU packages to
predict O3 concentrations. The data gathered from the other two
sensors were used to assess the applicability of the developed
calibration models in estimating ozone concentrations for other
sensors of the same type. We also assessed the performance of the
two models for 5 months after the calibration period. Table 1
summarizes the nomenclature and variables used in this study.

2.1. AirU package

The AirU package integrates several meteorological and air
quality sensors into a single package. Airborne particulate matter is
measured with a Plantower PMS3003 optical light-scattering par-
ticle counter. The PMS3003 reports PMy, PM; 5, and PMyq (partic-
ulate matter less than 1, 2.5, and 10 pm and denoted by PMj aju,
PM2> 5 airu, and PMig airu, respectively) concentrations in pg/m>. The
values are sent from the PMS3003 to the Espressif ESP32 micro-
controller (MCU) at approximately 1-s intervals via the Universal
Asynchronous Receiver-Transmitter (UART) communication pro-
tocol. The AirU incorporates a Texas Instruments HDC1080 digital
temperature (Taj;y) and RH (RHaju) sensor, and the MCU periodi-
cally (every minute) polls temperature and RH data using the Inter-
Integrated Circuit (I2C) communication protocol. The AirU also in-
corporates a Quectel L72 GPS module for global positioning and
atomic time synchronization via the GPS Real-time Clock.

The AirU also collects oxidizing and reducing gas concentra-
tions, and reports them as NO, and CO readings, using an SGX MiCS
4514 MO sensor, which is an n-type SnO, semiconductor sensor.
The operating principle behind the MiCS 4514 relies on two sensing
elements doped with a tin oxide variant that attracts and reacts to
either oxidizing or reducing species. Reducing gasses that collect on
the sensing element will reduce the resistance of the element.
Conversely, oxidizing gasses that collect on the sensing element
will increase the resistance of the element. The two sensing ele-
ments are connected to two independent voltage divider circuits.
The outputs of the voltage dividers are buffered by preamplifiers
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Table 1
The nomenclature and variables.
Abbreviation Definition
ADC Analog-to-digital converter
AirU University of Utah sensor package
ANN Artificial neural network
AQ&U University of Utah network of low-cost air quality sensors
B Bias
Cq, C2, and c3 Langmuir model constants
DAQ Utah Division of Air Quality
EPA Environmental Protection Agency
GPR Gaussian process regression
12C Inter-integrated circuit
LASSO Least absolute shrinkage and selection operator
LOD Limit of detection
MLR Multiple linear regression
MO Metal oxide
MSE Mean squared error
N Number of data points
N-FET N-channel metal-oxide field-effect transistor
O3 Ozone
O3paq DAQ ozone
03,pA0i True ozone value
03,0A0:t True ozone value at time t
03 pred,i Predicted ozone output value
O3 pred.t Predicted ozone output value at time t
OXairu AirU oxidizing species

P Precision

PM1 airu Particulate matter less than 1 um
PMj0 airu Particulate matter less than 10 pum
PM 5 airu Particulate matter less than 2.5 um
RDairu AirU reducing species

RF Random forest

RHairu AirU relative humidity

RHpaq DAQ relative humidity

RMSE Root mean square error

SD Standard deviation

SRpag DAQ solar radiation

SVR Support vector regression

Tairu AirU temperature

Tbaq DAQ temperature

UART Universal asynchronous receiver-transmitter

before being fed into two channels of a Texas Instruments ADS1015
12-bit delta-sigma analog-to-digital converter (ADC) integrated
circuit. The ADS1015 provides 1 milli-Volt noise-free resolution
with a 5 V analog reference and a low-pass filter with a cutoff
frequency of 10 kHz. 12-bit values (0—4096) are read from the two
ADS1015 channels via I12C by the ESP32 host MCU, where they are
either stored or sent to an online database. The reducing circuit
uses an external 82 Ohm resistor in the voltage divider, and the
oxidizing circuit uses an external 82 Ohm resistor in series with a 51
Ohm resistor, for a total of 133 Ohms of resistance. As per the
manufacturer’s recommendations, an N-Channel Metal-Oxide
Field-Effect Transistor (N-FET) is added as a heater in parallel
with the oxidizing circuit 51 Ohm resistor. When the N-FET is
activated, the 51 Ohm resistor is shorted, and the equivalent
external resistance is 82 Ohms. By decreasing the resistance, the
current is increased, and thus the sensor temperature is also
increased. This heater is used for cleaning purposes by increasing
the reaction rate of the accumulated gas (Peterson et al., 2017). All
data collected by the AirU can either be stored on an on-board
micro-SD card, or published to an online database using the
ESP32 MCU WIFI coprocessor. Details of the AirU package can be
found in (Becnel et al., 2019a, 2019b).

2.2. Laboratory evaluation

The objective of this component of the study is to evaluate the
ability of the MO sensors to measure ozone concentration under

controlled laboratory conditions. Fig. S-1 illustrates the laboratory
setup. A 2B Technologies™ ozone calibration source (model 306)
generated O3 and a 2B Technologies™ ozone monitor (model 106-
L) measured O3 as the reference monitor. We evaluated three MO
sensors, each integrated into an AirU, for their responses to ozone
and for the effects of environmental factors including RH and
temperature. We achieved a low temperature (average of 13.8 °C)
by testing inside a Danby freezer (model DCFM050C1) and a high
temperature (average of 40.8 °C) using a seedling heating mat
(NAMOTEK 120 V) inside the freezer (while the freezer was turned
off). RH (28.2%—57.2%) was adjusted using an ultrasonic atomizer.
Before the start of each test, the MO sensors on the AirUs were
placed in the chamber and allowed to warm up for 30 min by
activating the on-board heater. After the warm up period, a fan
provided a well-mixed environment (Fig. S-1). During each test, the
ozone generator was set at 700 ppb, which resulted in a concen-
tration of approximately 100 ppb within the chamber, and provided
ozone to the chamber for three 30-min periods. Each 30-min period
of ozone generation was followed by a 20-min period of “zero air”
generation where the inlet airflow of O3 was 0 ppb as measured by
the 2B reference monitor. All tests lasted a total of 2 h and 30 min,
excluding the warm up time. Linear and Langmuir isotherm models
were used to fit the laboratory OXaj;y measurements to Oz con-
centrations. The Langmuir fit (Eq. 1) was chosen because it de-
scribes the physical process of the gas adsorption-desorption
interactions with the MO sensors (Gomri et al., 2005):

c1(0X4iry + €3)
€2 + OXairy

O3 pag = (1)

where ¢y, ¢, and c3 are the Langmuir model constants and O3 paq is
the O3 reference monitor readings.

2.3. Field evaluation

In order to assess the performance of the MO sensors in
measuring O3 concentrations under real-world conditions, four
AirU sensors at each of two locations (for a total of eight sensors)
were co-located with an ozone federal equivalent method (FEM,
Teledyne API T400 Ozone Analyzer) at two Utah Division of Air
Quality (DAQ) monitoring stations for a time period of one year
(October 1st' 2018 to September 30th’ 2019). The two DAQ stations
(Fig. S-2), Hawthorne (AQS: 49-035-3006, longitude: —111.8722,
latitude: 40.7364, elevation:1312 m) and Rose Park (AQS: 49-035-
3010, longitude: —111.9310, latitude: 40.7842, elevation:1292 m),
are located 8.3 km apart in urban residential areas of Salt Lake City,
Utah, USA. One-minute readings from each of the AirU’s MO sen-
sors were averaged on an hourly basis to compare to the O3 FEM
monitor. The on-board heater operated for 30 min twice a day (7:30
and 15:30 mountain standard time) to clean the MO sensor.
Consequently, the 7:00 and 15:00 h were excluded from this study.
Similar to the laboratory study, linear and Langmuir isotherm
models were chosen to evaluate the ability of MO sensors to
measure O3 levels.

This study focused on measurements that are likely to be
correlated with O3 concentrations and/or the MO sensor’s mea-
surement of Os, including the AirU package measurements of time,
PM1 airt, PM2 5 Airu, PM1g airUs OXairus RDairus Tairu, RHajru as well as
the DAQ measurements, such as solar radiation (SRpaq; Eppley
Radiometer, model 8-48), temperature (Tpag) and RH (RHpag). It
should be noted that Rose Park station does not measure solar ra-
diation and in developing this model we assumed that SR is the
same throughout the study area. As a first step, we conducted a
cross correlation using Spearman rank correlation in Python 3 to
evaluate the pairwise linear relationships between the O3 paq and
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each of the abovementioned measurements.
2.4. Modeling study

The objective of this part of the study is to develop a long-term
calibration model to predict O3 using the measurements available
in the AirU package and DAQ stations (Section 2.3). This model can
then be applied to the AirU sensors in the AQ&U network to provide
a high-resolution temporospatial ozone map for the Salt Lake val-
ley. Sensor 2 and sensor 6 were randomly selected as the holdout
set to evaluate the applicability of the developed model in cali-
brating other sensors of the same type. The other six sensors were
used to train and test the model; 70% of the data were randomly
selected as the training set and the remaining 30% as the test set.

2.4.1. Independent input variable selection

In order to optimize the number of variables used in developing
the calibration model, least absolute shrinkage and selection
operator (LASSO) and MLR models were developed on the collected
measurements using Sklearn standard package of Python 3. The
details of these two models can be found in Goldberger (1964) and
Tibshirani (1996). RMSE and R? metrics were used to compare the
goodness of fits for the models. LASSO regression is a type of linear
regression that reduces the multicollinearity among the indepen-
dent variables by penalizing the absolute value of the magnitudes
of the variable coefficients. It basically keeps the most important
parameters in a model by shrinking all the coefficient of similar
independent variables to zero. Before training the measurements in
the LASSO model, the alpha variable (LASSO hyperparameter) was
tuned to 0.0001 by applying a grid search with a 5-fold cross-
validation strategy to the train/test sets. In the MLR method, the
number of input variables used to predict the actual O3 concen-
trations (O3,paq) were plotted against the MLR model metrics to
find the optimum number of independent variables. A 5-fold cross-
validation method was implemented in the MLR model to maxi-
mize the number of measurements used for training and testing the
model. To ensure that the variables selected with MLR and LASSO
models were the optimum variables for the calibration model, the
metrics of the developed machine learning model (discussed in
Section 2.4.2) were also plotted against the number of independent
variables similar to the MLR approach.

2.4.2. Model development

The objective of this part of the study is to develop an MLR and
supervised ANN models to predict O3 concentrations using the
independent variables selected in Section 2.4.1. The MLR model was
implemented with a 5-fold cross-validation method similar to the
previous section. The supervised ANN model used in this study is a
multilayer perceptron model, which is a class of feed-forward
neural network, with a minimum of three layers (including one
hidden layer). Details of the MLP method can be found in (Hsieh,
2009).

Computational resources from Google Collaboratory (Jupyter
Notebook with GPU and TPU resources) and Kaggle (Jupyter
Notebook with GPU resources) were used to develop this model.
The ANN model was implemented in Python 3 using Keras as a
frontend for TensorFlow (Abadi et al., 2016). The parameter space
for the network’s nodes and hidden layers varied from 6 to 100
nodes and from 1 to 4 hidden layers. The network’s weights were
changed to minimize the difference between the model’s predic-
tion of a value and the true value (loss), and after several iterations
the trained network was returned. The ANN model’s hyper-
parameters included the loss metric, optimizer, epoch, batch size,
and drop rate. The selected loss metric was the mean squared error
(MSE):

l N
MSE = 5i(> (03 predi ~ O3.010.9)%) 2)
i

where N is the number of data points, and O3 pred,i and O3,paq,i are
the predicted and true output values, respectively.

The Adam optimization method was chosen to minimize loss
(MSE) by changing the weight matrix (Kingma and Ba, 2015) using
a stochastic optimizer implemented in Keras. The parameters
related to the Adam optimizer followed the default settings except
for the learning rate, which was set to 0.05. The number of training
cycles (epochs) was 100. Both the batch size and dropout rate were
implemented to prevent overfitting of the training data. The batch
size, which determines how many data points are used to train
before updating the network, was set to 32. The dropout rate,
which is the percent of nodes that are randomly selected to be
removed, was set to be 20%.

2.4.3. Model performance criteria

This section evaluates the performance of the sensors/calibra-
tion model with performance criteria for low-cost air quality
measurements developed by the Environmental Protection Agency
(EPA, Williams et al., 2014). Specifically, we averaged the prediction
and actual O3 data every 8 h and calculated the bias (B) and pre-
cision (P) of the MLR and ANN calibration models for predicting the
03 concentrations for the holdout sensors. It should be noted that
we used the 8-h averaged measurements only for Section 3.4.3 (the
rest of Section 3 is based on hourly averaged measurements), and
we excluded the measurements associated with 7:00 and 15:00 h.
We calculated the bias (B, (Eq. 3)) for each model as the mean of the
ratio of the O3 prediction at time t (O3 pred,t) to the corresponding
actual O3 measurement at time t (O3,paq.t):

 (PMS;
Be= ( Reft

We excluded the O3 pagr measurements less than 1 ppb from the
calculation of sensor bias. We also estimated the precision (P, (Eq.
(4)) of each model as the ratio of standard deviation for all O3
predictions for each model, SD (O3 preq), over the mean of all O3
actual values, mean (O3 paq):

SD(O},pred)
mean(Og,,DAQ)

0
—1) xlOOB:mean(M—l) %100  (3)
O3 pag.¢

P=( ) x 100 (4)

2.4.4. Post-calibration assessment

With the aim to evaluate the performance of the MLR and ANN
models after the calibration period, we continued collocating the 8
AirU packages with the FEM instruments at the two DAQ stations.
In this study, we used the developed models to predict 5 months of
03 measurements from October 1st, 2019 to February 29th, 2020.

3. Results and discussion
3.1. Laboratory evaluation

This portion of the study assessed the capability of the MO
sensors in measuring O3 concentrations under controlled settings
as a screening metric. Fig. S-3 fits the OXaj;y measurements from
the three AirU sensors with the O3 reference monitor measure-
ments using linear and Langmuir models. Each figure includes
three distinct subtests. These subtests correspond to the three
different maxima. The AirU MO sensors follow the O3
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concentrations trends from the collocated reference monitor
through the three subtests (Fig. S-3-A). Although both the linear
and Langmuir fits represent the behavior of AirU MO sensors in
measuring O3 concentrations under all test conditions, the Lang-
muir model provided a better fit (Tables S—1, linear: R? of
0.680—0.937, Langmuir: R? of 0.699—0.975). Other studies support
the use of a Langmuir isotherm as a model for gas-adsorption by
MO sensors (Gomri et al., 2006, 2005; Hua et al., 2018). The labo-
ratory results also revealed intra-sensor variability (Tables S—1),
which was also reported by other studies of MO sensor perfor-
mance (Collier-Oxandale et al., 2020; Gomri et al., 2005; Malings
et al,, 2019; Masson et al., 2015; Vito et al., 2018). This variability
can be partly attributed to the differences in the semiconductor
characteristics of the MO sensors of the same type (Masson et al.,
2015).

Two environmental factors (temperature and RH) affected the
laboratory model fits (Tables S—1), with better fits (RMSE and R?) at
higher temperatures and lower RH. Temperature affects the sen-
sors’ conductivity and resistance. An oxidizing gas, such as Os,
removes free electrons from the conduction band, decreasing the
conductivity of the sensor and increasing its resistance (Becker
et al., 1999). Temperature is directly related to the reaction rate of
O3 binding to our n-type semiconductor sensor. RH also has an
impact on the sensors’ measurements. When water molecules are
present on the surface of the sensor, the gas molecules are less
likely to reach the surface of the sensor (Sohn et al., 2008).

Based on these screening laboratory results, the MO sensors in
the AirU are capable of measuring Os. These findings support the
large body of research that has validated metal oxide sensors as
good sensors for O3 (Becker et al., 1999; Mueller et al., 2017;
Peterson et al., 2017; Ripoll et al.,, 2019; Vito et al., 2018). The
promising results of this study suggest that the existing network of
sensors in the Salt Lake valley (AQ&U) may be able to measure O3 in
the field.

3.2. Ambient evaluation

The promising laboratory performance using simple linear and
Langmuir isotherm models, described in Section 3.1, was not
observed when the sensors operated in the ambient environment.
Tables S—2 and Fig. S-4 show the comparison between the OXajry
readings from eight AirU sensors collocated with a reference
monitor at two state monitoring stations for a one-year time
period. In this field evaluation, fitting the OXa;y resistance from the
MO AirU sensor with both linear and Langmuir models yielded poor
predictions of O3 concentration (R®> ranges of 0.017—0.177 and
0.168—0.256, respectively). Similar to the laboratory tests, the field
evaluation also demonstrated some intra-sensor variability.

The laboratory evaluation suggested that environmental factors
could affect the resistance measured by the oxidizing species MO
sensor. The results of the pairwise cross correlations between the
03 reference measurements and other environmental measure-
ments are summarized in Tables S—3. The positive sign indicates a
positive correlation while a negative sign indicates a negative cor-
relation. Higher absolute values show higher correlations between
the variables. The results show that generally for the low-cost
sensors, both RDajry and OXajry have positive relationships with
the O3 measurements (except AirU 8 for the reducing species).
Since Os is an oxidizing agent we would expect a positive correla-
tion with the oxidizing species and a negative correlation with the
reducing species; however, for the RDajy, the low-cost MO sensors
that we used in this study (except AirU 8) did not operate as
anticipated.

The temperature (both DAQ and AirU), RH and SR have relatively
high correlations with O3 concentrations. The discussion about the

effect of temperature and relative humidity can be found in Section
3.1. It should be noted that Tajy has a high linear correlation with
TDAQ (TDAQ = 1.05Taju+9.59, R2 = 0.738) while RHajru has a mod-
erate linear relationship with RHpag (RHpag = 0.758RHaju+27.6,
R%? = 0.475). Regarding SR, researchers have shown that more
sunlight (higher SR) and its inherent higher temperature lead to
higher ground-level Os; concentrations (Jackman et al., 2001;
Solberg et al., 2008). Negative correlations were also found be-
tween O3 and PM concentrations. Similar to the effect of RH, the
presence of particles on the sensor may inhibit the ability of O3 to
reach the sensor surface.

3.3. Independent input variable selection for the calibration model

We employed LASSO, MLR, and ANN models to select input
variables for the training set to develop a simple calibration model
and lower the risk of overfitting. Recognizing the challenge of intra-
sensor variability (Section 3.1), we evaluated the broader applica-
bility of the calibration model by selecting six sensors for the
training/testing sets and two sensors for the holdout set.

Applying LASSO regression was the first step in selecting the
most important variables for our calibration models. Fig. 1 shows
the magnitudes of the LASSO coefficients for all 11 potential input
variables, and it reveals that OXajry package and SRpaq are the only
non-zero coefficients. The selection of OXajry and SRpaq as the most
important input variables in estimating the O3 concentrations
seems physically reasonable as discussed in Section 3.2. By
choosing SRpaq as one of the main factors to estimate O3, we as-
sume that solar radiation is the same everywhere in the study area
since it is only measured in Hawthorne State Monitoring station.
The LASSO model with the two selected input variables of OXajruy
and SRpag were moderately correlated to the O3 measurements
with an R? of 0.644 and an RMSE of 10.5 ppb. It should be noted that
even though LASSO regression does not consider time as an
important variable in improving the model, we use time as the
third variable in both our ANN and MLR models to include the O3
seasonal variation in the model.

We applied the MLR model to determine the optimum number
of input variables for the calibration model (Fig. 2). We started with
all the potential input variables (11) and eliminated the variables
one by one without replacement (from right to left side of each
subfigure in Fig. 2) in the following order: RDajry, RHairu, RHairu,
PMi0,airus PM2 5 airts PM1,4irU, TpaQ: Tairt, OXairu, and SRpagq. It should
be noted that we determined the order of variable elimination by
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.0000125 A

.0000100 A

.0000075 A

LASSO coefficients

.0000050 A

.0000025 -

.0000000

RDairu
RHairu
RHoaa -
PM1, airu
Tosa 4
Tairu
OX airu
SRosa
Time

PMao, airu
PM2.s, airu -

Fig. 1. The magnitudes of LASSO coefficients for eleven potential input variables.
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Fig. 2. Goodness of fit metrics (R? and RMSE) for the MLR model variable selection. The errorbars for the test set indicate the standard deviation of R? and RMSE associated with the
5-fold cross-validation. There are no errorbars for the holdout set because the model was applied to the entire dataset. It should be noted that the variables were eliminated in the
following order: RDajru, RHairus RHairu, PM1o airus PM2 5 airus PM1 airus Toags Tairus OXairu, and SRpaq. This elimination was applied without replacement from right to left side of each
subfigure. On the right side of the subfigures, the model was applied for 11 variables then the first variable (RDa;;y) was eliminated and the model was applied for 10 variables. Then,
the second variable (RHa;uy) was eliminateed and the model was applied for 9 variables so on and so forth.

omitting each variable (with replacement) and implementing the
MLR model (Fig. S-5). Better goodness of fit metrics (higher R? and
lower RMSE) for an omitted variable means that the variable had
negative effect on the model response. RDaj-y was eliminated first
because for seven (out of eight) sensors, it was not operating as we
expected (see Section 3.2) and had a large intra-sensor variability
(Tables S—3). The temperature of the station was eliminated before
the temperature of the AirU sensor because temperature varies in
different areas that AQ&U network covers at Salt Lake valley and we
want to develop a model based on the specific conditions of each
sensor. Moreover, the temperature inside the sensor housing can be
warmer than outside, particularly if it is located in direct sunlight.

In Fig. 2, the MLR goodness of fit metrics are plotted against the
number of variables used to predict O3 concentration. The results
suggest that the optimum number of input variables is five, which
means in addition to the time and the two variables that LASSO
model suggested (OXajry and SRpaq), Tpaq and Tajry are also needed.
However, to avoid overfitting, we chose to add only Taj:y as the
fourth input variable since, as mentioned before, it is linearly
correlated with Tpag.

To implement the ANN model, we first applied Adam optimi-
zation to all 11 variables to determine the optimum number of
nodes and hidden layers (Fig. S-6). The results show that a shallow
neural network with one hidden layer and 25 nodes would provide
a simple model with high goodness of fit metrics. Fig. S-7 shows the
predicted O3 values against the actual O3 concentration (parity
plot) for all the variables using one hidden layer and 25 nodes (R? of
0.821 + 0.00562 and RMSE of 0.487 + 0.007 ppb on the training and
R? of 0.820 + 0.0120 and RMSE of 0.592 + 0.213 ppb on the holdout
set). Then, similar to the MLR method, we conducted the variable
elimination process (without replacement) using the ANN model
(Fig. S-8). The ANN results also suggest that adding Tajy to the
input variables that LASSO recommended is beneficial to obtain a
better performance of the calibration model in estimating O3 levels.
Therefore, we use the following four variables to predict O3

concentrations using ANN and MLR models: time, SRpag, OXairu,
and Tajy. These four variables have demonstrated associations with
O3 concentrations (Becker et al., 1999; Hagler et al., 2018; Sohn
et al., 2008; Solberg et al., 2008).

3.4. Evaluation of the calibration models

We developed both linear (MLR) and non-linear (ANN) cali-
bration models to predict O3 concentrations using one year of
measurements from the four selected input variables described in
Section 3.3.

3.4.1. MLR model

Fig. 3 shows the parity plots of the test and holdout sets for the
MLR model. The results demonstrate that this model has moderate
correlations (R? of 0.452 + 0.0978 for test set and 0.491 for holdout
set) and high accuracies (RMSE of 13.0 + 1.38 ppb for test set and
0.0130 ppb for holdout set) in predicting O3 concentrations. Low to
moderate correlations of a MLR calibration model with O3 con-
centrations estimated using MO sensors are also reported by other
studies (Barcelo-ordinas et al., 2019; Ripoll et al., 2019; Vito et al.,
2018; Zimmerman et al., 2018). For example, Ripoll et al. (2019)
calibrated 132 Captor MO sensors in using MLR model by collo-
cating them with O3 reference monitors at air quality monitoring
stations in Italy and Spain for two weeks, and the results showed
that 88 sensors (67% of total) had R?> between 0.1 and 0.6. This
behavior could be because MO sensors generally underestimate
high O3 levels and have non-linear responses (Lung et al., 2018;
Moltchanov et al., 2015; Ripoll et al., 2019; Spinelle et al., 2015).

Fig. S-9 shows the O3 concentration and the MLR prediction for
the holdout of sensors over the-first week of July 2019 when there
was a large variation in O3 concentrations. The results indicate that
the MLR model is responsive to the large changes of O3 concen-
trations and follows its diurnal patterns: increasing in the morning,
peaking around the midday and decreasing in the afternoon.
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Fig. 3. Parity plots of the test (A) and holdout datasets for MLR model using the four selected variables. The obtained MLR model is as follows: O3 paq = 17.0— 1.24time +

0.719T 435y + 4.78 x 10-40X 5 + 0.013SRpipy.

3.4.2. ANN model

In order to implement the ANN model to predict the O3 levels,
we applied the optimization again for only four input variables
(Fig. S-10). The results indicate that the optimum number of hidden
layers and nodes are the same as the ones for all 11 input variables
determined in Section 3.3 (1 hidden layer and 25 nodes). Fig. S-11
compares the reference monitor measurements of O3 with the
ANN model estimates for the holdout set over the first week of July
2019. Similar to the MLR model, the ANN model also tracks the O3
daily cycle. Fig. 4 shows the parity plots for the ANN model. For the
test set, The ANN calibration model correlated well with the
reference O3 concentrations (R? of 0.763 + 0.00265) and had a high
accuracy (RMSE of 0.533 + 0.003 ppb). Achieving high R? with low
RMSE indicates that the developed model is able to explain a large

100 —— 45° Line

Data

80

60

40

Predicted O3 Values (ppb)

20

0 20 40 60 80 100
Actual O3 Values (ppb)

(A)

proportion of the variability in the sensor responses (Ferrer-cid
et al., 2019). The low RMSEs can also be attributed to the fact that
the MSE (Eq. (2), the square of RMSE) is defined as the loss function
for the ANN model. The holdout results also indicate a high level of
correlation (R of 0.767) and a low estimation error (RMSE of
0.802 ppb) suggesting that the established ANN model is able to
estimate the O3 readings of the sensors that were not associated
with developing the model. The high performance of this model
may be attributed to the long calibration period (one year) and a
relatively large range of ambient O3 concentrations (0-95 ppb).
Other studies have established higher calibration correlations
(R? > 0.8) using a variety of nonlinear machine learning algorithms,
including RF (Zimmerman et al., 2018), ANN (Spinelle et al., 2015)
GPR (Malings et al., 2019), and SVR (Esposito et al., 2016), to predict
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Fig. 4. Parity plots of the test (A) and holdout sets for ANN model using the four selected variables.
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ozone concentrations by MO sensors. It should, however, be noted
that these calibration models have been established for each indi-
vidual MO O3 sensor separately while our model is developed using
multiple MO ones (6 sensors) and helps to address intra-sensor
variability. Moreover, the calibration time periods of previous
studies lasted a few weeks, and the accuracy of their models may
deteriorate with time (Ripoll et al., 2019; Spinelle et al., 2015;
Zimmerman et al., 2018). The one-year worth of measurement data
is anticipated to make the calibration model more robust over time.
While this model does not generate sensor-specific responses, it
can be applied to other sensors of the same type to produce
reasonable estimates of O3 concentration in an air quality network,
such as AQ&U, without having to perform the cumbersome task of
individual sensor calibration.

3.4.3. Bias and precision

This study compares the performance of the MLR and ANN
models with EPA performance criteria for air quality sensor tech-
nologies (Williams et al., 2014). Our MLR model shows relatively
high B (41.6%) and P (33.1%). These results indicate that this MLR
model is within EPA performance criteria for Tier I purposes (the
education and information: B < 50% and P < 50%). Nevertheless, the
ANN model exhibits lower mean B (20.8%) and P (28.6%). The lower
mean bias for the ANN model reflects that the difference between
the model predictions and the reference monitor readings is small,
and the model overestimates the O3 levels. The small P also dem-
onstrates the ability of the model in predicting the O3 concentra-
tions. Based on these results, the ANN model meets the EPA criteria
for Tier I, Tier II (hotspot identification and characterization:
B < 30% and P < 30%), and Tier IV (personal exposure monitoring:
B < 30% and P < 30%). It should be noted that the EPA does not
currently have any defined performance criteria of low-cost sensors
for supplementary network monitoring (Tier III).

3.4.4. Post-calibration evaluation

We used the MLR and ANN models to estimate O3 concentra-
tions over a time period of five months and compared these results
with the reference instruments’ measurements (Fig. 5). Both the
MLR and ANN showed moderate correlations (R%s of 0.427 and
0.567, respectively) with high accuracies (RMSEs of 9.99 ppb and
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0.635 ppb, respectively) in estimating the Os concentrations
although the ANN model exhibited better performance. The mod-
erate correlations could be attributed to the low O3 concentrations
(0—49.5 ppb). During the post calibration period, 35.6% of the
measurements were lower than the limit of detection (LOD) of the
reference monitor (5 ppb, EPA, 2020). During the same five-months
calibration period, 24.3% of the measurements were lower than
LOD of the reference monitor. Another possible reason could be the
lack of O3 measurements from the Rose Park station (missing 103
days during the same five months of the calibration period). DAQ
temporarily closed the Rose Park station from November 18th, 2019
to March 11th, 2019. Additional evaluation of the models’ perfor-
mance at higher O3 levels is needed to fully understand their
performance.

3.4.5. Limitations

The study has some limitations. With six sensors used for
training, we might have not captured all the variability of the MO
sensors in the network (130 sensors). Moreover, we did not eval-
uate the effect of the number of sensors used for training and
testing on the performance of the calibration models in predicting
the holdout set. We only assessed the models’ performance for the
two holdout sensors during the calibration period and for all eight
sensors during five months after calibration period which had a low
range of O3 concentrations. In the future work, we will evaluate the
model for a time period after the calibration period when we
experience elevated O3 concentrations, i.e., during warmer summer
months. In order to maintain higher quality O3 concentrations, it
would be beneficial to couple the ANN and MLR calibration models
with advanced outlier detection (Chen et al., 2018; Ottosen and
Kumar, 2019), and/or in-situ calibration methods (Delaine et al.,
2019).

4. Conclusions

The primary focus of this study was to develop long-term and
generic calibration models that address intra-sensor variability and
enhance the quality of O3 measurements. We implemented a
rigorous technique to select physically reasonable input variables
using LASSO, ANN and MLR models. We compared a linear (MLR)
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Fig. 5. Parity plots of the MLR (A) and ANN models for five months after the calibration period using the four selected variables.
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and non-linear (ANN) calibration models. Both models are able to
estimate the O3 concentrations of other sensors of the same type
that were not involved in developing the models. Based on the EPA
criteria, the MLR model meets the recommended metrics for Tier [
purposes while the ANN model, which exhibited better perfor-
mance in estimating the O3 concentrations, is suitable for Tier I, II
and IV purposes. The models also showed moderate correlations
and high accuracies in predicting the O3 concentrations for five
months after the calibration period. Overall, these calibration
models can complement existing regulatory networks to signifi-
cantly enhance the community-level estimates of O3 concentration,
and help communities and policymakers establishing exposure
mitigation strategies.
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