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Worst-Case Sensitivity of DC Optimal Power Flow Problems

James Anderson, Fengyu Zhou, and Steven H. Low

Abstract— In this paper we consider the problem of analyzing
the effect a change in the load vector can have on the
optimal power generation in a DC power flow model. The
methodology is based upon the recently introduced concept
of the OPF operator. It is shown that for general network
topologies computing the worst-case sensitivities is computa-
tionally intractable. However, we show that certain problems
involving the OPF operator can be equivalently converted to
a graphical discrete optimization problem. Using the discrete
formulation, we provide a decomposition algorithm that reduces
the computational cost of computing the worst-case sensitivity.
A 27-bus numerical example is used to illustrate our results.

I. INTRODUCTION

An optimal power flow (OPF) problem is a mathematical
program that searches for the optimal operating point of an
electrical power network, subject to power flow equations
and operational constraints [1], [2], [3]. An OPF solution
can be used in many contexts; two prominent examples at
opposite ends of the time-scale spectrum include market
clearing and transmission grid maintenance and expansion.

The non-convex nature of OPF problems with AC power
flow constraints has given rise to a large body of work that
formulates tractable relaxations. We refer the reader to the
following tutorials and survey papers (and the references
therein) in order to see the current state of the art [4], [5],
[6]. Despite the success of these approaches, they still lack
the maturity and scalability for near real-time use. As a
consequence, the DC power flow equations are often the
model of choice [7]. They offer the advantage of admitting a
linear programming formulation as opposed to a non-convex
quadratic program, or in the relaxed case a semidefinite
or second-order cone program. Work in [8], [9], [10]
explores how how good an approximation the DC power
flow provides.

In this paper, we work with the more tractable DC optimal
power flow problem. We are concerned with determining
how the optimal power generation varies as demand and
other network parameters change. For example if the cost of
generation at a given bus changes, how will this affect the
optimal solution? If the demand fluctuates, what happens to
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the the optimal solution? As the penetration of distributed
energy resources increases (for example, causing generation
limits to fluctuate depending on the weather), it will become
more important to understand such questions. Similar ques-
tions have been addressed recently in [11], [12], [13].

Our problem formulation is as follows; consider a vector
of loads which we denote s’ and a vector of power genera-
tions s9. Consider the linear program

minignize £Ts?
subject to As? = beq(sl, b) €))
Ainsg S bin

where f is a vector of generation costs (per unit time). The

function b, is linear in both s' and b.! We are concerned
with how an optimal (s9)* changes as a function of s'. We
refer to such a quantity as the sensitivity (to be made more
precise in Section III-C), and of particular interest to us is
the worst-case sensitivity.

To address this problem, we treat the OPF problem, which
is a specific instance of (1) (defined in Section II-A), as an
operator that maps s’ to (s9)*. We refer to this as the OPF
operator which we introduced in [14]. One of the goals of
this paper is to introduce the reader to this new framework. In
Section III we introduce the operator, and provide conditions
under which its derivative (i.e., sensitivity) is well defined.
We further show that this seemingly continuous property
can be equivalently formulated as a discrete optimization
problem. In Section III-C a formal definition of the worst-
case sensitivity is given and three sample problems are
described. Section IV highlights some new insights that can
be gained by viewing an OPF sensitivity problem in the
discrete setting, and finally in Section V we provide two
numerical examples.

Notation

Bold letters such as z and Y denote vectors and matrices,
lower-case letters are reserved for vectors, and upper-case for
matrices. When it is not clear from context, dimensions of
specific matrices are indicated with a superscript, for example
the vector of n zeros is 0™ and the m x m identity matrix
is I (non-square matrix definitions follow in an obvious
manner). The only exceptions to this rule are s9 and s’ which
are reserved for generation and load vectors (as defined in
Section II-A). We will frequently make use of matrices which
are comprised of a subset of rows of another matrix; Let

IThe vector b is reserved as a placeholder for any constants which
may affect the feasible domain where s9 resides, e.g., non-controllable
generation.
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T denote a set of positive integers, then Yz is the matrix
formed by stacking the rows of Y indexed by Z on top
of each other. All index sets are assumed to be ordered
sets. Calligraphic letters are reserved for sets. An inequality
constraint is said to be binding at the optimum if equality is
achieved.

II. POWER FLOW MODEL AND SENSITIVITY

In Section II-A we describe the network and power flow
model throughout this work. In Sections II-B we introduce
some parameter sets that we will make use of in the sequel.

A. Network Model and DC Power Flow

We consider a DC power flow formulation. The network is
modeled by an undirected graph G(V, £), where the edge-set
€ C V x V indicates there is an edge between two vertices.
The set of vertices can be further classified into generator
and load buses such that V = Vg UV, with Vg denoting
generator buses and Vj, denoting load buses. We assume that
there are IV vertices in the network with Ng generator buses
and Ny, load buses. The cardinality of the edge-set is E. For
simplicity, we assume that no vertex is both a generator and
a load bus. Let C € RV*F denote the incidence matrix of
G. Finally, let B = diag(b1,...,bg) with b, > 0 indicating
the susceptance of branch e. The Laplacian matrix is defined
as L = CBCT.

We denote the load and generation vectors by s9 € RVc
and s' € RM respectively. We index the vertices as follows,
V ={v1,...,UNgs UNg+1s - - - » UNo+Ny, }- Thus, s? refers to
the generation on bus ¢, while sﬁ refers to the load on bus
Ng + . We will refer to bus Ng + ¢ as load 4 for simplicity.
The power flow on edge e € £ is denoted as p., and p =
[p1,...,pr]" is the vector of all branch power flows.

The DC power flow model assumes that the voltage
magnitudes are fixed and known, and the lines are lossless.
The DC-OPF problem is a linear program:

minimize fTs9 (2a)
s9.,0
subject to 6,.=0 (2b)
Sg
Lo = [ gl } (2¢)
s <s? <5 (2d)
p<BC'6<p (2e)

The decision variables are the power generations s’ and
voltage angles & € RY. The cost vector f € Rﬁc is the
unit cost for each generator and constraint (2b) indicates that
bus 1 has been set as the slack-bus. All voltage magnitudes
are fixed at 1. In constraint (2c), we let the injections for
generators be positive while the injections for loads be —s'.
The upper and lower limits on the generations are set as §9
and sY, respectively, and p and p are the limits on branch
power flows. We assume that (2) has a non-empty feasible
set.

B. Set Definitions

The main objective of this paper is to quantify how
changes in the load vector s' impact the optimal power
generations as computed by solving (2). Specifically we

g
would like to obtain estimates of the derivatives sy)” for all

Osl.
iell,...,Ngl,j€[l,...,Np], where (s9)* is the optimal
vector of generations returned by (2).2

As mentioned in the introduction, the sensitivity of an
optimal power flow problem is a useful quantity to have in
many practical applications. However, obtaining expressions
for these derivatives, and as we shall see later, obtaining the
“worst-case” sensitivity is both analytically and computa-
tionally challenging. In previous work [14] we rigorously
formulated the sensitivity problem, characterized problem
instances for which the binding constraints would not change
under perturbation, and ensured that the optimal solution is
unique and derivatives exist. In order to make the previous
definitions precise, and before we can introduce the OPF
operator, we require the following definitions.

Let &€ be a vector of 2Ng + 2E network limits arranged
as

¢=["", ) "p "
Define the sets
Qe == {{]s? > 0,(2b) — (2e) are feasible for some st > 0},
Qg (&) := {s'[s' > 0,(2b) — (2e) are feasible} for & € Q.

The set (&) is convex and non-empty. When £ is clear
we will simply refer to this set as 2g:. These two sets collect
the parameters we care about. The next set ensures (2) has
a unique solution:

Qf :={f>0| V& € Q¢,s' € Qu(€), (2) has a unique
solution, and > Ng — 1 nonzero dual

variables at the optimal point.}

The definition above is in fact more restrictive than what is
needed for uniqueness. We impose the additional constraint
on the number of non-zero dual variables as it paves the way
for further desirable properties, where we show, that up to
perturbation all the binding constraints are independent and
there are exactly Ng — 1 of them.

For completeness, the dual to the OPF-problem (2) is
provided in the appendix. With these definitions in hand,
we are ready to define the OPF operator abstraction of (2).

III. THE OPF OPERATOR AND WORST-CASE
SENSITIVITY

A. Existence and Smoothness

Instead of dealing with the convex program (2) directly,
we instead treat it as an operator that maps loads to optimal
generations.

Definition 1: Assume f € Q¢. Let OPF be the operator
OPF : Qg — RN¢ such that OPF(s!) returns an optimal
solution to (2), i.e. (s9)* = OPF(s!).

2For the remainder of the paper, we shall adopt the notation [N to
denote 1,..., N,



We collect a few observations pertaining to OPF :

o The assumption that f € (¢ ensures that OPF is a
singleton, i.e. it returns a unique element.

o OPF defines a parametric linear program. Solution
sets to parametric LPs are both upper and lower hemi-
continuous, thus the OPF solution set inherits hemi-
continuity. Furthermore, when f € Q¢, OPF is contin-
uous.

o Qg is dense in Rfe (See Proposition 1 in [14]). Thus,
if £ ¢ Q¢ applying a small perturbation to f will with
probability 1 ensure that f' € ¢. So the assumption
that f € Q¢ is mild.

We require one final set definition before we can state the
differentiability properties of the OPF operator.

Qu (&, 1) :={s' € Qu(€) | (2) has exactly Ng — 1
binding inequalities. }

The Ng — 1 binding inequalities condition above ensures
(when combined with the restriction of f to )¢) that the
set of binding inequalities are independent. This technical
assumption is required in the proof of Theorem 1.

Theorem I: Assume that f € (¢. Then there exists a
dense set Q¢ (f) C € such that for all £ € Qg(f) the
following hold:

1) clos(int(© (€))) = clos($2%:(€))

2) Qq(&,f) is dense in Qg (&).

Then, when f € (¢ and § € SNIE (f), the derivative
dqOPF(s!) exists for s' € Qg, and the set of binding
constraints remain unchanged in some neighborhood of s'.
_ Proof: The proof of the two topological properties of
Qg (&, ) is somewhat involved but can be found in Appendix
C of [14]. With these definitions in hand, by construction, the
appropriate sets possess the necessary topological properties
such that when combined with the OPF problem (2), they
satisfy all the necessary conditions in Lemma 4.1 of [13]
which guarantee that the derivatives always exist and binding
constraints do not change locally.

|

Corollary 1: 1f st e ﬁsl, the Ng — 1 binding inequalities,
along with N + 1 equality constraints, are independent.

Now, suppose at point s', the set of generators correspond-
ing to binding inequalities is S¢ C Vg, while the set of
branches corresponding to binding inequalities is S C €&.
As a consequence of 1) and 2) in Theorem 1 we obtain the
following: _ _

Corollary 2: When f € Q¢, & € Q¢(f),s! € Qq (&, f), we
have

|Sg| + ISB‘ = Ng — 1.

We have placed a lot of emphasis on sets being dense,
specifically, (€, s, ¢) being dense with respect to
(RfG,QSz,QE). The reason for this is that if the parameter
of the OPF problem under consideration does not satisfy the
necessary assumptions, then there exists another parameter
arbitrarily near by, that does. Thus applying a perturbation
to the parameter will provide an OPF problem that does
satisfy the necessary conditions for the derivative to be well

defined. In summary when f, £, s’ belong to (Qf,ﬁsl,ﬁs),
we have shown that OPF is well defined, has a unique
solution, is differentiable, and at the optimal solution the
binding constraints are independent.

B. The Jacobian

The Jacobian matrix is one of the most fundamental
components in sensitivity analysis. In this section, we will
derive a closed-form expression for the Jacobian matrix
that links the structure (properties of G) with features of
the solution to the OPF problem (2). To ensure that the
appropriate partial derivatives exist (almost everywhere), we
assume w.l.o.g. that f € Q¢, &€ € Q¢(f), and s' € Qu (&, f).
We define the Jacobian matrix element-wise as

L _ Os))" _ OlOPF(s)l;
[J<S af7 5)] i, " asé - 5s§ . (3)

We will often omit the parameters £ and f and the argument
s' to lighten the notation. It should be clear though, that
the Jacobian is defined with respect to a specific parameter
realization (f, &) and is evaluated at a given s'.

The next lemma shows that J(s';f, &) could be re-
parameterized as a function of Sg and Sg.

Lemma 1: The Jacobian J(s'; f, &) written as a function

of the binding constraint takes the form
J(Sa,8p) = —¥(If}, )7,

where ¥ = Ijy LZ(Sq,Sg)" and

-1
Ig L
IV L
Ig. BCT
el
Proof: [sketch] We first write down a mapping A from
decision-variable space to parameter— and load—space :

Z(Sq,Sp)" =

0
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and T' is a matrix with columns given by standard basis
vectors such that T'7¢ is a vector whose elements are equal to
the capacity and branch flow limits of the binding constraints.
It can be shown (proof omitted) that the rows of A are
independent and thus A~! exists. This inverse provides a
map in the reverse direction (from load- and parameter-
space to decision variable space.) As we are only concerned
with the map to the optimal generations we only want an
expression for the (1,2)-block of A~!, which we denote
as W, where the partitions are as indicated by the dashed



lines. The expression follows by applying the block-matrix
inversion lemma and some routine linear algebra. [ ]

We end this section with a result that links the OPF
formulation of the Jacobian (3), with the binding constraint
formulation proved above. Before doing so we define the no-
tion of independent binding constraints. Consider the linear
program {minimize, c¢'x s.t. Ax < b}, a solution to this
LP will have several binding constraints, i.e., (Ax); = b;
for 4 in some set S. We say that the binding constraints are
independent if the rows A g are linearly independent.

Theorem 2: The Jacobian J(s!;f, &) derived from OPF,
and the Jacobian J(Sg, Sg) expressed as a function of the
binding constraints satisfy

range(J(s'; f,€)) = range(J(Sc. Sp))
when
feQ, €eQf), s eQuEf),
and

Sa CVa, S €€, [Sel+|Ss| = Ng — 1, Sg L Sg,
4)

and (Sg,Sg) correspond to the OPF problem defined by
sl f g3

Proof: The proof of this result can be found in [14,
§4.3]. ]

The notation S¢ L Sg in (4) is used to indicate that
As,usg has linearly independent rows, where A is the
standard form version of (2) — this is explicitly formulated in
Appendix VII-A. The set Sp is an index set that corresponds
to rows of the constraint matrix A (see appendix VII-A )
which in turn corresponds to binding constraints on the edges
as identified in Sg.

What we find interesting (and hopefully useful) about
Theorem 2 is that the two formulations capture completely
different aspects of the problem, yet they are equivalent.*
J(s'; £, &) depends on a continuous optimization problem (2)
and involves physical parameters such as loads, limits, and
a cost function. In contrast, J(Sg, Sp) has the discrete input
space and depends purely on G(V, E) given the binding sets
(Sa, Si).

Remark 1: 1t is worth noting that though one direction
of Theorem 2 that range(J(s’; f, €)) C range(J(Sg, Sg))
is quite straightforward, the other direction is in fact not
obvious at the first glance as it requires any legal choice
of binding sets Sg and Sp be exactly achieved in at least
one realization of OPE> As we will see in the following
subsection, a direct consequence is while deriving the worst-
case sensitivity, it is tight to change the decision variables
from (s';f, &) to (Sg, Sp).

3The range refers to the set of values that J(s'; f, &) or J(Sg, Sg) could
take, rather than the column space of J(s!; f,€) or J(Sq, Sg).

“Note that they are only equivalent when (Sg,Sg) and f, £,s! map to
each other through the same OPF.

SMore specifically, such realization needs to satisfy the condition that
fe Q&€ Qef),s! € Qg f).

C. Worst Case Sensitivity

The sensitivity of a solution to an optimal power flow
problem has many immediate practical uses, as discussed in
the introduction. There are indeed many sensitivity problems
that can be formulated. Before we do so, it will be helpful to
make concrete the link between continuity and the Jacobian
matrix. To avoid notational overload we will refer to arbitrary
functions and sets and then provide the definition specific to
OPF.

Recall that a function h : D — R”™ with D an open subset
of R™ is said to be Lipschitz on D if there exists some L > 0
such that

Ih(x) ~ h(x)|| < L|x - x| 5)

for all x,x’ € D. Suppose that the Jacobian J := g—g exists

and is continuous on D. Then if for some convex subset
B C D, there exists a constant K > 0 such that

oh(x)
ox

on B, then (5) holds for all x,x’ € B with L = K. This
establishes a clear link between a bound on the norm of the
Jacobian and the Lipschitz constant of a function. We now
define the notion of Lipschitz continuity for a generator-load
pair, and then formulate three sensitivity definitions.

Definition 2: The matrices C, B are fixed, as is the cost
vector f € Qf and £ € Q¢ (f). Select a generator ¢ and load
j. The pair (i, j) is said to be C-Lipschitz if for all § > 0
and o, @ € Qq (&) such that [a; — a| < 0 and g = ),
for all k£ # j, we have that

|OPF;(a) — OPFi()| < C6,

where OPF;(-) denotes the i" coordinate of OPF(-).
This Lipschitz-like definition forms the basis of the sensitiv-
ity analysis formulation we are proposing. In the remainder
of this section we formulate several sensitivity problems that
will be of interest to grid operators.

Remark 2: Recall that in our notation, when we refer to
the (4, j)-generator-load pair, this corresponds to vertices
(U,‘, UNg+j ) .

1) Problem 1: SISO Sensitivity
In this formulation we consider the problem of computing
the worst-case sensitivity of the generator-load pair (3, 7).
We use SISO to mean single-input, single-output, i.e. the
change in one output when one input is changed. Recall that
according to our indexing of vertices, load j corresponds to
the vertex v+

Definition 3: The (SISO) sensitivity of generator ¢ with
respect to load j is the minimum value which we denote by
Ci—j, such that (¢,7) is a C;;-Lipschitz pair, ie., Cij;
is the minimal C' such that |OPF;(a) — OPF;(a/)| < C§
for every a, o’ that differ only in their j® coordinates with
laj — ] < 6.

2) Problem 2: Worst-Case SISO Sensitivity
In the SISO sensitivity formulation, it was assumed that
all the network parameters and the OPF cost function were
fixed. In this version of the problem we allow the network

<K




parameters to change (apart from those which define the
network structure, e.g., C, the graph incidence matrix).

Definition 4: The worst-case (SISO) sensitivity of gener-
ator + with respect to load j is

oye

;= max  max Cij. (6)

feQe gce(f)
The ability to allow parameter variations means C7°;
provides information about various network scenarios. For
example, a generator instantaneously going offline can be
modeled by p,p — €, where € is a small constant. Taking
¢ = 0 would potentially break the independence conditions
we require. In practice a small constant such as ¢ = 107
suffices. The quantity C}7°; plays an important role in releas-
ing power flow data in a differentially private manner [15].
3) Problem 3: MISO Sensitivity
Consider a set of m load buses VL C V), and let £ denote the
set of indices corresponding to those loads. The MISO part
of the definition refers to the fact that here, we are interested
in how a single output (generation) changes when multiple
inputs (loads) are allowed to simultaneously change. To make
this definition concrete, we must first modify Definition 2.
Definition 5: Assume that C, B are fixed, as is the cost
vector f € Q¢ and & € Q¢(f). We say that (i, L) is C")-
Lipschitz if for all § > 0 and a,a’ € Qu(€) such that
la — /|| <6 and o, = ), for all k ¢ L, there exists a
constant C'™) such that

|OPFi(a) — OPF;(a)|| < C™5.

Definition 6: The (MISO) sensitivity of generator 7 with
respect to the set £ of loads, denoted by C;._, is the
minimum value of C'"™) such that (i, £) is C™-Lipschitz.
The worst-case MISO sensitivity problem can then be de-
rived analogously to Definition 4.

IV. A STRUCTURAL RESULT AND ALGORITHM

In Section III-B we provide a derivation of the Jacobian
matrix based on the sets of binding constraints Sg and Sg. In
this section we show that the combination of these sets and
the OPF parameters allows us to gain structural information
about the power network. The following lemma holds for any
graph topology and provides a taste for the type of results we
can aim for. For different graph structures we have similar
results - these will be presented in a future paper. In this
section, the term graph partition refers to the process of
reducing a graph into several smaller disjoint components
by removing a subset of edges. A subset of edges that when
removed disconnects the graph, is known as a cut-set.

Lemma 2: Suppose Sp partitions G into m disjoint sub-
graphs {G;(V;, &)}, where U;V; =V and (U;&;) USE =
. Then for any 7, we have SNV, # () where S¢, := Vg \Sa.

Proof: 1f not, then all the generators in V; are binding.
For fixed 1, let

[

and let & be the subset of Sy satisfying Ve = (u,v) € &,
u & V; and v € V;. Consider the following constraints:

Ty 0= sg forall j € V;NVg (7a)
Ty 0= *Sé'—NG forall j € V;\ Vo  (7b)
s? € {§?,§? forall j e V;NVg (7c)
T(Nje) 0 € {ﬁe,Be} for all e € & (7d)

Note that

DT =2 D (be] —beej)

JEV: JEVi e=(4,j')EE

Y Y Gl byt XY (] e

JEVi e=(,5") JEVi e=(4,5")
ecE; ec&

= Z (bee;'- - bee]T-,) + (beejT-, - beejT-)

e=(34,5")

ec&;,i<j’
T T
+ g E (bee; — beej)
JEVi e=(,3")
e€gy
T T
= E (beev — beeu) = E Cv,eT{N+e}~

e=(u,v)EE e=(u,v)EEY

ugV; wEV; ugV; wEV;

Here C, . is the (v, e) element of matrix C. As a result, the
summation of (7a) to (7c) is linearly dependent to (7d), and
contradicts Corollary 1. Thereby, S& N'V; # 0. ]

Lemma 2 tells us that under our assumptions, if we view
Sg as a cut of the graph, i.e., the graph G(V,E \ Sg) has
a disconnected component, then each subgraph contains at
least one generator that is neither at maximum, nor minimum,
power production. This information is useful for network
planning, for example when deciding where to add extra
generation capacity in a network with transmission lines that
are often saturated.

A. Computing C7°;
It can be shown that the worst-case sensitivity is computed
by solving a discrete optimization problem based on the
binding constraint formulation of the Jacobian matrix. The
formal statement and its proof are beyond the scope of the

current paper, but we include it here for completeness:
cowe |J i J| (8)

i—j = max

SGEVG,.SpEE
|Sgl+ISgl=Ng—1
SglSp

Note that the constraints in the problem above are exactly (4)
from Theorem 2. Unfortunately (8) is a non-convex, discrete
optimization problem and thus intractable in general. How-
ever, we provide a decomposition algorithm that produces
small sub-graphs such that a brute-force search is possible.
Future work will examine how to relax (8) to a more tractable
problem.

B. Decomposition Algorithm

In this subsection, we provide an algorithm which can
decompose the computation of the worst-case SISO sen-
sitivity of generator ¢ with respect to load j into sub-
problems involving computations on smaller graphs when



Algorithm 1 Decomposition of the computation of C}7°

147"
Input: B, C, i € [Ng], j € [No], G(Vc UVL,E)
Output: C7°;
for e = (u,v) in P do
if u,v € Vg and v; © vjyn, in G(V, €\ {e}) then
e partitions G into G; and Gy (assume v;, V4 N are
both in Ql)
if G, contains any vertex in Vg then
Replace G, by a single generator
else
Replace G- by a single load
Find a shortest path connecting v; and v;{ g
Get {G;}7*, and add p;, ¢; to subgraphs
for l=0tom—1do
call subroutine to compute C7%_,
Ciej « H?;Bl G

UL—Vi+1
return C7°,

G has bridges. Recall that the worst-case SISO sensitivity
problem formulated in (6) is non convex and thereby difficult
to solve for large networks. This algorithm aims to reduce
the computational complexity by breaking the large-scale
computation down into independent smaller tasks, which are
usually much easier than the original problem and can be
processed in parallel.

Here a bridge is an edge in £ whose deletion disconnects
the graph. Define £ as the set of bridges in £. In a not
necessarily connected graph G’, we say v; < v,y n,, if there
exists a path between nodes v; and vj 4N -

In the first step, for any bridge e = (u,v) € £P™ that
partitions G into G; and Go, if v; < vj4 N, after e is deleted,
then without loss of generality we assume both v; and v;4 v
are in G;. In this case we can replace the whole of G5 by a
single bus. The rule is if Go contains only load buses then
it will be replaced by a single load, else it is replaced by a
single generator.

In the second step, we find a shortest path (in terms of the
number of edges along the path) connecting v; and v,
and the bridges along the path will partition the graph into
subgraphs {G;(Vi, &) }",. Assume the indices are assigned
such that G;_; is always closer to v; than G;. At the location
of each bridge connecting G;_1 and G;, we add a single load
qi—1 to G;—1 and a single generator p;_; to G;, as shown
in Figure 1. For notational consistency, we refer to ¢ as
generator pg and j as load ¢,,,. Then the computation of C7;°

i—J

m—1 ~we wc
can be composed as Hl;o Cpﬂ—qlﬂ’ yvhere each O, .,
only depends on computing the sensitivity for smaller graphs.

This procedure is summarized as Algorithm 1.

V. EXAMPLE

We now consider two numerical examples that demon-
strate the theory and algorithm presented in the previous
section. Both examples make use of the IEEE 9-bus test
network, full details of the model can be found in the
MATPOWER toolbox [16].

A. 9-Bus Example

In this example the network is small enough that the
decomposition algorithm of Section IV is not necessary.
The IEEE 9-bus test network is shown in Figure 2. The
network consists of 3 generators, {v1,v2,v3} and 6 loads,

V4, ...,09}. In Table I we have computed the worst-case
SISO sensitivity for every generator load pair in the network.

TABLE I
E.G. 1: WORST-CASE SISO SENSITIVITY FOR THE 9-BUS NETWORK.

\%9%

) 4 5 6 7 8 9
1 1.0000 1.3935 | 2.0650 | 2.4748 1.9389 1.3244
2 2.4236 | 2.9560 1.7024 1.4748 1.0000 | 2.0081
3 2.5162 1.9838 1.0000 1.3847 1.6595 3.0081

This example shows that the network is most sensitive
to perturbations to load vg as felt by generator vs. It is
interesting to note that the distance (in terms of number of
lines between the pair) between this pair of buses is as large
as it could be for a network of this topology. The worst-
case sensitivities were computed using a brute-force search
over the discrete sets (Sg, Sg) subject to the constraints (4).
This example is small enough for such an approach to easily
be computationally tractable. In the next sub-section we
consider an example where this is not the case.

B. 27-Bus Example

This example computes the worst-case SISO sensitivity of
a 27-bus network. The network is constructed by chaining
together three copies of the 9-bus network described in the
previous example, it is illustrated in Figure 2. This system
was chosen to demonstrate the algorithm of Section IV
as it easily decomposes into three 9-bus subgraphs. The
worst-case sensitivity can then be computed (in parallel) for
each of the subgraphs, with the global solution then given
by multiplying the sensitivities of each of the subproblems
together.

In Table II we show a subset of the SISO worst-case
generator-load pairs. We have chosen to show the results
of the computation from loads located at the far right of the
network to generators at the far left. From the decomposition
algorithm, we know that these values are likely to be larger
than those of pairings that are closer together because the
graph in the middle, i.e. the 9-bus network with nodes labeled
with a single prime, e.g. 4’, acts as a multiplier for generator-
load pairs that have a shortest path passing through it.

TABLE 11
E.G. 2: WORST-CASE SISO SENSITIVITY FOR THE 27-BUS CHAINED
NETWORK.
%3
477 577 677 777 8’7 937
Va
1 7.3155 | 10.1942 | 15.1069 | 18.1045 | 14.1843 | 9.6889
2 4.3595 6.0750 9.0026 10.7889 8.4528 5.7739
3 4.0933 5.7040 8.4528 10.1301 7.9366 54213




Contains
generator

No
generator

b0 (D
©

Fig. 1.

Algorithm to decompose the worst-case SISO sensitivity of generator ¢ with respect to load j into computation involving smaller graphs. Stepl:

Replace the off-path subgraphs by a single node. Step 2: Partition the on-path subgraphs and complement each subgraph by adding a pair of generator/load.

Fig. 2. Left: IEEE 9-bus network. Right: A 27-bus auxiliary network constructed by chaining three identical 9-bus networks together. Nodes and edges in
red indicate that their corresponding generation and flow constraints are binding for every generator-load worst-case SISO sensitivity pairing in Table III.

In Table III (on the next page), for every sensitivity pairing
we have listed the binding constraints, i.e., the edge flows
and generations that hit their limits. Observe that generator 1’
and lines (7,8), (5',6") are active for all pairings and hence
omitted from the table (they are however marked in red in
Figure 2).

VI. CONCLUSION

The recently developed OPF operator framework for
analyzing the sensitivity of a DC optimal power flow prob-
lem was introduced and several sensitivity based analysis
questions were posed. Our work highlighted the structure in
the associated Jacobian matrix and provided two equivalent
(under mild conditions) formulations of the Jacobian; one
involving sets of binding constraints, essentially being a
“discrete” object composed of a graph and some sets. The
second, is continuous in nature, and is constructed from
optimal power flow parameters. For the worst-case SISO
sensitivity problem, we proposed a decomposition algorithm
(that permits parallel computation) to reduce the complexity
of the combinatorial nature of the calculation and illustrated
it on a 27-bus example.

We have more structural results akin to Lemma 2 for
specific network topologies that we will be publishing soon.

Such results are only possible using the discrete Jacobian
formulation.
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VII. APPENDIX
A. OPF in Standard Form

In this appendix we rewrite the OPF problem (2) in
standard form. i.e., {minimize, c’x s.t. Ax < b}. Define
the decision vector as

o0
o [2],
then the inequality constraints become
' 0 e | [0 7
B 9.
-W L y
\L\% —-L sY y
"""""" i { 0 ] Sl | ©)
i S % I '
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where ; 0
W|:O:| and y = |:—SZ:|

The partitions in (9) correspond to the constraints in (2). The
cost vector is defined as

=] 1]

Note that in this formulation, each equality constraint has
been written as two inequality constraints. This has been
done so as to coincide with our definition of independent
binding constraints using the L notation.

B. OPF KKT Conditions

Here we provide the KKT conditions for the optimal
power flow problem (2). The Lagrange multiplies are re-
quired in the definition of the set ¢.

Define 7 € RV*! to be the vector of Lagrangian mul-
tipliers associated with equality constraints (2b), (2c), and
(A4,A_) and (g, p_) to be vectors of Lagrangian multi-
pliers associated with inequalities (2d) and (2e) respectively.
The KKT conditions are then:

(2b) — (2e)

0=M"7+ CB(p, —p_)

—f = [T, T2, TNe) T F AL — A
By B Ay, Ao >0
pi(BCTO—p)=p’(p-BCTO) =0

AT(s7 —5%) = AT (89 — s) =0,

o[ 4]

where

is an (N + 1)-by-N matrix with rank N and e; denotes the
standard first basis vector.
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