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ABSTRACT
The 5G communication era brings innovations to the Radio Access
Networks (RANs) to support increasing traffic demands and a wide
variety of network services, where the network slicing is a key
technology. However, heterogeneous access technologies (e.g., LTE,
WLAN and WiMAX) have their unique mechanism representing
and allocating radio resources. In addition, with the coexistence of
multiple RANs, network providers may compete with each other in
offering accesses and resources. In order to converge to an optimal
network slicing scheme under this circumstance, we propose an
architecture based on Software Defined RANs (SD-RANs) and auc-
tion theories. Our proposed system supports modular deployment
to heterogeneous RANs and is capable in achieving slicing through
the negotiation with all network providers. The efficiency and scal-
ability of the system are verified by a prototype that we implement
with open-source SD-RAN platforms FlexRAN and 5G-EmPOWER.
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1 INTRODUCTION
In the 5G era, wireless networks are facing with a tremendous
increase of traffic demands. Meanwhile, they are expected to sup-
port service categories with heterogeneous requirement such as
enhanced Mobile Broadband (eMBB), Ultra-Reliable Low Latency
Communications (UR-LLC) and massive Machine Type Communi-
cations (mMTC), where the radio resources have to be managed
and allocated in a more sophisticated way.
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By separating the network control and data planes, Software
Defined Networking (SDN) provides a centralized management
and programmability to networks. It becomes a solution when
applied to radio access networks (RANs). There have several Soft-
ware Defined RAN (SD-RAN) projects such as FlexRAN [1] and
5G-EmPOWER [2] bringing flexibility to the radio resource allo-
cation. Network slicing policies can be applied on these platforms
dividing radio resources in separate groups, i.e., slices, to meet the
requirement of different services.

However, the emergence of SD-RAN also brings challenges for
the optimal allocation of radio resources. On the one hand, SD-RAN
projects simplify the deployment of mobile networks. It is expected
to be a common case that multiple SD-RANs owned by different
providers may coexist to offer network accesses in a competitive
manner. Moreover, most mobile devices nowadays such as laptops
and smartphones can connect to multiple RANs at the same time.
On the other hand, the state-of-the-art SD-RAN projects usually
design their own protocols for the communication between control
and data planes, making it difficult to apply a policy across different
SD-RANs, especially when it involves heterogeneous radio access
technologies (RATs), e.g., LTE and WLAN. Such phenomenon sig-
nificantly increases the difficulty of developing a network slicing
scheme over heterogeneous SD-RANs.

We solve the heterogeneous SD-RAN slicing problem by de-
signing a novel architecture consisting of a centralized Slicing Or-
chestrator and an agent for each SD-RAN as a module running on
it, as shown in Figure 1. Within this architecture, we propose a
new network abstract facilitating the adoption of slicing policies to
heterogeneous RANs in a unified way. The architecture is also ca-
pable to optimize the resource allocation with multi-party network
providers by utilizing game theory and auction mechanisms.

We develop a prototype of proposed architecture on two open-
source SD-RAN platforms FlexRAN and 5G-EmPOWER to verify
the feasibility of our design. Evaluation results measured with real
network devices and application scenarios demonstrate the low
cost, high efficiency and scalability of the proposed architecture.

The rest of the paper is organized as follows. Section II sum-
marizes the related work of SD-RAN projects and network slicing
approaches. In Section III, we describe our system design realiz-
ing heterogeneous RAN slicing. We specify in Section IV how we
develop a prototype of proposed architecture on several state-of-
the-art SD-RAN platforms. The evaluation results of our system
are presented in Section V. Finally, Section VI concludes the paper
and lists some directions for future researches.
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Figure 1: Network slicing across heterogeneous software-
defined radio access networks.

2 BACKGROUND
2.1 SD-RAN Projects
Efforts have been made in introducing the concepts of SDN into
different radio access technologies. FlexRAN [1] is a project sepa-
rating the control and data planes of the open-source LTE eNodeB
implementation OpenAirInterface [3]. It achieves network slicing
by allocating resource blocks (RBs) among different slices. Orion [4]
further improves this architecture by enabling the functional isola-
tion. CAPWAP [5] is a protocol enabling managing multiple WLAN
access points through a central controller. Odin [6] proposes light
virtual access point (LVAP) abstraction facilitating the programma-
bility of WLANs. Based on LVAP, 5G-EmPOWER [2] is another
SD-RAN approach achieving WLAN slicing. It also provides SDN
control to LTE eNodeBs and plans to develop 5G New Radio (5G
NR) solutions.

The centralized management and programmability brought by
these SD-RAN approaches make it possible to realize various appli-
cations including network slicing at RANs. However, each SD-RAN
usually defines its own protocol, making it difficult to develop a
scheme allocating network resources across heterogeneous SD-
RANs, which is a challenge we aim to solve in this work.

2.2 RAN Slicing Approaches
There exist manyworks developing theories [7] and architectures [8,
9] for network slicing over heterogeneous RANs, e.g., cellular net-
works and WLANs. However, they usually assume all RANs are
owned by the same provider and neglect the possible competitions
between them. Though a few works like [10] address the compe-
titions during slicing by applying the game theory, they do not
contain evaluation results with a real networking testbed. Overall,
only a small portion of slicing works such as [11] contain imple-
mentations and experiments with real devices. Moreover, these
slicing architectures require deep modifications to existing network
infrastructures. On the contrary, we develop and deploy a real sys-
tem with cutting-edge SD-RAN technologies while taking these
realistic issues into consideration.

3 SYSTEM DESIGN
3.1 Overview
In this section, we propose our system design for the heteroge-
neous RAN slicing. We expect to have an architecture satisfying
the following requirements:

• Support of various RATs and multi-connectivity. Dif-
ferent RATs have diverse mechanisms handling connectivity
and radio resource allocations. To realize slicing across mul-
tiple RANs, we must find a way to unify different standards.
Besides, most of the modern mobile end devices (e.g., laptops
and smartphones) have the capacity to connect to multiple
RANs at the same time. This case must be considered when
slicing the network.

• Modularity. We prefer to deploy our system as a module
over SD-RANs rather than replace the existing control ar-
chitecture. Such approach has several advantages. First, our
system can be quickly adopted in an SD-RANwithout modifi-
cations to the network infrastructure. Second, each SD-RAN
usually has implemented some useful applications such as
the access control and handover. Working as another module
will make our system compatible with an SD-RAN’s existing
features.

• Slicing as multi-party games. Though the resources can
be allocated efficiently by solving a global optimization prob-
lem, it is usually not realistic because both slices and RANs
may owned by different providers. They keep their private
information and pursue their own profits. Therefore, we
do not assume that our system has a full control over ev-
ery SD-RAN. Instead, we consider slicing in a game theory
framework.

Addressing the issues above, we design a system containing fol-
lowing components, which are marked with red frames in Figure 1:

• Slicing Orchestrator. Following the manner of SDN, we
deploy a centralized entity communicating with each RAN
and managing slices.

• Agent of each slice (S-Agent). We setup an agent for every
network service provider in need of a slice. RESTful APIs are
provided for them to request from RANs through the Slicing
Orchestrator.

• Agent of each RAN (R-Agent). Similar, an agent will be
deployed at each SD-RAN as a module, following the pro-
tocols defined by that SD-RAN. It works as a bridge for the
Slicing Orchestrator to query radio resources in the RAN.
This agent has to be developed separately for each different
SD-RAN control architecture. However, we will show in the
implementation section that this module is lightweight and
suitable for fast system deployment.

With these components, we are able to perform the key functions
required by heterogeneous RAN slicing. In the next subsections,
we will describe the way this system works.

3.2 Database and Abstraction
To apply slicing policies, the Slicing Orchestrator should first have
a database storing necessary information, which is impacted by the
diversity of different RAN protocols and standards:
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Figure 2: The design of crucial components and protocols in the system.

• User Identification. A RAN identifies its user in its own
way. For example, cellular networks will check a user’s in-
ternational mobile subscriber identity (IMSI), while a WLAN
access point may manage the user access depending on the
MAC address.

• User Connectivity. Rather than an on-off binary state, it
is better to track the signal strength between each user and
each RAN, making it possible to compensate users with
low-quality links when making the slicing decisions. How-
ever, different indicators may be in use simultaneously, such
as Channel Quality Indicator (CQI) and Received Signal
Strength Indicator (RSSI).

• Resources. The same type of radio resource (e.g., band-
width) can also be represented in different ways. For ex-
ample, an LTE eNodeB adjusts a user’s available bandwidth
by allocating RBs, while a WLAN access point may divide
the transmission airtime instead.

We develop a new resource abstract for the compatibility of
heterogeneous RANs, as depicted in Figure 2(a). All types of user
identification and connectivity are stored in key-value pairs in the
Slicing Orchestrator, and an R-Agent will only get access to the
necessary subset of them, depending on specific RAT standards. For
radio resources, the database only maintains high-level representa-
tions (e.g., bandwidth and latency), and each R-Agent is equipped
with an algorithms to convert them to the units adopted by RANs
(e.g., RBs and airtime portions).

3.3 Auction-based Slicing Mechanism
In the multi-party setting, a slicing policy can only be determined
if each slice owner’s demand is satisfied by each RAN’s offer. For
example, considering a scenario with 𝐾 RANs and𝑀 slices, we can
set up a model mathematically assuming that each slice𝑚 requests
resource xm = (𝑥𝑚1, ..., 𝑥𝑚𝐾 ) from each RAN which leads to a
utility𝑈𝑚 (xm). On the other hand, if each RAN 𝑘 offers resource
yk = (𝑦𝑘1, ..., 𝑦𝑘𝑀 ) to slices, it will incur a cost 𝑉𝑘 (yk). A slicing
system may concern some forms of the social welfare, e.g., the
gross utility of all participants

∑𝑀
𝑚=1𝑈𝑚 (xm) −

∑𝐾
𝑘=1𝑉𝑘 (yk). At

the same time, a slicing scheme makes sense only if 𝑥𝑚𝑘 = 𝑦𝑘𝑚 is
true for every pair of RAN/slice. However, if each slicing participant
is selfish and aims at maximizing/minimizing its own utility/cost,

it is unlikely to acquire either the optimal social welfare or the
balance between resource offers and requests.

To solve this problem, the Slicing Orchestrator provides a plat-
form for all participants to negotiate with each other. We achieve
this by implementing an auction-based mechanism as depiected in
Figure 2(b). An auction contains one or multiple rounds. In each
round, participants submit bids on xm and yk (i.e., how much re-
source it is willing to request/offer) to the Slicing Orchestrator
through S-Agents and R-Agents. Then, according to a specific set of
payment rules, the orchestrator will announce a scheme that pays
utility ℎ𝑘 (yk) to each RAN 𝑘 based on how much resource it bids to
offer, as well as charges each slice𝑚 utility 𝑔𝑚 (xm) based on how
much resource it bids to request. The procedure will repeat until
no participant changes its bid. And the payment and allocation of
the last round will be applied as the final slicing scheme.

During the auction process, the payment rules are crucial in
guiding each participants to bid towards the maximization of the
social welfare. There are multiple auction algorithms providing the
payment rules in different scenarios. For example, if slices compete
for a single type of resourcewith a fixed total amount (e.g., downlink
bandwidth), we can define 𝑥𝑚𝑘 and𝑦𝑘𝑚 as non-negative real values
and apply a double auction algorithm presented in [12]. It has been
proved that the optimal social welfare can be achieved within a
limited amount of bidding rounds under specific circumstances.

Under the same framework, it is also possible to adopt other
auction algorithms in distinct scenarios, e.g., combinatorial auc-
tions [13] for discrete resources of multiple types, where we can
define each 𝑥𝑚𝑘 and 𝑦𝑘𝑚 as a set containing finite elements.

We propose two protocols to implement the auction mechanism.
A set of RESTful APIs is provided to human operators owning a
slice/RAN to support functions such as registering a slice, initiating
an auction on a specific resource or querying the account. Once
the auction is initiated, the procedure will be finished by a second
protocol between the Slicing Orchestrator and agents. For efficiency,
it no longer requires manual operations except setting a high-level
goal at the beginning. Instead, the auction is processed by a built-
in optimizer of each agent (calculating the optimal bid) and the
orchestrator (calculating payments and allocations).
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Role Hardware Software

Slicing Orchestrator Desktop Computer -
WLAN Control Plane HP ProLiant DL360 Server EmPOWER Controller
WLAN Data Plane TP-Link AC1750 Router OpenWrt, EmPOWER Agent
LTE Control Plane/Core Network HP ProLiant DL360 Server OpenAirInterface EPC, FlexRAN Controller
LTE Data Plane Desktop Computer, USRP B210 OpenAirInterface eNodeB
Service Provider Desktop Computer MPTCP, Apache HTTP Server, VLC Player
User Equipment HP Omen Laptop, Huawei E3372 LTE USB Modem MPTCP
User Equipment Nexus 6P Smartphone Ubuntu Chroot Environment

Table 1: Details of equipment and software deployed for experimentation.

4 IMPLEMENTATION
We develop a prototype of the proposed Slicing Orchestrator and
S-Agent, as well as the R-Agent modules in two different SD-RAN
controllers, FlexRAN managing LTE eNodeBs and 5G-EmPOWER
managing WLAN access points.

We choose the down-link bandwidth as a representative radio re-
source to examine our slicing scheme. The SD-RANs have different
inner logic to control the bandwidth of each user. FlexRAN assigns
a user by mapping its IMSI to a slice ID. To control the bandwidth,
it allocates a specific number of RBs, which is the resource unit
of an LTE frame to that slice ID. On the contrary, 5G-EmPOWER
adopts the OpenFlow [14] rules matching the MAC address of users
and marks them in the Differentiated Service Code Point (DSCP)
header. Then, the controller schedules the transmission airtime of
access points in a weighted Round Robin manner, where weights
are determined by the DSCP values. We develop R-Agent modules
bridging the high-level bandwidth demands to these inner mecha-
nisms. As a result, these parts only account for around 10% lines of
codes compared with other components (i.e., database and auction
modules). Therefore, it is possible to deploy our system in an exist-
ing SD-RAN even with a new RAT (e.g., 5G NR) with minor efforts
and low costs.

We prepare a network testbed to deploy the prototype, which sets
up LTE eNodeBs with USRP Software Defined Radio (SDR) devices,
and WLAN access points with OpenWrt routers. The testbed also
contains servers as the SDN controllers and the core networks.
MPTCP is adopted enabling user devices’ multi-connectivity to
RANs. The details of the testbed are shown in Table 1. In the next
section, we will demonstrate a realistic slicing scenario using this
testbed.

5 EVALUATION
5.1 Scenario Setup
We set up one LTE and one WiFi access network in the testbed
described in the last section. First, we start with a relatively sim-
ple scenario, having only one slice with HTTP video streaming
service, where the user (a laptop) connects to the video server
with MPTCP v0.93 protocol [15]. We apply slicing policies on the
download bandwidth, which is determined with the double auction
algorithm proposed in [12]. We assume the RAN’s cost is a square
function of the bandwidth consumed, and the slice’s utility is an
exponential function 𝑈1 (x1) = 𝑤1 ·

∑2
𝑘=1 (1 − 𝑒

−𝛼𝑥1𝑘 ), where 𝑤1
is a weight representing the willingness of purchasing bandwidth.
This function is commonly used to capture the performance of

network applications [16]. Then, we create another scenario with
one additional slice, which is a web server for two mobile phones
to download web pages. We define its utility𝑈2 (x2) as the average
delay of loading web pages, multiplied by another weight𝑤2.

5.2 Results
In the first scenario with only one slice, we focus on how the two
SD-RANs cooperate to satisfy the bandwidth request. We apply slic-
ing following the double auction algorithmwith several different𝑤1
values, i.e., willingness of purchasing bandwidth. Figure 3(a) indi-
cates that both SD-RANs offer bandwidth for a portion of requested
bandwidth. The slice can determine its request by adjusting its
willingness of purchase, resulting in corresponding different slicing
policies achieved by the system. In all cases, the Slicing Orchstrator
charges the slice an amount of utility which is the same with the
payment to SD-RANs. This amount increases with the bandwidth
requested.

The system should also be capable to react to network dynamics
in real time. Therefore, we then measure the throughput of the
user’s both wireless interfaces for a 30-second video transmission.
We assume that the user changes its willingness𝑤1 from 5 to 15 to
require a larger bandwidth, therefore initiates a new auction at the
15-th second. Both the transient and average throughput during
the two 15-second periods are recorded in Figure 3(b). The plot
demonstrates that the Slicing Orchestrator succeeds in processing
the request and allocates more bandwidth in the second period
through bothWLAN and LTE access networks. Moreover, the traces
indicate that the new slicing policy is applied quickly to SD-RANs.
For example, it takes less than 1 second to finish the auction and
less than 5 seconds to achieve the new expected throughput with
FlexRAN.

In the second scenario with two slices, we examine how to reach
a balanced resource allocation between services that leads to the
optimal social welfare. We run auctions with different combina-
tions of (𝑤1,𝑤2) values in Figure 4(a). We measure the actual per-
formance of two services, i.e., load time of web pages and peak
signal-to-noise ratio (PSNR) of received videos. The tendency of
service performance is consistent with the chosen utility functions.
As a comparison, we implement a strawman slicing approach that
simply allocates the same amount of bandwidth to both services
(denoted as Bisection in the figures). The results demonstrate that it
is harder to reach an efficient slicing scheme. For example, when in-
creasing the allocated bandwidth from 30% to 50%, the performance
has only limited improvement. However, as depicted in Figure 4(b),
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Figure 3: A slicing scenario with the video streaming service and two RANs.
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it results in a significant higher cost to RANs and therefore makes
the social welfare much worse than the optimal value acquired
through the auction method.

We are also concerned about the operating costs incurred by
our R-Agents to SD-RAN controllers. In Figure 5(a) and 5(b), we
plot the CPU and memory consumption of both FlexRAN and 5G-
EmPOWER controllers. The deployment of R-Agents (marked as
Idle state) adds little burden to the CPU utilization and only costs
a small extra portion of the memory. Then, we send new slicing

requests to the orchestrator every second, emulating a high load to
the system (marked as Busy state). This requires extra CPU resource,
while the CPU is still far from being fully utilized. Therefore, our
system is lightweight and scalable enough to handle a large number
of slicing requests.

6 CONCLUSION
In this paper, we proposed an architecture realizing network slicing
in heterogeneous SD-RANs in a modular manner. We deployed
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auction-based algorithms and protocols to properly handle the
competition among different network and service providers. We
implemented a prototype of our system on several state-of-the-art
open-source SD-RAN platforms and evaluated its performance with
real network devices and application scenarios. Our next step is to
adopt similar solutions to more RATs, e.g., the 5G New Radio (5G
NR) and low profile Internet of Things (IoT) protocols.
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