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ABSTRACT

Logging is a vital part of the software development process. De-
velopers use program logging to monitor program execution and
identify errors and anomalies. These errors may also cause un-
caught exceptions and generate stack traces that help identify the
point of error. Both of these sources contain information that can
be matched to points in the source code, but manual log analysis
is challenging for large systems that create large volumes of logs
and have large codebases. In this paper, we contribute a systematic
mapping study to determine the state-of-the-art tools and methods
used to perform automatic log analysis and stack trace analysis
and match the extracted information back to the program’s source
code. We analyzed 16 publications that address this issue, summa-
rizing their strategies and goals, and we identified open research
directions from this body of work.
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1 INTRODUCTION

Program logging is one of the oldest methods for providing devel-
opers and users feedback on what is happening in an application.
Logs range from simple progress reports in console applications to
health checks, request status, and error reports in large distributed
systems. These logs represent a rich source of information about
the internal workings of an application. Developers usually place
logging statements at critical junctures in their application, indi-
cating the success or failure of certain operations and reporting
abnormalities that occur.

For all the information contained within them, however, logs
present challenges in extracting that information. Manual analysis
of logs is possible, but the task quickly becomes unfeasible for large
programs that produce many logs [7]. Making sense of distributed
logs is even harder: if several modules each have their own output,
the ordering of anomalous events may have to be reconstructed
across several series of log messages matched with different code
bases.

This is the problem space where automatic log analysis fits in.
Logs give information programmatically, and automated log analy-
sis seeks to recover that information. However, logs present several
challenges to automated analysis. The biggest is that of formatting:
while there are some common logging practices, logs are written
in natural language by different people, almost guaranteeing there
will not be a single, common format for all logs even within an
application. As a result, creating generalized tools to parse logs
from diverse applications is a non-trivial task that has generated
much research interest in multiple directions.

A subset of log analysis work focuses on using a program’s
source code as an extra input into the analysis. Instead of using
the logs solely, certain aspects of the log information is matched to
locations in the source code. Including source code in the analysis
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could improve the quality of log analysis itself since analysis tools
do not need to make assumptions on how the logs were generated;
they can instead use the actual logging statements in the code. In
addition to making the analysis easier, using both logs and source
code could also improve the final quality of the analysis: the use of
source code provides a potentially more useful analysis than the
logs alone could reveal. Using log analysis can also narrow down
the areas of code that need to be analyzed to a more feasible number,
allowing developers to identify bugs more quickly.

Analyzing program logs is useful for different purposes. A com-
mon goal is that of anomaly detection [11]. If the program behaves
differently than expected, the log output will often indicate this,
either directly by logging a message describing the problem or indi-
rectly by showing a different composition or ordering of messages
than during successful program execution. Fault localization takes
this a step further by searching for the root cause of the anomaly
within the program’s source code, for example, an erroneous value
assignment [20]. Log analysis, combined with source code analysis,
can be used to assist this process. In case of an unexpected pro-
gram output or crash, logs can contain information that indicates
the program’s state, and they also implicitly show the program’s
execution path. If a message appears in the log, there had to be a
logging statement in the code that generated it and, by extension,
the execution path through the program’s code had to contain that
logging statement. Using this approach, the possible locations of
the error can be narrowed down. Reducing the possible execution
paths is known as program slicing, and it is a common technique
to assist with fault localization [21].

Stack traces are even more conducive to program slicing since
they provide execution path information explicitly by showing all
functions on the stack at the time of the exception. These stack
traces are generated and put into the programs log by the execution
engines when runtime exceptions occur. While the error may have
originated in a function that has since been popped off the stack
(e.g., a problematic value was returned by a function), the stack
trace provides a good starting place for fault localization through
program slicing. Stack traces also adhere to a consistent format for a
given programming language, making them easier to automatically
parse than other forms of log output.

Our goal in this mapping study is to analyze the methods iden-
tified by the research literature for extracting information from
program logs and stack traces and matching it back to information
in the source code. We also identify the goals that such analysis and
matching have been applied toward, as well as its current limita-
tions and open research directions. We found that the current body
of literature surrounding mapping information from logs to source
code is quite small and open for expansion. The rest of the paper is
organized as follows. In Section 2, we discuss our research method.
Section 3 details our analysis of the literature and our answers to
our research questions. We discuss threats to validity in Section 4,
and section 5 concludes our work.

2 RESEARCH METHOD

In our mapping study, we followed simplified guidelines for map-
ping studies in software engineering, as suggested by Petersen et
al. [13]. First, we defined research questions to guide the study.
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Next, we created a query to find existing works on the topic. We
then filtered out results that were not relevant to our specific topic.
Finally, we analyzed the remaining works to identify their methods
and goals.

We defined the following research questions:

RQ1 What methods have been used to extract and map informa-
tion from logs to source code?

RQ2 What other techniques can be improved by log-to-source
matching?

RQ3 What are the problems or opportunities that have been ad-
dressed by log-to-source mapping?

RQ4 What other sources of information are combined with logs
to give insight into the source?

RQ5 What are the open problems and future research directions?

Next, we crafted our search query. To find those sources related
to log analysis, we used the portion "log mining” OR "log analysis"
OR "log extraction" OR "log parsing” OR "log parser", and to narrow
that down to sources that used the source code alongside the logs,
we included "program slicing” OR "code" OR "fault localization". To
broaden our results to include more general works on program
slicing (which implicitly involves the source code), we included
"program slicing" AND ("fault localization" OR "data flow analysis"
OR "runtime exception" OR "stack trace"). The complete query is as
follows:

(("program slicing" OR "code" OR "fault localization")
AND ("log mining" OR "log analysis" OR
"log extraction" OR "log parsing" OR "log parser"))
OR
("program slicing" AND
("fault localization" OR "data flow analysis" OR
"runtime exception” OR "stack trace"))

We used this query in searching four major research databases:
the ACM Digital Library, IEEE Xplore, SpringerLink, and ScienceDi-
rect. The query was adapted to local specifics of the particular
database search engine.

Table 1: Search results on major indexing sites

Indexer Found results Used results
ACM DL 39 8
IEEE Xplore 39 5
SpringerLink 492 1
ScienceDirect 18 2
Total 588 16

The results of the search query are shown in Table 1. We then
filtered these results, removing works that were not related to our
topic. Specifically, we eliminated those results that did not use either
program log output or a stack trace as a source of information. We
also eliminated those that did not use the source code in their
analysis. In filtering the results, we first discarded irrelevant papers
based on their titles and abstracts, followed by a more thorough
analysis of the full text.
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After we filtered the results, only a small number of works re-
mained. Out of the 588 works initially found, 16 were deemed
relevant to the topic. The chosen works are listed in Table 2.

3 ANALYSIS OF RESULTS

In this section, we analyze the existing works, enumerating different
methods of extracting information from logs and stack traces and
matching it to source code, as well as the problems addressed in
the current literature.

3.1 Log analysis and mapping methods

The first step many works take is creating log templates that match
log messages to the line of source code that generated them. The
most common approach is to parse the source code. For example, by
creating and traversing an Abstract Syntax Tree (AST). It is common
to find all logging function calls, and create a regular expression
that matches the format of the logging function’s parameters. This
takes into consideration both the static message and the variables
in it. That regular expression is then associated with its line of
source code and stored. The regular expressions are then compared
against future log messages to determine their origin point in the
code. This approach is taken by [2, 5, 8, 9, 12, 14, 15, 22, 23, 25].

There are a few variations on this basic approach. In [5], the au-
thors augment the regular expression to detect logs that originated
in looping or conditional code. In [15], the regular expressions for
log templates are associated with the larger source code unit (class
or method) they are contained in, instead of a source line. A more
sophisticated template was generated in [25]; in addition to differen-
tiating between the static message portion and passed-in variables,
the variables themselves were classified by the probability their
values would remain unchanged between requests, determined by
data flow analysis. Variables unlikely to change were used as keys
to differentiate individual requests.

Using the log messages usually consists only of matching the
messages to their lines of code. Some works, however, applied
further processing. In both [2] and [5], the logs were partitioned by
the ID of the thread that generated them. The ordered, partitioned
log sequence was then used in the next stages of their analysis.
In [25], the logs were partitioned by individual requests using the
variables that were determined to be invariant within a request.
In [14], the log templates were also indexed in the database to
reduce the number of regular expression comparisons that must
be performed. Logs can be clustered by similarity, measured by
weighted edit distance [8]. This can be used to match logs with
parameters not detected in the creation of the original regular
expression.

Another direction is to use statistical analysis on incoming logs
to detect anomalous log sequences [9]. In this case, a series of log
points represents a task, and a statistical analyzer detects anomalous
tasks by detecting outliers among the log point series.

3.2 Execution traces

A common technique we found is using the log output to assist in
building a graph representing the program’s execution flow. In such
a Control-Flow Graph (CFG) or function call graph, the number of
paths can be reduced using information extracted from the log, a
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technique known as program slicing. This approach is seen in a
number of studies [1, 2, 5, 10, 16, 17, 23-25].

A typical example of this approach is detailed by Chen et al. [5].
The authors narrow down the execution path by labeling statements
with "may", "must-have", and "must-not" labels that show for any
particular run of a function which statements could have been
executed to get to that point in the code. Logging statements are
used as checkpoints to indicate whether the program executed a
certain line of code. The analysis depends on conditional branches
in the code; a branch of a conditional that contains a log statement
can be labeled "must-have" if that log is found, and "must-not" if the
log was not found. Similar technique and labels are used in [24],
this time calling the statements "might-execute”, "partial-execute",
and "not-executed". The authors of [23] used combinatorics and a
Boolean satisfiability (SAT) solver to rule out infeasible execution
paths given conditional constraints encountered. By removing the
unused functions, these techniques improve the accuracy of the
program slice.

Once an execution trace has been created, it can be used as the
basis for further analysis. In [10, 16, 24], stack traces used to slice
programs. Since the exception gives a definite endpoint for the slice,
backward data-flow analysis is used to find the erroneous statement.
The authors of [17] generate a call graph from a stack trace, which
they enhance by mining similar stack traces from external sources
and including edges from the new traces in the call graph.

After building the execution trace, the authors of [1] utilize
predicate switching to determine the location of variables critical
to the execution at the time of the fault, then uses backward slicing
in order to gather more relevant variables that may have affected
the outcome of the predicate that led to the fault.

Additional analysis was applied in [2] to help with anomaly de-
tection between separate executions. A reachability graph between
log statements was generated from the program’s CFG. Then, or-
dered log sequences partitioned by thread were used to generate
different execution traces from the reachability graph. The execu-
tion traces were analyzed together and each was assigned a trace
anomaly index, a measure of similarity between it and other traces.
Assuming that anomalous executions are rarer than normal ones,
and therefore more likely to have a different log sequence, execu-
tion traces with a drastically lower similarity value are more likely
anomalous.

The approach in [25] is unique because it is designed to analyze
distributed systems. Every top-level method of each node is ana-
lyzed to determine what logging methods can be reached from it,
as well as what other nodes it calls. The resulting call graph is less
granular than other examples, but it covers an entire distributed
system and tracks the origin of the logs within the distributed nodes.
Observed log messages are grouped by request, and the resulting
sequence is applied to the call graph to determine which nodes the
request traversed. The logs are then used to create a summary of
the requests across nodes, for example, giving performance data
using the log timestamps.

3.3 Stack trace analysis

Stack traces are unique from other logs since they specify the exact
location of an exception as well as a chain of functions that led to
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Table 2: Selected papers

Reference Title Year
[5] An Automated Approach to Estimating Code Coverage Measures via Execution Logs 2018
[15] Bridging the divide between software developers and operators using logs 2012
[22] Detecting Large-Scale System Problems by Mining Console Logs 2009
[8] Execution Anomaly Detection in Distributed Systems through Unstructured Log Analysis 2009
[2] Execution anomaly detection in large-scale systems through console log analysis 2018
[12] Industry Practices and Event Logging: Assessment of a Critical Software Development Process 2015
[25] Lprof: A Non-Intrusive Request Flow Profiler for Distributed Systems 2015
[23] SherLog: Error Diagnosis by Connecting Clues from Run-Time Logs 2010
[9] Stage-aware anomaly detection through tracking log points 2014
[14] Tracing Back Log Data to Its Log Statement: From Research to Practice 2019
[1] Fault localisation for WS-BPEL programs based on predicate switching and program slicing 2018
[17] On the Use of Mined Stack Traces to Improve the Soundness of Statically Constructed Call Graphs 2017
[16] Fault Localization and Repair for Java Runtime Exceptions 2009
[19] Boosting Bug-Report-Oriented Fault Localization with Segmentation and Stack-Trace Analysis 2014
[24] An improved static program slicing algorithm using stack trace 2011
[10] A Debugging Approach for Java Runtime Exceptions Based on Program Slicing and Stack Traces 2010

it. They are also more consistently structured than human-defined
logs. While they are not available in all circumstances, stack traces
contain valuable information about a program’s execution in the
situations where they are generated (e.g., during a runtime excep-
tion). The information contained in a stack trace can be used to
recreate a representation of a program’s execution [10, 16, 17, 24].

In [10, 16, 24], logged stack traces are used to create a program
slice that can be analyzed for fault localization, as described above.
In a different approach, the authors of [17] create the initial call
graph from a stack trace, and then mine similar stack traces from
internet sources, including Stack Overflow and GitHub issues. They
use these similar stack traces to create more call graphs, which they
combine with the original to create a more comprehensive view of
the program execution.

3.4 Other sources of information

While most of the works we found solely used the log and source
code, three notable exceptions used information from external
sources to enhance analysis. For example, in [19], stack traces were
used to augment a traditional information retrieval approach to
bug report-based fault localization. Additional weight was given to
files mentioned in stack traces, improving the accuracy over textual
analysis alone. In [17], the authors mined stack traces from GitHub
issues and Stack Overflow that involved the class of interest from
the stack trace generated from local program execution. These stack
traces were used to enhance the analysis done from the original
stack trace. In [15], log templates are linked to bug reports that
contain messages fitting those templates. Log templates changes
are tracked, and when a template changes, system operators can
be alerted that a bug report is no longer up to date.

3.5 Problems addressed

Regardless of the methods used, we found several overarching goals
the current research seeks to address. The main goals we found
were that of fault localization using program slicing [1, 10, 16, 19,
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23, 24] and performance analysis using timing information from
logs [8, 25].

Other goals were found, as well. Sometimes, anomaly detection
(as opposed to localizing a known fault) is the aim. The authors
of [2] compare similarity between executions to determine which
ones are likely anomalous. In [22], the goal is to detect anomalies in
executions of distributed systems, as well as demonstrate sufficient
performance of log analysis on such systems. The results show they
have the ability to handle large scale systems involving millions of
console log lines. In [9], the goal is to show that anomaly detection
in real-time is possible by tracking points in logs.

The main goal of [5] is to achieve high-accuracy code coverage
estimates through the use of log statements. The labeling of state-
ments based on the existence of logs for a particular run helps the
developers determine over multiple runs the average code coverage
estimates for a particular test case.

The authors in [15] aim to inform system operators of code
changes that are relevant to them since they are not as familiar
with the code base as the developers. They enhance bug reports
by detecting when they become outdated by changes to the logs
contained in them.

Some works aim to demonstrate improvements in existing tech-
niques. The goal of [17] is to expand the call graph for a given
stack trace using additional information about similar stack traces
mined from the internet. The goal of [14] is to demonstrate that
an analysis algorithm for log-to-log statement matching is efficient
and ready for use. The goal of [24] is to improve the accuracy of
creating program slices using stack trace information and filtering
possible execution paths.

3.6 Future research directions

The relative lack of research in this area indicates that the field is
open for innovation. One gap we noticed within the existing work
is that utilizing stack traces and using other logging output have
been analyzed separately. General logs and stack traces have both
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been shown to improve program analysis, especially in program
slicing and fault localization. Using both sources of information
could create an analyzer that is more general than one that solely
uses stack traces, and more accurate than one that only uses general
logging output when stack traces are available.

We also believe external sources could be utilized to a greater de-
gree. For example, in one instance, logging statements were linked
to bug report issues [15]. The proposed analysis was to track which
logs (and bug reports) were impacted by changes in the source
code. We believe that if logs from widely-used third party libraries
could be collected, they could be linked to publicly known issues
with that library to automatically find solutions to common prob-
lems. For example, if a GitHub issue or Stack Overflow question is
opened for an open source project describing an error associated
with a series of log lines, these logs could be compared for similarity
with user-generated logs, automatically recommending solutions
to encountered problems

Improving the quality of log templates is another area of in-
terest. Xu et al. mention the problem of logging objects using a
toString method in object-oriented languages [22]. Their solution
is to generate a log template that matches the toString method
of the object passed into the log, as well as up to 100 descendant
subclasses of that class. Not only does this cause an exponential
increase in the number of templates, the authors mention that in
certain cases, more subclasses than this may need to be considered.
An alternative solution may be needed.

3.7 Discussion

To answer RQ1 (methods of extracting and mapping log informa-
tion to source), we found the primary method of extracting and
mapping information from logs to source code is regular expres-
sion templates. These templates contain the static portion of the
log message as well as the matching interpolated variable values
[2,5,8,9,12, 14, 15, 22, 23, 25]. To aid in extraction beyond simply
matching to a single location in source code, we found log clustering
methods. Clustering can be done by edit distance between logs [8],
a thread or request identifier [2, 5], and by finding request-specific
values in logs using data flow analysis [25].

Table 3: Extraction/mapping methodsR®?!

Method References Total
Regular expression [2,5,8,9,12, 14, 15, 22,

10
templates 23, 25]
Edit distance clustering [8] 1
Request clustering [2,5, 25] 3

For RQ2 (techniques improved by log-to-source mapping), we
found program slicing was frequently addressed. Matching a stack
trace to locations in the code can be used to generate a program slice
[10, 16, 17, 24], and existing program slices can be further narrowed
down using the locations of logging statements [2, 5, 23, 24]. For
certain kinds of logging runtimes, an entire program slice can be
rebuilt from the logs alone [1]. Another technique enhanced by log
matching was data flow analysis. In the presence of log-to-source
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matching, data flow analysis can be used to recreate a sequence of
events [25] or in backtracking from an exception’s throw point to
its root cause [10, 16].

Table 4: Techniques improved by log-source mappingR<Q?

Technique References Total
Program slicing 9
Program slicing (by stack trace) [10, 16, 17, 24] 4
Program slicing (by logs) [1,2,5, 23, 24] 5
Data flow analysis 3
Data flow analysis (backtracking) [10, 16] 2
Data flow analysis (sequence [25] 1

reconstruction)

In addressing RQ3 (problems addressed by log-to-source map-
ping), the main goal we found was that of fault localization, using
stack traces or general logs to narrow down a program slice to the
location of the fault [1, 10, 16, 19, 23, 24]. Analyzing log sequences
was also used for anomaly detection [2, 9, 22]. Performance analy-
sis can be performed using the timestamps inherent in many logs
[8, 25]. Other goals include estimating code coverage [5], bug report
change detection [15], and improving another technique, such as
improving program slice accuracy [24], call graph expansion [17],
or simply efficient log-to-source matching itself [14].

Table 5: Problems addressed by log-source mappingR<3

Problem References Total
L [1, 10, 16, 19,
Fault localization 23, 24] 6
Anomaly detection [2,9,22] 3
Performance analysis (8, 25] 2
Code coverage [5] 1
Bug report change detection [15] 1
Program slice accuracy [24] 1
Call graph expansion [17] 1
Improved log-to-source matching [14] 1

For RQ4 (external sources used), three external sources were
found to be combined along with logs and source code. Stack Over-
flow and GitHub issues were mined for stack traces similar to the
one encountered locally [17], and bug reports were combined with
changes to logging statements to detect when they may be affected
by code changes [15].

Table 6: External sources used?<3

Source References Total
Stack Overflow [17] 1
GitHub [17] 1
Bug reports [15] 1
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For RQ5 (future research directinos), we found that an approach
that combined analyzing stack traces and general logs together to
improve program slicing has not yet been addressed. There are
also open issues in more fully utilizing external sources in the
code analysis, as well as in generating log templates that are more
comprehensive in the presence of complex logging parameters.

4 THREATS TO VALIDITY

The primary threat to the validity of our work is omitting relevant
research from our review. To ensure we found all related work in
our initial search, we designed our query to be as broad as possible.
To reduce the threat of dismissing a relevant work, we had multiple
researchers review each search result, beginning with a permissive
analysis of the works’ title, abstract, and keywords, followed by a
more scrutinous examination of the full text.

Another concern is that in our study, we employed four ma-
jor research databases, namely ACM Digital Library, IEEE Xplore,
SpringerLink, and ScienceDirect. Potentially, more papers can be
published by other publishers, which we did not include.

5 CONCLUSION

Program logs contain a wealth of information about how a program
is behaving. Harnessing this information through automated anal-
ysis and connecting it to source code locations has the potential to
improve developers’ abilities to find bugs, detect anomalies, and
analyze the performance of their code. In this study, we selected
16 works out of an initial search of 588 results in an effort to as-
sess the current literature on the techniques and uses of mapping
information from logs to source code.

We examined the works to determine the methods they used
in extracting and mapping information from logs, as well as the
techniques this mapping was meant to improve. Next, we identified
the problems these works addressed using these techniques. We
discussed open research areas including an approach that combines
logs and stack traces, the need for improved log templates, and the
potential for inclusion of data from external sources.

Our long term goal is an automated method for software archi-
tecture reconstruction of distributed systems. Towards this end, we
have performed other studies laying the foundation for this goal
[3, 4, 6, 18]. The future work for this study will contribute by using
logs to gain insight into a system’s architecture.
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