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ABSTRACT
In modern computing, log files provide a wealth of information
regarding the past of a system, including the system failures and
security breaches that cost companies and developers a fortune
in both time and money. While this information can be used to
attempt to recover from a problem, such an approach merely miti-
gates the damage that has already been done. Detecting problems,
however, is not the only information that can be gathered from log
files. It is common knowledge that segments of log files, if analyzed
correctly, can yield a good idea of what the system is likely going
to do next in real-time, allowing a system to take corrective action
before any negative actions occur. In this paper, the authors put
forth a systematic map of this field of log prediction, screening
several hundred papers and finally narrowing down the field to ap-
proximately 30 relevant papers. These papers, when broken down,
give a good idea of the state of the art, methodologies employed,
and future challenges that still must be overcome. Findings and
conclusions of this study can be applied to a variety of software
systems and components, including classical software systems, as
well as software parts of control, or the Internet of Things (IoT)
systems.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Com-
puter systems organization → Reliability; Availability; Main-
tainability and maintenance.
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1 INTRODUCTION
Traditionally log files are used in order to trace back errors after
they have occurred. While this can be beneficial, it often involves
hours of programmers time to trace back through the logs and find
the root issue. The field of error detection has been widely studied
[24, 30] as a response to the manual time wasted; however, these
solutions are passive in nature and do not give the needed resources
to react to the errors when they occur. Thus, the natural next step is
error prediction, where the error can be seen in advance and dealt
with accordingly [24, 30]. There are many practical applications for
error prediction, including responding to network attacks [20, 30],
avoiding hardware failure [17, 23], and reducing manual time spent
scanning logs for potential errors.

The purpose of this paper is to categorize the current methods
of log prediction discovered in this field of research. This includes
analyzing everything from the specific type of logs used in each
relevant paper discovered to discussing the relative success and
failure of each algorithm implemented for currently running log
files. The authors of this study have found that many obstacles are
in the way of efficient prediction methods, including conforming to
individual log structure and scaling to large-scale systems. There are
also many breakthroughs in this field including enhancing popular
algorithms or creating novel machine learning methods of error
prediction.
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Findings and conclusions of this study are relevant for a variety of
software components or systems, e.g., enterprise software systems,
software parts of control systems, or software components of the
Internet of Things (IoT) systems, where security vulnerabilities are
often reported as a significant problem [1, 2].

The rest of the paper is organized as follows. Section 2 gives a
general background on log file, error detection and failure predic-
tion. Section 3 describes how the authors collected and analyzed the
relevant papers on log prediction. Section 4 answers the research
questions listed in section 3. And finally, we concluded the paper in
section 5 with a general summary of our contributions along with
future works.

2 BACKGROUND
In general, log files record the state of a system at any given time
[37]. Such files usually record information regarding a network,
system, or merely a flow of events, and in turn, provide a wealth
of information regarding failures [12, 30], which can be used to
diagnose problems. However, as systems have grown larger, so too
have their logs. This growth has long since reached the point of
becoming bloated beyond any human’s ability to manually parse–
thus forcing developers to resort to automated methods [37]. Since
logs do not adhere to any standard format [22, 28], though, such
automated parsing can be close to impossible without extreme cus-
tomization. This issue is compounded twofold: first, by the number
of issues recorded in logs being dwarfed by the total number of log
entries [39], and second, by the tendency of software systems to
change logging behavior and patterns over time [38]. Generally,
this three-way mystery has presented too much volume and too
complex a structure for a standard algorithm to be applied to, forc-
ing developers to fall back on Machine Learning (ML) as a solution.
This particular topic, however, will be expanded upon further when
discussing the findings of this mapping study.

Automatic detection of errors from log files is not enough, how-
ever; after all, since logs record the behavior of a system, a logged
error is one which has already occurred and thus done damage.
Traditionally, handling such errors is done with less thought put
towards logs. Instead, systems are designed as ’fault-tolerant’, ex-
pending effort towards periodic checkpointing of the full system to
minimize work lost in the event of failures of any part [17]. This,
however, wastes a great deal of CPU time checkpointing compo-
nents that are nowhere near failure, and can still lose progress on
components that fail just before the system is checkpointed [17].
Due to these and other issues, research has begun moving in the
direction of attempting to predict failures before they happen, al-
lowing the minimization or elimination of damage before it occurs
[24, 30].

Thanks to the fact that predicting from logs is such an integral
discipline which will only grow as systems grow larger, it is im-
portant to document the current state of the art to clarify where
research is headed and what problems remain to be addressed. In
short, a systematic mapping study is in order. There is already at
least one such study available, “Outcome-Oriented Predictive Pro-
cess Monitoring: Review and Benchmark” by Teinemaa et. all [34].
However, this study may not suffice for answering the questions
raised here. The study approaches the problem from the angle of

classifying the outcome of business cases, which narrows the focus
to exclude applications (such as software fault prediction) and thus
does not encompass the scope of a study that is needed. This ques-
tion is reinforced by the conclusion citing having found 14 works, a
far smaller number than our search yielded [34]. One other similar
study, “The impact of feature reduction techniques on defect predic-
tion models” by Kondo et. all, also seems superficially similar [21].
However, this research focused primarily on how feature reduction
improved defect prediction, not on the methodology used in this
prediction [21].

3 MAPPING STUDY METHOD
In this study, we carried out a structured procedure to accumulate
and synthesize the research works on failure prediction in comput-
ing systems. To find existing groundwork relevant to the specific
field of interest, we followed a software engineering approach of
systematic mapping studies [27].

In the first phase of our mapping study, we defined a set of
research questions and refine them over time such that answers
to those questions represent a comprehensive understanding of
the topic under consideration: failure prediction using log analysis.
Next, we identified the search terms for querying across different
indexing sites and portals. This phase required a trial-and-error
process to finalize the search terms relevant to our topic. Once all
papers are gathered, we manually filtered out out-of-scope papers
by reading through the abstracts and prepared a shortlist. Finally, we
rigorously analyzed the shortlisted papers to answer the research
questions.

The questions we examined in this mapping study are as follows:
RQ1 What is the trend in research over time? Has more or less

been done recently?
RQ2 Which countries and people are most active in this field of

research?
RQ3 What kinds of logs are being analyzed?
RQ4 What is being predicted from those logs?
RQ5 What limitations and challenges face the field of log predic-

tion?
RQ6 What methodology, algorithms, tests, and results were gar-

nered by the study?
RQ7 What are the future directions for failure prediction?
We used four indexing sites and portals (indexers), including

IEEEXplore, ACMDigital Library (DL), ScienceDirect, and Springer-
Link. We tailored our search queries to look for papers related to
failure prediction using log analysis. We divided our search query
into four parts. In the first part of our query, we included the search
term "log analysis", however, we also considered related terms like
"log mining" and "log extraction". In the second part, we used similar
terms that represent failures: error, issue, defect, fault, failure and
crash. For the last part, we injected the terms "prediction" or, "fore-
cast" to refine our search results. The full search query is presented
in the Listing 1.

Each paper after the initial filtering was then manually evaluated
on its title and abstract to determine if it was a fit for the scope we
are looking for. Our search query returned a large number of papers;
however, after the manual processing, we found that most of them
are related to failure detection instead of failure prediction. Apart
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Listing 1: The Search Query for the Indexers
(log analysis OR log mining OR log extraction)

AND (error OR fault OR issue OR defect OR failure OR crash)

AND (prediction OR forecast)

Table 1: Search Query Results for Various Index Sites

Indexer Search
Results Filtered Referenced Total

Relevant
ACM DL 9 1 6 7
IEEE Xplore 123 7 5 12
SpringerLink 172 3 1 4
ScienceDirect 51 1 3 4
Others - - 3 3
Total 309 12 18 30

from that, we have also discarded papers that are in non-English
languages, papers without available full-text, opinion-based papers,
and short papers with less than four pages. Then we went through
the related work section of the remaining papers to include relevant
studies that the search query omitted.

The results of our search queries and manual filtering are listed
in Table 1 along with the papers we found by exploring related work
sections. Once we narrowed down the relevant works to about 30
papers, we thoroughly studied them to discover current trends in
failure predictions based on log analysis along with the challenges
and solutions they presented.

4 ANALYSIS RESULTS
Out of 309 papers returned by the search, we recognized a very
small number of relevant works. The majority of the works focused
on anomaly detection from log files in general instead of predict-
ing failures. Only 30 papers are considered for the final analysis,
including the ones with only a partial match. In this section, we
present the findings of the study by answering the research ques-
tions in separate subsections. The validity of our systematic study
is discussed in the last subsection.

4.1 Trends
The idea of log prediction has been around since the 1990s. Even
though research started in the 1990s, not much research was done
until around 2008 when a larger emphasis was placed on error
detection. This emphasis occurred naturally as a reaction to the
ever-growing size and complexity of software systems and the
escalating damage that system failure creates. Figure 1 illustrates
all of the papers the authors included in this study. As can be
seen from the graph above, the general trend of research on log
prediction has been increasing over time, especially over the last
few years. Out of approximately 30 papers, the authors choose

1Since ScienceDirect limits the number of boolean connectors we split second part of
our query into two separate queries: (issue OR crash OR failure) and (defect OR fault
OR error)

for this paper, Figure 2 shows an even and steady increase in the
number of papers written.

4.2 Countries and People
There were no common names found in the research papers the
authors analyzed. In general, each person contributed to one or two
papers, with only one person contributing to three research papers.
This shows us that the research is fairly widespread, and not con-
tained to one group of people. This conclusion can also be seen in
Figure 3, which outlines the number of people in each country that
are involved in researching error prediction through log analysis.
Out of the 30 papers analyzed, the United States currently has the
most people involved in this research. The other countries that
contributed the most in the research of log prediction are China
and Italy.

4.3 Types and Sources of Logs
Regarding the research question RQ3, the types of logs being ana-
lyzed, of the selected papers, many of them address the content of
the log data analyzed. These logs are all taken from existing sys-
tems with either in real-time or deferred analysis techniques. Out
of the group of papers examined, four of the papers focused on the
general application of an algorithm to any log type [10, 34, 34, 37].
Five focused on logs of scheduled processes or process meta-data,
such as distributed computing [17, 19, 25, 29, 32]. Four were solely
dedicated to network communication or IoT for the purpose of
security [13, 20, 22, 35], while the rest were solely dedicated to the
prediction and avoidance of errors within the system.

4.4 Pre-Processing
Format and content is crucial to the efficient analysis of logs. Of
the papers analyzed, 17 [10–12, 16, 18–22, 26, 32, 34, 35, 37–39, 41]
directly mentioned a pre-processing step. In six of these papers,
this crucial step was used to remove redundant or irrelevant data
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[16, 18, 20, 32, 38, 41]. This redundant or irrelevant data came in the
form of duplicate log entries or log entries that are not pertinent
to the analysis. Five used this step to generally reformat the data
into a more structured form [10, 18, 26, 32, 34], this new form
decreases runtime and improves overall analysis. The inconsistency
of time stamps and the aggregation of distributed logs is a domain
of increasing size as distributed systems become more common.
In microservices, distributed systems, Internet of Things (IoT), or
High Performance Computing (HPC) these spatial and temporal
differences also need to be accounted for in the logs, two papers
addressed this [16, 32].

4.5 Log Analysis Goals
What the logs contain and their predictive outcome had a large cor-
relation. Those logs containing general system information strove
to predict overall system failure or faults [10, 34, 34, 37]. Event-
based logs were focused on improving the efficiency of the event
runtime by suggesting alternative event order. Logs containing
event process data or process metadata were focused mainly on
the improvement of scheduling for performance load balancing
while error based logs focused on the prediction of said errors in
a real-time environment [17, 19, 25, 29, 32]. Network or IoT logs
focused on the prediction of process order in order to detect mali-
cious activity or to improve fault detection in a microservice system
[13, 20, 22, 35].

4.6 Prevailing Limitations and Challenges
Among the research papers analyzed, many common limitations
and challenges facing the field of log prediction were mentioned.
Among them were consistency [17], formatting [19, 22], complexity
[13, 14, 29, 31], volume [22], scale [7, 13, 14], log quality [19], fault
location [40], and time [7, 16, 40]. The most predominant issues are
analyzed below.

4.6.1 Log Formatting andQuality. A common issue when trying to
predict errors by logs is analyzing the logs because of their variable
format. Five of the research papers analyzed cited log formatting as
one of the predominant issues with log prediction [12, 19, 22, 28, 34].
On top of formatting, four studies also implied that general log
quality was also a major roadblock for log prediction [10, 19, 23, 28].
The general issue with log formatting is that there are no standard
formats which make the logs difficult to parse and analyze the
messages stored inside the logs. These logs can also come from a
variety of locations, each separate log having a different format.
Log quality also can also affect the usefulness of logs. Log quality is
generally defined by location and quantity. For example, if logs are
not strategically placed within the code, failures may occur without
leaving any logs to analyze. On the other hand, if there are too
many log lines, then it becomes more difficult to find the actual
problem. This can lead to the problem of inconsistency, which is
discussed in the next section.

4.6.2 Log Consistency. Six of the research papers found mentioned
error consistency as a major problem in error prediction from logs
[12, 15–17, 34, 38]. Log inconsistency can occur in many different
ways:

(1) A problem may never show itself the same way twice [17]
(2) Different programs use logs in different ways, making it

difficult for an algorithm to analyze logs coming from a
completely different program [34]

(3) A statically sized time window to find correlated events
could not be large enough and miss events that should be
correlated together, giving an incorrect view of the overall
flow of the program [16]

(4) Error events can occur randomly, without a logical flow path
[12]

(5) The amount of information available in logs can make it
difficult to find the correct logical flow path of a program
[15]

(6) The system behavior can change over time [38]

In general, the log prediction solutions are specific to the program
they were created for; however, using machine learning, many of
the papers were able to create methods to bypass this problem.

4.6.3 Scale, Volume and Complexity. The most common challenges
mentioned among the research papers analyzed included scale,
volume, and/or complexity. The growth in size and complexity of
modern programs is the main reason error detection and prediction
became a necessity. This is because the volume of logs increased
with size and complexity. When the volume of logs is increased,
the flow paths (or log clusters) created by general log prediction
algorithms increase in size [9]. Therefore log prediction methods
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that worked on smaller systems may not be able to function using
real-world data from large-scale systems [7, 29].

4.7 General Approaches to Log Prediction
The general approach to the problem of log prediction taken by the
studies, RQ6, is of deepest importance when it comes to analyzing
where research in the field sits. This can be broken down into
three general categories: the method employed in the prediction
(including any relevant algorithms), the validation of the method’s
effectiveness, and the scale of results they were able to achieve.

4.7.1 Methods and Algorithms. According to Kazmi in [20], most
log prediction is based off of historical log data, using one of the
following methodologies:

(1) Model-based
(2) Code-based
(3) Statistical Analysis-based
(4) Rule-based
(5) Markov Chain-based
(6) Artificial Neural Network-based
(7) Bayesian network-based
These classifications fit rather well with what the mapping study

found, with a few important exceptions that will be discussed
shortly. In general, however, there was no majority methodology
found by the study. However, the methods used can be grouped
into “Niche Methodologies” and “Popular Methodologies”, based off
whether they were used as the primary method in at least 10% of the
papers found by the study. Finally, there are methodologies that do
not fit into a category, either because they are a hybrid of multiple
categories or could not be classified; these will be discussed last.

Three of the options fall under Niche Methodologies. The first op-
tion, using statistical analysis to predict from log files, was found in
only two papers [12, 20]. Next, basing the prediction off of Markov
chains is also rather uncommon, with only two papers relying on
different versions of the concept [31, 38]. Finally, using a Bayesian
network for log prediction seems to have almost entirely disap-
peared, being used in only one paper [29].

The remaining four categories (aswell as one additional category)
fall under the Popular Methodologies: these are relying on a Model-
based, Code-based, Rule-based, Artificial Neural Network, or a
Support Vector Machine.

Three papers used a prediction schema that was based on some
kind of model of the system under study to predict from log files
[12–14]. Of these three, [13] and [14] were from the same author
extending an initial study. Discounting these, no technology was
used to create the model by more than one paper.

The next, code-based, requires some explanation before one will
understand what the method is doing. A code-based predictive
algorithm utilizes a codebook of identified error sequences [20].
This method is used by three papers [24, 32, 37]. Of these, [24] and
[32] utilize a decision tree to create the codebook.

Rule-based prediction, in short, is utilizing a few guidelines that
show what in a log indicates an error [20], meaning that the de-
lineation between it and a code-based approach is occasionally
somewhat hazy. This methodology is comparatively common, with
four papers [16, 18, 23, 40]. While instinct may suggest that the
rules used by this approach to detect errors must be written by

a human, this is only the case in [23]; the other three employed
various methodologies for the computer to extract the rules itself.

Applying an Artificial Neural Network to learn what an error
looks like [20] was more common than the previous three methods,
at four papers total [7, 8, 10, 35]. The preferred network was gener-
ally a Long Short-Term Memory (LSTM) neural network. LSTMs
are Recurrent Neural Networks (RNN) augmented with memory
and logic gates, known to retain long-term memory of short-term
data chains that represent events correlated in time and space [7],
capable of “forgetting” information which is irrelevant to a problem
[35].

Finally, Support Vector Machine (SVM) being applied to predict
from logs were surprisingly common, occurring in four of the found
papers [9, 11, 15, 28]. Given that this is the case, what is an SVM?
An SVM is a data mining algorithm that identifies functions to
classify input data into categories, guaranteeing the maximum
margin between different classes [36]. Thanks to this, it could be
viewed as a subset of the rule-based approach (viewing the functions
as rules), or possibly the code-based approach (considering the
functions to be a codebook). However, thanks to having as many
examples as the other popular approaches fully on their own, the
use of an SVM has been split into its own category.

Aside from these two groups, certain papers could be classified
into multiple or no categories. Two papers fell into multiple cate-
gories [19, 22]. The first paper combined statistical analysis and an
Artificial Neural Network to predict anomalies in a cyber-physical
power system [22], while the second manually selected either a mul-
tivariate linear regression model, multivariate polynomial model,
a linear neural network, or a back-propagation neural network as
the prediction model, based on which gave the best results [19].

Then, there are those papers that do not seem to fall under a
category, with their reasons specified. In [39], the author compared
multiple different methodologies, including a rule-based classifier,
an SVM, and two versions of using the Nearest Neighbor method to
create a set of correlation rules between fatal and nonfatal events
[39]. For [34], the paper was itself a mapping study, leaving it hard
to classify under just one category. Cuzzocrea et. all, in [6], state that
they used clustering and time-series algorithms for their prediction
but are unclear regarding exactly how these were worked and thus
what category they fell under. Similarly, from reading [26], the
methodology employed was difficult to deduce, though it seems
to be a rule-based classifier. In contrast, Sahoo et. all compared a
Bayesian network and rule-based methods, as well as a time-series
model [30].

4.7.2 Validation of Methods. Validation of the study’s results, in
contrast with the above, is substantially more easily categorized.
There are, in total, two different categorization methods: either by
testing the proposed method head-to-head against other methods
or by testing the method on a specified dataset. In addition, there
is a small set of papers that do not adhere to these methodologies.

There are, in total, twelve papers which validated by comparing
the results their method got against those garnered by other meth-
ods on the same data set [10, 12, 17, 22, 23, 26, 28, 31, 32, 35, 37, 39,
40]. In contrast, sixteen papers tested their proposed method on a
specified data set [6–9, 11, 13–16, 18–20, 24, 29, 30, 38] to ensure
that it achieved acceptable results.

192



RACS ’20, October 13–16, 2020, Gwangju, Republic of Korea D. Das et al.

This leaves two papers that do not follow these bulk categories.
The first, [34], does not have any validation to perform since it
is a mapping study, making it impossible to categorize under this
schema. Then other, [28], instead compares its results to those gar-
nered by other studies, making it similar to comparison to method-
ologies but still distinct from this.

4.7.3 Results of Methods. A few papers we analyzed provided
rather strong comparisons of the different methods. In [22], the
authors compared a number of approaches when validating that
their Ensemble Prediction Algorithm Based on Time series (EPABT).
When analyzed using mean absolute error, mean square error, and
mean absolute percentage error, the results average to the follow-
ing ordering, from best to worst: ensemble learning, gene expres-
sive programming, artificial neural network, moving average, auto-
regressive, and finally source vector machine. Similarly, in [26], the
authors ran extensive tests on 12 different algorithms for log predic-
tion, determining that using a RandomTree (a randomized decision
tree) and RandomForest (an ensemble classifier) methods were the
most consistent across all metrics, with a Bayesian network and
multiple decision tree implementations proving themselves rather
poor on the whole in comparison. Finally, in [39], Zhang and Siva-
subramaniam compared their customized nearest neighbor solution
against a rule-based classifier called RIPPER and an SVM. These
both proved to suffer intensely in performance as the “prediction
window” (the time they are predicting into the future, of which the
time they get to observe the system’s past is a function) shrinks; this
was not, however, an issue with their customized nearest neighbor
method.

4.8 Future Directions
Most of the papers we investigated proposed future research direc-
tions in their conclusion sections. Upon analyzing those, we found
three general categorizations for the future research direction on
failure prediction. The first type of direction specified on those pa-
pers is the technical improvements of the prediction methods and
investigating any discrepancies in the outcome. For instance, [18]
mentioned an adaptive window size approach could be applied to
reduce the training cost. Similarly, [32] pointed out an opportunity
for further preprocessing of log files to achieve better results.

The second type is examining the approaches with different
machine learning algorithms and extending them for better adjust-
ment. In [34] authors are urging future researches to answer the
question of whether or not LSTM can automatically derive relevant
features from collections of trace prefixes to preclude sophisticated
feature engineering. Replacement multilayer perceptron and radial
basis function with Bayesian models can be explored further to
achieve robustness to variation of data [28].

Finally, the third and most common type of future direction is
the adaptation of existing works for more versatile environments,
including logs from diverse sources. Although most of the research
works have been done for a single environment addressing only
one particular type of log, authors mentioned their urge to extend
the works for multiple different contexts [17–20, 28]. Writers of
[19] stated a possible extension of their work to include GPU jobs
along with the existing prediction for parallel jobs. Predicting fu-
ture alarms for telecommunication systems, as discussed in [20],

can be adjusted for heterogeneous networks with a variety of ven-
dors. Further experiments can be done on predicting failures in
HPC systems using a variety of RAS (Reliability, Availability and
Serviceability) logs from supercomputing centers [18].

Some other research directions do not fall into any of these three
categories. However, they provide interesting insights into future
trends. In [26], the authors mentioned the possibility of estimating
the risk of failure instead of a binary failure/no failure prediction.
The prediction performance for systems with limited data and yet
unseen systems can also be evaluated [32].

4.9 Threats to Validity
Themain threat to the validity of the mapping study is the exclusion
of papers relevant to the topic in question: failure prediction using
log analysis. We tried to mitigate this as much as possible by having
our query be broad to include as many relevant papers as possible.
However, it is still possible to miss some of the related papers in
the search results due to versatile expressions and limitations of
the search engine of underlying indexers. To tone down that issue,
we further explored the related works of each paper filtered from
the search results. The manual filtering process might be prone
to wrong evaluation due to human errors, and that might cause
omission of some relevant papers. This was addressed by reviewing
the abstracts of each paper by multiple authors and considering
the paper for a thorough analysis if any of the authors found it
relevant.

5 CONCLUSION
Prediction based on log files, in many disciplines, can enable avoid-
ance of costly software bugs, hardware failures, or network attacks
before they impact a developer or business. Doing such a predic-
tion automatically is a complicated endeavor, thanks to the diverse
formats of the logs themselves and inconsistent information pro-
vided by them. This mapping study approached the discipline of
log prediction as a whole, managing to acquire 30 papers on log
prediction and classify the approaches taken into one of 8 differ-
ent types. Of these classes, the most common were applying a
model-based approach, code-based approach, rule-based approach,
Artificial Neural Network, or a Support Vector Machine, with no
real majority belonging to any category. In addition, it was dis-
cerned that research in this field, while high during the mid-2010s,
is starting to drop, in spite of a number of avenues of study remain-
ing open. One such future direction is adapting one of the many
methodologies from the platform-specific versions proposed thus
far to a platform-independent approach.

Our future research goal is to develop an automated error log
resolution system by utilizing external knowledge sources like
StackOverflow and Github. This survey helped us to identify exist-
ing work in the area of failure prediction. Besides, we have done
similar mapping studies on log and code analysis [3, 4, 33] and con-
straint consistency checking [5] to achieve a better understanding
of our future research goal.
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