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Mobile Communications-Enabled Smart Grid
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Abstract—In this article, we present a system design approach
for a simulator constructed in MATLAB/Simulink used to simulate
power systems and the underlying communication system, i.e.,
device-to-device (D2D) communication protocol stack of long-term
evolution (LTE). Emphasis is placed on the characterization of
the continuous time-discrete event (CT-DE) cosimulation interface
used to develop this simulator. We model the mapping of communi-
cation links between D2D nodes as a bipartite digraph, and proceed
to characterize the dynamics of information exchange between
power system signals and LTE nodes using the discrete event spec-
ification formalism. The joint CT-DE dynamics were tested with
a simple fault location, isolation, and restoration application. The
results indicated that the control signal shifts in the power system
simulator were synchronized with the appropriate LTE messaging
dynamics.

Index Terms—Cosimulation, discrete event specification
(DEVS), device-to-device (D2D), long-term evolution (LTE),
MATLAB, smart grid, Simulink.

1. INTRODUCTION

OWER systems around the world continue to become mod-
P ernized with the digital communication network overlays
that improve the performance of energy markets, grid stabil-
ity, and integration of renewable energy sources [1]-[5]. This
ongoing technological procession has lead to the emergence of
simulation tools that provide designers of smart grid technology
with a safe and cost-effective design space for their innovations.
Nonetheless, there is little work done in developing a smart grid
simulator solely in the MATLAB/Simulink environment despite
its powerful software packages for simulating the long-term
evolution (LTE) physical layer, discrete event dynamics, and
conventional power systems. It has been a common approach
in the literature to use Simulink for both power engineering
research [6]-[12] and hybrid continuous time-discrete event
(CT-DE) cosimulations [13].
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Among the few works, Elkhorchani and Grayaa [14] tested
their proposed smart grid wireless communication architecture
on top of their power-flow model of a renewable-integrated
power system in the MATLAB/Simulink environment. The
authors modeled ZigBee, WIMAX, and WiFi physical layer
communication protocols. Shlebik et al. [15] simulates a power
line communication (PLC)-enabled advanced metering infras-
tructure application in MATLAB, modeling the transmission
of smart meter data via various modulation schemes. Moreover,
despite the wide choice of protocols and architectures that can be
simulated with the network simulators used by state-of-the-art
smart grid cosimulators [16], such simulators (e.g., ns-3 and
OPNET) do not offer a high fidelity characterization of the
dynamics present at the physical layer of a protocol stack. More
specifically, such network simulators are considered “layer 2 and
up”’ simulators, meaning that they simplify physical layer (“layer
1) dynamics, e.g., fading effects, physical resource allocation,
etc.

We have made a new smart grid cosimulation tool that has
the advantage of being capable of simulating the propagation of
time-domain electromagnetic waveforms that have been modu-
lated with digital information compliant to LTE specifications,
making highly detailed analysis on effects of signal attenuation,
fading, and interference possible. This has enabled us to study
the impact of the physical layer of the mobile communications
network on the performance of smart grid applications in our
previous work in [17]. We have further focused on validating
our cosimulation interface design in testing a simple fault loca-
tion, isolation, and restoration (FLISR) application in [18]. This
was an essential step for encouraging practitioners to consider
utilizing our hybrid simulation approach. We desired to promote
the legitimacy of this approach as a simple and effective way
for researchers to integrate their custom DE-based simulation
code with a CT system built in Simulink. Our approach acts
as an alternative to developing elaborate APIs for simulation
unit interfacing compliant with leading standards such as high-
level architecture and functional mockup interface cosimulation
frameworks, whose brief descriptions can be found in [16].
These standards are useful for containerizing simulation units
and transferring them to a new cosimulation environment as
done by a NASA project shown in [19], or developing a frame-
work that can be used to implement an arbitrarily sophisticated
cosimulation orchestration mechanism [20]. On the other hand,
our approach performs CT-DE integration in a simpler way.
The codes of the simulator are made available online [21]. The

1937-9234 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on December 07,2020 at 22:13:09 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0002-3794-7455
https://orcid.org/0000-0002-1106-6078
https://orcid.org/0000-0001-6787-8457
https://orcid.org/0000-0002-2414-6288
mailto:kshim017@uottawa.ca
mailto:melsa034@uottawa.ca
mailto:melike.erolkantarci@uottawa.ca
mailto:khinzer@uottawa.ca

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

key contribution of this article is that it builds on the initial
work of [18], and provides a mathematical characterization of
our cosimulator’s joint CT-DE dynamics, which enables this
approach to be generalized beyond the software platforms used.
This article also includes a detailed set of simulation results
obtained through the cosimulator. This article, along with the
provided source codes, makes future contributions from the
community possible.

A. Contributions

The main goal of this article is to provide a system design per-
spective of our cosimulator’s CT-DE dynamics and its Simulink—
MATLAB interface. The purpose of this approach is twofold.
First, being able to characterize the joint dynamics between our
power system simulator (CT based) and LTE network simulator
(DE based) with mathematical equations that generalizes our
solution to the problem of merging such simulation units. The
consequence is that future practitioners can refer to our general-
ized system design as a guide to implementing their own custom
cosimulation of some continuous time system coupled with a
communication network that uses a time-slot-based medium
access control (MAC) scheme. Note that, in our cosimulator,
we have chosen LTE as the communication facilitator, however,
any communication technology can be integrated using our
methodology.

Second, a mathematical characterization of our simulator’s
Simulink-MATLAB interface unambiguously describes the dy-
namics of our cosimulation orchestration mechanism, providing
clarity and reassurance. The main concept behind our orches-
trator is that it combines the ideas of fixed point and event-
based synchronization methodologies, where fixed points in
time are modeled as “time advance events.” In a master—slave
architecture, the power system simulator (master) can send time
advance events to the communication network simulator (slave)
while still being able to asynchronously update message queues
when smart grid messages are generated in response to threshold
crossing events of CT signals in the power system.

The remaining sections of this article are organized as follows:
Section II provides an overview of the MATLAB/Simulink
implementation model, and characterizes the power system and
communications network mathematically. Section III reviews
the FLISR application devised for testing the simulator. Sec-
tion IV presents the test results, showing successful execution
of the FLISR application on the power system side, with its
control signal actuation timing being consistent with that of
the messaging dynamics observed in the LTE network. Finally,
Section V concludes this article.

II. INTEGRATED SIMULATOR MODEL
A. Software Architecture

The integrated simulator combines the LTE System Toolbox,
Simscape Power Systems, and SimEvents software packages
that are available in the MATLAB/Simulink environment. In
addition to using these software packages, original code was
developed to model the relevant 4G LTE protocol layers that the
LTE System Toolbox does not support.

IEEE SYSTEMS JOURNAL

Fig. 1 provides a high-level system diagram of the simulation
platform. In the Simulink environment, both Simscape Power
Systems and SimEvents discrete event simulation tools are used.
Simscape provides easy to use block components for power
system devices, modeling their dynamics and providing the user
with a simple interface to modify their characteristics. Depend-
ing on the state of the Simscape power system, the Simulink
solver and/or sensors monitoring state variables may trigger an
event in the SimEvents domain (Steps 1(a) and 1(b) in Fig. 1).
SimEvents allows to simulate system behavior that responds to
intermittently occurring event inputs. For example, such an event
could be a timer within a smart meter indicating it is time for the
device to report its measurements to another device in the smart
grid via a communications message. These events produced in
SimEvents proceed to call Simulink functions that in turn evoke
the applications of smart grid communication devices, which are
implemented as MATLAB scripts (Step 2 in Fig. 1).

In the simulator, smart grid device application scripts con-
struct data packets to send through a communication network
in the form of a binary array. This data are passed to the LTE
protocol stack (Step 3 in Fig. 1). The LTE protocol stack is
simplified in our implementation, only capturing the features
relevant to the flow of data through the communication sys-
tem. As such the packet data convergence protocol (PDCP)
layer, which manages header compression and encryption, was
ignored for simplicity. However, the radio link control (RLC)
layer is implemented in our simulation platform, as it fulfills the
key role of concatenating and segmenting internet protocol (IP)
packets (technically PDCP packets) buffered by the application
into RLC protocol data units (PDUs). The sizes of the RLC PDUs
are determined independently from the sizes of the IP packets
that are being used to fill the PDU. This process ensures that
the data packets being sent over the air interface can be encoded
within the interval of frequency spectrum allocated to it for the
given transmission time interval it is being sent at.

These RLC PDUs are then given a MAC layer header, which
specifies information such as source and destination IDs of
sender and receiver in the case of D2D MAC headers, in addition
to other pieces of information like the logical channel ID that
specifies the logical channel of the data for data plane messages,
or the type of control element (CE) being sent for control plane
messages. Once MAC headers are added, the data have been
refined into transport blocks, and are ready to be input into
LTE Toolbox functions, which modulate the binary data into
a time-domain waveform (Step 4 in Fig. 1). On the receiving
end, the reverse of this process occurs (Steps 5-7 in Fig. 1),
ultimately resulting in a different smart grid entity application
script receiving a message that results in the occurrence of an
event in SimEvents, which in turn causes some form of actuation
to be performed within the power system, e.g., a circuit breaker
(CB) opening, or the inputs to some power controller changing.

B. Discrete Event Specification (DEVS) Model of ICT-Power
System Interface and Its Implementation

The interface between the power system and communication
system simulator dynamics can be modeled with the collection
of DEVS atomic models [22] characterized in this section. Fig. 2

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on December 07,2020 at 22:13:09 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

SHIMOTAKAHARA et al.: MOBILE COMMUNICATIONS-ENABLED SMART GRID COSIMULATOR SYSTEM DESIGN 3

Simulink | ——— SimEvents Discrete
IaTime : :
Solver Event Simulation Tools
Advances
1b Threshold Crossings T Simscape

Simscape
Power Systems
Control Signals

Sensors

Fig. 1. High-level system diagram of a smart grid simulator.
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Fig. 2. Input—output coupling diagram of DEVS atomic models.

is a diagram of the interacting DEVS models. For any given
D2D-enabled smart grid application, it can be modeled as having
N “message generator” nodes that accept power system sensor
readings and/or commands from “message receiver” nodes,
then generate appropriate communications messages that get
queued within the atomic model in response. An “abstract LTE
network™ block’s dynamics is synchronized with the power
system, and manages the N message generators, making for-
warding and message dropping decisions every subframe the
simulation advances. The N generators forward their messages
to the appropriate subcollection of N message receiver blocks,
which process the incoming message(s) and send outputs to its
corresponding message generator and/or power system actua-
tion mechanism as required. The input/output coupling of the
message generator and receiver can be modeled as a bipartite
digraph, where the message generator nodes have one or multiple
unidirectional connections to receiver nodes, and every receiver
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node has a single unidirectional connection to a single generator
node. This graph structure captures how D2D nodes transmit
by multicasting messages to a group of receivers, while a D2D
node’s receiver can only send information to its own transmis-
sion entity.

1) Message Generator Atomic Model: The message genera-
tor atomic model accepts either instantaneous measurements of
power system state variables; signals from a message receiver
block; or new queue state and data forwarding instructions from
the abstract LTE network atomic model as potential inputs.

Should the input be from a receiver entity or the power system,
the message generator generates appropriate binary messages,
and stores them in a queue that is expressed as part of the
atomic model’s state variable. After enqueuing the appropriate
messages, the new state of the queue is shared with abstract LTE
network atomic model.

Should the input be from the abstract LTE network, the
message generator updates the state of its queue with the new
input information, and then outputs the first f messages in the
updated queue. f is included in the input from the abstract LTE
network.

The DEVS tuple is characterized as follows.

1) X: The set of possible inputs is defined in terms of three
sets and an “enqueue” label. The first set contains all pos-
sible collections of measurements/signals receivable from
the power system or message receiver blocks, expressed
as I', a set of integer m-tuples with n or fewer digits

M
I'= | J{#alra € Z,log(|2|) + 1 < n}™.

m=1

ey

The second set represents all possible states of a data
queue, expressed as A, a set of binary word g-tuples, where
each word has k or fewer bits

Q
A= U{xb|xb = ajas...ap,a; € {0,1},1 <i <k}

q=1
@)
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m and ¢ represent the number of incoming measure-
ments/signals and the number of messages in the queue,
respectively. M and () are the largest possible values for
m and q, respectively.

The third set is the set © of natural numbers from 0 to
F', where F' is the maximum number of messages that the
message generator can output to receiver blocks in a single
output

O = {zcz. € Nz, < F} 3)

X is defined as the union of the Cartesian product of all
possible m-tuples and an enqueue label and the Cartesian
product of all possible g-tuples and the set of natural
numbers that can represent how many messages shall be
output

X =T x enqueue U A x©. )

Y': The set of all possible outputs is defined in terms of
three sets and two labels, namely toLTE and toR X ers.
The first set A C A represents all possible f-tuples of
messages that can be forwarded to a receiver block

F
A= U{ya|ya = ajazg...ax,a; € {0,1},1 <i < k}f.

f=1
®)
The second set is all possible values that can represent a
message generator’s data queue, namely A as previously
defined. The third set is the set II of natural numbers from
1to N, where N is the number of D2D-enabled smart grid
nodes in the network

II={ylyp € N,1 <y, < N}. (6)

Y is defined as the union of the Cartesian product of A and
toR X ers and the Cartesian product of I, A, and toLTE
as

(N

S': The state has four substates Sicq € Sied, Sq € Sy, Sout €
Sout> and sapp € Sapp. The set of possible states is defined
in terms of four sets. The first set consists of three substates
that dictate whether the message generator is either idle,
enqueuing new data messages, or dequeuing data mes-
sages

Y = A x toRXers U I x A xtoLTE.

®)

The second set is the set of possible queue states of the
message generator, namely A

S, =A.

Sied = {idle, enqueuing, dequeuing}.

€))

The third set is II, the set of possible numbers of messages
that can be forwarded in a single output

Soul =1L (10)

The fourth set is Sypp, Which is the set of all combinations
of smart grid application-specific state variables that char-
acterize the mapping from input signals and measurements
to binary messages. Naturally, there is no general way to

4)

5)

0)
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characterize Sypp. S is defined as the Cartesian product of
all defined substate sets

S = Sied X 9¢ X Sout X Sapp- (11)

dext: The external transition function is defined when
the input substate sjq = idle. This function also makes
use of runapp,.q.(), mode € {0, 1}, which models some
smart grid application that accepts measurements/signals
and returns a set of binary messages to be enqueued for
transmission while updating the state variables of Sy, as
required. The details of the smart grid application are the
choice of the user of the simulator. For the ease of the char-
acterization of d.y, a mode subscript is included for this
function that allows one to choose whether runapp,,,4.()
returns new Sypp values, or the new queue state of the
message generator. In reality, this function would do both
simultaneously. runapp,,.4. () can be characterized in gen-
eral terms as a mapping from the Cartesian product of X
and S to A as

X xS— A,
X xS+ Sapp,

mode = 0 (12)

TUNapp;oqe : { mode — 1

Jext (8, ) is a piecewise function that either enqueues data
messages or updates the queue state and the number of
messages that are to be output as per the instructions of
the abstract LTE network

6ext([idlea Sq5 Souty Sapp]a .13)

[enqueuing, runapp, (z, s), 0, runapp, (z, s)],
= X9 = enqueue
otherwise.
(13)

[dequel’dng7 Ty, X2, TUnapp, (Z‘, S)]a

Oint: The internal transition sets s;.q to idle, removes the
first sy messages (i.e., any messages that may have been
output from the queue by A), sets oy to 0, and leaves s,
unchanged

dine(s) = [idle, sq—p, 0, Sapp) (14)

D ={1,2,...,sou} is a set of indices of queue s,, and
s4—p denotes the vector containing the set of elements of
54 (i.e., the set of binary messages of s,) that do not have
the indices present in the index set D.

A: The output function either returns a vector whose ele-
ments consist of the node identifier id € II of the message
generator; the queue of the message generator; and a
toLTE label, or a vector whose elements consist of a
vector of output binary messages and a toR X ers label

A(s) = lid, sq,toLTE],
[sqp,toRXers],

Sied = €nqueuing (15)
Sieqg = dequeuing

D ={1,2,..., sou } is a set of indices of the queue s,, and
54D 1s the vector containing the elements of s, that have
the indices present in index set D.
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7)

2)

t,: The time advance function is defined as follows:

0, Sieq = 1dle

ta(s) = (16)

0, otherwise.
This way, the message generator waits in an idle state until
an input arrives, upon which it will instantaneously call the
output function A.
Abstract LTE Network Atomic Model: This atomic model

treats the discrete advances in time of the power system simulator
as event inputs to synchronize the timing of events in the ICT side
of the simulator to the time advancement of the power system
dynamics. Moreover, this atomic model dictates how long the
queuing delay will be for each message moving from one device
to another, and whether or not a message will make it to the
receiver, or be lost due to communication failure.

For the LTE network simulator to have access to the messages
being generated by the smart grid applications, this atomic model
also accepts queue information updates from the message gener-
ator atomic models as inputs. The DEVS tuple is characterized
as follows.

Y

2)

3)

X: The set of all input events is the union of the subframe
advance event and the set of possible outputs from the
message generator atomic model

X = advance_subframe U A

X toRXersUH X A X toLTE. 17)

Y : There are IV outputs to this atomic model, each one cou-
pling to each of the N message generators implemented
in the simulation. As such, Y can be modeled as a set of
N-dimensional ordered pairs, where each element is either
a two-dimensional vector, or a “null” output. The two-
dimensional vector space enumerates all combinations of
queue states and the possible numbers of messages that
could be forwarded at the time of a subframe advance
event. The “null” element is used for particular queues if
they are empty, in which case no output is required

Y=@Ax6 [J ot (18)

S: The state has four substates s; € St, Siju € Sijus
sg € 8qg, and sirg € Surg. S¢ is the number of
advance_subframe inputs received since the beginning
of the simulation, representing the time of simulation
(for both the power and communications systems) at the
resolution of milliseconds. As such, S; is the set of nat-
ural numbers ranging from 0 to the time duration of the
simulation in milliseconds ¢, as

Sy = {s¢|sy € N,0 < 54 < tim} (19)

EEENTS

Siju consists of “idle”, “judgment”, and “queue update”
states

Siju = {idle, judgment, queue_update}.  (20)

sqisa N-tuple containing the states of all message genera-
tor atomic model queues in the simulation, which includes
both the message queues and the number of messages to
be forwarded upon the advancement of a subframe. Such

4)

5)

6)

information is needed to determine the simulation trace
of the LTE network simulator, which in turn determines
when messages can be forwarded to receiving smart grid
application nodes. S is defined as follows:

So = (A x©)N. (1)
Finally, Sy g is the set of all combinations of LTE network
simulator-specific state variables that characterize its dis-
crete event dynamics. S is defined as the Cartesian product
of St, Siju’ SQ, and SLTE as

S = St X Siju X SQ X SLTE- (22)

Oext: The external transition function increments s;,
changes s;;, to judgment, and updates the state of all mes-
sage generator queues if the input is a subframe advance
event. The message generator queues and LTE simulator
state variables get updated by the LTE network simulator,
which also has access to the current queue states of all the
message generators. This functionality is modeled by a
generic function runLTE o (), which maps the elements
of the Cartesian product of X and S to the set of queue state
N-tuples if mode = 0; if mode = 1, X x S is mapped to
Stre instead

X xS+ Sg, mode=0

(23)
X xXS— SLTE,

runLTEoge : { mode — 1

The design of runLTE 44 () is independent of the cosim-
ulation interface characterized in this section, and is in
reality instantiated by the ICT simulation unit chosen for
the cosimulator.

In the case that the input is a queue information update
from one of the message generators, the external transition
function changes s;;, to queue_update, and replaces the
ith element of s¢. Thus, the characterization of dey is as
follows:

6ext([5t7 idle, sq, SLTE]a 3’) =

[st + 1,judgment, runLTE( (X, S), runLTE, (X, S)],
x = advance_subframe

[st, queue_update, s/Q, sure], @3 =toLTE
(24)
where

s/Q = (501,502 -, $Qis s SQN), t=z1. (25)

dine: The internal transition function changes s, to “idle”

Sint([St, Siju, SQ, s1E)) = [8¢,1dle, sg, sure].  (26)

A: The output function is defined for when s;j, =
judgment, and outputs s¢ as

A([st, judgement, s, SirE]) = S@- (27)
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7) tq: The time advance function is defined as follows:

o0, Siju = idle

tallst sigu; sQ» sure]) = 0, otherwise.
(28)
This way, the LTE network increments its state and dictates
the advancement, delay, or destruction of messages every
subframe at the same instant the power system advances
a millisecond.

3) Message Receiver Atomic Model: The message receiver
atomic model accepts sets of one or more binary messages
as inputs, and generates appropriate numerical signals to their
associated generator entity. The DEVS tuple is characterized as
follows.

1) X: The set of all possible inputs consists of the set of all

possible outputs from a message generator atomic model
(although the inputs with toLT'E tags are ignored)

X =AxtoRXers | ) T xAxtoLTE. (29)

2) Y: The set of possible outputs consists of the Cartesian
product of the set of all m-tuples of integers with n or
fewer digits, where m < M and an enqueue tag, which is
exactly I' X enqueue

Y =T X enqueue. 30)

3) S: The state has two substates s;, € Siq and Sapp € Sapp-
S;. consists of idle and active states

€19}

Sapp 18 the collection of all possible combinations of smart
grid application-specific state variables that are used to
determine the appropriate mapping from input messages to
output signals to be sent to the message generation atomic
model. Naturally, there is no general way to characterize
Sapp- S is defined as the Cartesian product of S;, and Sypp
as

Sia = {idle, active}.

S = Sia X Supp- (32)

4) ey The external transition function is defined when
the input substate s;, = idle, and the second element of
x = toRXers. When the message receiver atomic model
receives an input, s;, gets set to active, and the application
specific state variables are updated based on the input
and current state of the message receiver. Updating the
application specific state variables in reality is done by
algorithms coded by the smart grid application developer,
and the process varies from application to application.
However, they can all be modeled in general as some
function updateVariables() that maps the elements of X

and Sypp to the elements of Sypp as
updateVariables : X X Sypp = Sapp. (33)

By making use of updateVariables, the external transition
function can be defined as follows:

Oext ([idle, Sapp), )

= [active, updateVariables(supp, )],

IEEE SYSTEMS JOURNAL

= x9 =toRXers. (34)

5) Oi: The internal transition function changes s;, from
active to idle

dine([active, sapp]) = [idle, sapp]- (35)

6) A: The external transition function is up to the smart grid
application developer to design, as it specifies the mapping
from the state variables of the smart grid application to the
set of possible outputs to be sent to the smart grid device’s
message generator

A([active, Sapp]) 1 Sapp — Y- (36)
7) t,: The time advance function is defined as follows:
00 S;iq = 1dle
ty ias = ’ . 37
(Is Sapp]) {0, otherwise. (37)

This way, the message generator waits in an idle state until
an input arrives, upon which it will instantaneously call the
output function A.

4) Remark on Generalization of Cosimulation Interface
and Cosimulation Computational Complexity: As mentioned in
Section I, future practitioners can refer to the equations in this
section as a guide to implementing their own custom cosimula-
tion of a continuous time system coupled with a communication
network that uses a time-slot-based MAC scheme. For example,
any CT simulation unit that can be wrapped in the augmented
DEVS tuple presented in [23, Eq. (3)] can have its inputs and
outputs seamlessly connected to the outputs and inputs of the
DEVS tuples constructed in this article.

The implementation of the cosimulation interface requires
constant time O(1) computational complexity. State information
is simply being copied from one simulation environment to the
other as needed. The computational complexity of the power
system and communication network simulators depend on the
simulation unit design, but generally do not exceed O(N?)
complexity. Note that, algorithms used in various levels of the
communication system or the power system may contribute to
additional complexity. This complexity analysis only refers to
the cosimulation interface.

III. MICROGRID SIMULATION: FLISR APPLICATION

To test the simulator, an FLISR application is used. As de-
picted in Fig. 3, we model a 1-km, 5-kV loop distribution feeder
with three 5-kW spot loads separated by “smart switches” that
relay information to a main feeder CB. Let the smart switch
between Loads 1 and 2 be named Switch A, and the one between
Loads 2 and 3 be named Switch B. Also, let the smart switch
between Load 3 and the backup feeder (supply #2) be named the
Tie switch. The breaker can exchange information from these
switches and perform FLISR operations, ultimately facilitating
remote control over the actuation of such switches to reconfigure
the feeder topology in response to faults occurring. For example,
Fig. 3 shows that in the event of a fault occurring at Load 2,
the FLISR application would reconfigure the circuit topology
to disconnect the portion of the power line in which the fault
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Fig. 3. Depiction of loop feeder topology and its switch configurations in
(a) prefault event and (b) postfault event states.
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Fig. 4. FLISR application message sequence timing diagram.

is located in a manner that keeps as many loads energized as
possible.

Fig. 4 depicts the messages that the various smart grid
devices need to send to one another. These messages have been
numbered on the left-hand side of the diagram so they can be
referenced by the labeling in Fig. 6(d). When the fault is detected
by the CB, it opens to de-energize the feeder, and queries
Switches A and B to see if they detected the fault. Based on the
response of the switches, the CB can then deduce the segment
of line in which the fault occurred. Based on where the fault
occurred, the CB then sends appropriate actuation commands to
Switches A and B in addition to the Tie switch. To assure the line
is only re-energized after the fault has been isolated, Switches A
and B must execute their actuation commands first, then send an
acknowledgement (ACK) message to the CB and Tie switch to
notify them that it is safe to carry out their actuation commands.

IV. RESULTS

The FLISR application defined in Section III was put through
a series of tests by applying single phase to ground faults at
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Fig.5. Cosimulation traces for FLISR application when a fault occurs at Load
1. (a) Three-phase substation egress current. (b) Phase A currents of the three
loads on the feeder; Load A is closest to the substation, and Load C is furthest.
(c) Control signals of all the switches and main breaker of the feeder. (d) Events
where a message has been received by a smart grid device.
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Fig. 6. Cosimulation traces for FLISR application when a fault occurs at Load
2. (a) Three-phase substation egress current. (b) Phase A currents of the three
loads on the feeder; Load A is closest to the substation, and Load C is furthest.
(c) Control signals of all the switches and main breaker of the feeder. (d) Events
where a message has been received by a smart grid device.

the various loads of the aforementioned power feeder topol-
ogy, and then, observing the resultant power system waveforms
and communication messaging. Further tests were conducted
to observe the simulation traces produced by the cosimulator
when communication link failures occurred between the various
devices of the FLISR application.

In the LTE simulator, a 5-MHz bandwidth scheduling access
period was used, within which contains the sidelink control and
data resource pools used for D2D communication. The trans-
mission power and antenna gains of each device in the network
were set to 20 dBm and 10 dB, respectively. Concerning fun-
damental large scale fading parameters, the simulator’s pathloss
model that characterizes the frequency-dependent attenuation
of a propagating signal as a function of distance was set to
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3. (a) Three-phase substation egress current. (b) Phase A currents of the three
loads on the feeder; Load A is closest to the substation, and Load C is furthest.
(c) Control signals of all the switches and main breaker of the feeder. (d) Events
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Fig.8. Cosimulation traces for FLISR application when a fault occurs at Load
2, but a communication failure occurs between the CB and Switches A and B.
(a) Three-phase substation egress current. (b) Phase A currents of the three
loads on the feeder; Load A is closest to the substation, and Load C is furthest.
(c) Control signals of all the switches and main breaker of the feeder. (d) Events
where a message has been received by a smart grid device.

a commonly accepted model published in a Third Generation
Partnership Project (3GPP) technical report [24]. Moreover,
the penetration loss and noise (present in the communication
devices’ electronics) was set to 5 dB. Finally, shadowing was
modeled as a zero mean Gaussian random variable with a 2-dB
variance [25].

Figs. 5-7 visualize the power and ICT system dynamics of the
FLISR application handling faults occurring at Loads 1-3 on the
distribution feeder, respectively. Figs. 8—10 observe the impact
of the joint power system ICT dynamics when communication
failures occur between the CB and Switches A and B; the CB
and the Tie switch; and the Switches A and B and the Tie switch,
respectively. It should be noted that a fault is being simulated at
Load 2 for Figs. 8 and 10, meaning that their waveforms would
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Fig.9. Cosimulation traces for FLISR application when a fault occurs at Load
1, but a communication failure occurs between the CB and the Tie switch.
(a) Three-phase substation egress current. (b) Phase A currents of the three
loads on the feeder; Load A is closest to the substation, and Load C is furthest.
(c) Control signals of all the switches and main breaker of the feeder. (d) Events
where a message has been received by a smart grid device.

900 M(a) —Phase A
~ 700F ﬁ\ —Phase B
< 500 Phase C
g 300 r\ 0
£ 100 ?\w 7{ /\ 0T v YooY
3 - NN RS
~ =300 y VMW
<: -500 - Load 1
54 400 - Load 2
12
E a00f® Load 3
SA) AVAVAVAVAY
g 200" —— Switch A
= — Switch B
&g (c) Tie Switch
.50 on —CB
©n I —
S
- = off .
; 8 B — Message Received
E 1 ,(d) 2rx 3tx — Message Transmitted
g 1tx| Irx 3rx 4 rx
B 0 ‘ 21tx 4tx| |(by CBonly) )
§ 0 0.05 0.1 0.15 .02 0.25 0.3 0.35 0.4

Time (s)

Fig.10.  Cosimulation traces for FLISR application when a fault occurs at Load
2, but a communication failure occurs between the Tie switch and Switches A
and B. (a) Three-phase substation egress current. (b) Phase A currents of the
three loads on the feeder; Load A is closest to the substation, and Load C is
furthest. (¢) Control signals of all the switches and main breaker of the feeder.
(d) Events where a message has been received by a smart grid device.

look exactly like those in Fig. 6 if no communication failures
were to have been introduced. However, for Fig. 9, the fault is
being simulated at Load 1.

In Fig. 5(a), one can see how a fault occurring at Load 1
results in the substation egress feeder shutting OFF its current
supply indefinitely. This is to be expected, as the feeder breaker
and Switch A must open to isolate a fault at Load 1. Moreover,
in Fig. 5(b), Loads 2 and 3 get restored by the backup feeder,
while Load 1 remains isolated from the power system. This is
also expected, as the FLISR application was designed to close
the tie switch, reclose Switch 2, and open the CB and Switch 1
in this particular situation, which is observed to be the case in
Fig. 5(c).
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As can be seen in Fig. 5(d), as well as Figs. 6(d), and 7(d), the
message sequencing is consistent with the FLISR application
model shown in Fig. 4; the changes in the relay signals occur
immediately after actuation commands have been received by
Switches A and B, as well as after the ACK messages have been
received by the CB and Tie switch.

InFig. 6(a), one can see how a fault occurring at Load 2 results
in the substation egress feeder shutting OFF its current supply
while the FLISR application operates. The peak egress current
is a third of its original value upon restoration. Such a result
is as a consequence of Load 2 being isolated from the system,
and Load 3 being restored by the backup feeder in lieu of its
original feeder, making Load 1 the only remaining demand left
on the original feeder. Fig. 6(b) is consistent with the explanation
of Fig. 6(a), as Load 2’s current output remains zero after the
FLISR event, while Loads 1 and 3 get restored. The control
signalling in Fig. 6(c) is also consistent with the other subplots,
as it shows Switches A and B opening (i.e., their control signals
lowering), the Tie switch closing, and the CB reclosing.

InFig. 7(a), one can see how a fault occurring at Load 3 results
in the substation egress feeder shutting OFF its current supply
while the FLISR application operates. The peak egress current
is two thirds of its original value upon restoration. Such a result
is aconsequence of Load 3 being isolated from the system, while
Loads 1 and 2 are able to be restored by the original feeder since
the faultis downstream of these loads. Fig. 7(b) is consistent with
the explanation of Fig. 7(a), as Load 3’s current output remains
zero after the FLISR event, while Loads 1 and 2 get restored.
The control signalling in Fig. 7(c) is also consistent with the
other subplots, as it shows Switch B opening, the Tie switch
remaining open, and Switch A as well as the CB reclosing.

In Fig. 8, one can see that the communication link failure
between the CB and Switches A and B results in a complete
failure of the FLISR application as expected. Aside from the
main feeder breaker shutting OFF due to the local detection of
the high current (which does not require any communication
messaging), no other control signals change in Fig. 8(c), which
is consistent with the absence of the communication network
activity observed in Fig. 8(d). Because the CB cannot initiate
the FLISR application, clearly none of the loads are restored in
8(b).

In Fig. 9, one can see that the communication link failure
between the CB and the Tie switch results in a partial failure of
the FLISR application as expected. Despite the control signals
of Switches 1 and 2 working properly in Fig. 9(c), the Tie switch
fails to close due to communication failure, which is consistent
with the communication network activity observed in Fig. 9(d).
Because the Tie switch never hears the actuation command sent
by the CB, the Tie switch never closes to connect Loads 2 and
3 to the backup feeder, and thus, none of the loads are restored
in Fig. 9(b).

In Fig. 10, one can see that the communication link failure
between Switches A and B and the Tie switch results in a partial
failure of the FLISR application as expected. Despite the control
signals of Switches 1 and 2 working properly in Fig. 10(c), the
Tie switch fails to close due to communication failure, which is
consistent with the communication network activity observed
in Fig. 10(d). Because the Tie switch never hears the ACK

messages sent by Switches A and B, the Tie switch never closes
to connect Load 3 to the backup feeder, and thus, only Load 1
is restored in Fig. 10(b).

V. CONCLUSION

This article introduced a formal method to combine the
existing simulation software packages available in the MAT-
LAB/Simulink environment to create a self-contained LTE
D2D-enabled smart grid simulator with detailed ICT and power
system dynamics alike. A discrete-event simulation-based in-
terface was mathematically characterized and implemented to
facilitate our simulation. The cosimulator code is made available
to the research community. The simulator was also tested by
using it to simulate an FLISR application on a simple loop feeder
for various fault locations and communication failure scenarios.
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