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ABSTRACT

We present a new prospective analysis of deep multi-band imaging with the James Webb Space Telescope (JWST). In this work, we
investigate the recovery of high-redshift 5 < z < 12 galaxies through extensive image simulations of accepted JWST programs such as
CEERS in the EGS field and HUDF GTO. We introduce complete samples of ∼300,000 galaxies with stellar masses log(M∗/M⊙) > 6
and redshifts 0 < z < 15, as well as galactic stars, into realistic mock NIRCam, MIRI and HST images to properly describe the
impact of source blending. We extract the photometry of the detected sources as in real images and estimate the physical properties of
galaxies through spectral energy distribution fitting. We find that the photometric redshifts are primarily limited by the availability of
blue-band and near-infrared medium-band imaging. The stellar masses and star-formation rates are recovered within 0.25 and 0.3 dex
respectively, for galaxies with accurate photometric redshifts. Brown dwarfs contaminating the z > 5 galaxy samples can be reduced to
< 0.01 arcmin−2 with a limited impact on galaxy completeness. We investigate multiple high-redshift galaxy selection techniques and
find the best compromise between completeness and purity at 5 < z < 10 using the full redshift posterior probability distributions. In
the EGS field, the galaxy completeness remains higher than 50% for mUV < 27.5 sources at all redshifts, and the purity is maintained
above 80 and 60% at z ≤ 7 and 10 respectively. The faint-end slope of the galaxy UV luminosity function is recovered with a precision
of 0.1-0.25, and the cosmic star-formation rate density within 0.1 dex. We argue in favor of additional observing programs covering
larger areas to better constrain the bright end.

Key words. galaxies: high-redshift – galaxies: photometry – galaxies: distances and redshifts – galaxies: fundamental parameters –
galaxies: evolution

1. Introduction

The detection of distant sources has been mainly driven by multi-
wavelength photometry, through deep imaging over selected ar-
eas of the sky. The Hubble Space Telescope (HST), with its Ad-
vanced Camera for Surveys (ACS) and Wide-Field Camera 3
(WFC3), enabled the discovery of many high-redshift galax-
ies with its deep optical and near-infrared imaging (e.g., Scov-
ille et al. 2007; Koekemoer et al. 2007; Wilkins et al. 2011;
Schenker et al. 2013; McLure et al. 2013; Bouwens et al. 2015),
effectively covering the rest-frame UV region of these sources.
Near-infrared observations are necessary to detect high-redshift
galaxies because of the strong attenuation by the IGM blue-
ward the Lyman limit, and as the Universe becomes more neu-
tral, the flux blueward Lyman alpha also gets attenuated. The
mid-infrared observations with the Spitzer Space Telescope im-
proved the characterization of galaxy physical properties that are
required to constrain galaxy evolution from the epoch of reion-

ization to the present day (e.g., Sanders et al. 2007; Caputi et al.
2015). In particular, Spitzer provided most of the constraints on
the rest-frame optical at high redshift (Oesch et al. 2014, 2018).
The census of high-redshift sources is particularly important to
estimate which sources contributed most of the ionizing pho-
tons necessary to support neutral hydrogen reionization. The lat-
est accounts point to a high number of faint sources produc-
ing enough ionising photons (Bouwens et al. 2015; Robertson
et al. 2015) reconciling a late reionization supported by the lat-
est CMB constraints on the Thomson scattering optical depth
(Planck Collaboration et al. 2018) and UV photons from galaxy
counts (Madau & Dickinson 2014). Establishing a complete and
unbiased census of galaxies and associated ionizing photons re-
mains a priority to understand this important transition phase in
the Universe, directly linked to the formation of the first galax-
ies.

Identifying high-redshift galaxies within, and following, the
epoch of reionization (5 < z < 12) is challenging because of
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their low number density which decreases with redshift. The
methods to select high-redshift candidates mostly rely on the
identification of the dropout in continuum emission blueward
Lyman alpha (Steidel et al. 1996). Lyman break galaxies (LBG)
can be identified through color-color selections, mainly using
photometry in the rest-frame UV. Alternatively, photometric red-
shifts obtained from spectral energy distribution (SED) fitting
make use of all the photometric information (Finkelstein et al.
2015), spanning the optical to near-infrared, but do introduce
model dependencies. With the large number of low-redshift
sources, that are several orders of magnitude more numerous,
the high-redshift galaxy samples are subject to contamination
because of the similar colors of these sources in the observed
frame. The main contaminants are low-redshift (z ∼ 1 − 2) dust
obscured galaxies with very faint continuum in the visible bands
(Tilvi et al. 2013). Brown dwarfs are other potential contami-
nants of the z > 5 galaxy samples because of their similar near-
infrared colors. The number of detected sources increases with
telescope sensitivity, which naturally leads to an increasing prob-
ability of finding multiple objects along the line-of-sight, so that
the impact of source blending becomes more important (Dawson
et al. 2016). In the case of source confusion, the background esti-
mation becomes more challenging and individual sources harder
to isolate. The background level by itself also affects source sep-
aration, so that extended sources with internal structures may
be mistaken for multiple nearby objects. In addition, the galaxy
morphology is more complex at high redshifts (Ribeiro et al.
2016), therefore requiring adapted source detection techniques.

The James Webb Space Telescope (JWST1, Gardner et al.
2006), to be launched in 2021, will revolutionize near- and mid-
infrared astronomy. It will provide the first sub-arcsecond high-
sensitivity space imaging ever at wavelengths above 3 microns
and up to 25 microns, overcoming the current limitations of
ground-based and space-based observatories. The on-board in-
struments include two imaging cameras, the Near-Infrared Cam-
era (NIRCam2, Rieke et al. 2005) and the Mid-Infrared Instru-
ment (MIRI3, Rieke et al. 2015; Wright et al. 2015), together
covering the wavelength range from 0.6 to 28 microns. These
capabilities are perfectly suited to the discovery and the study of
high-redshift galaxies during the epoch of reionization at z > 6,
in combination with the deep optical imaging from HST and
other ancillary data.

Predictions are required for preparation of the deep JWST
imaging programs. The observed number counts per field of
view and their redshift distribution need to be quantified, as well
as the source detectability and the completeness and purity of the
selected samples, depending on the detection method. The most
direct number count predictions require the integral of the lumi-
nosity function multiplied by the differential comoving volume
over a given area and redshift interval. High-redshift luminosity
functions may be estimated by either extrapolating some lower-
redshift measurements or using semi-analytic modeling (Mason
et al. 2015b; Furlanetto et al. 2017; Cowley et al. 2018; Williams
et al. 2018; Yung et al. 2019). These methods quantify the ex-
pected number of detectable sources in a given field, not the
number of sources that may be extracted and correctly character-
ized. Alternatively, the recovery of the galaxy physical parame-
ters may be simulated with mock galaxy photometry and SED-
fitting procedures. Bisigello et al. (2016) tested the derivation
of galaxy photometric redshifts with JWST broad-band imaging,

1 http://www.stsci.edu/jwst
2 https://jwst-docs.stsci.edu/near-infrared-camera
3 https://jwst-docs.stsci.edu/mid-infrared-instrument

considering multiple combinations of NIRCam, MIRI and ancil-
lary optical bands. The galaxy physical parameter recovery was
investigated using the same methodology (Bisigello et al. 2017,
2019). Analogously, Kemp et al. (2019) analyzed of the poste-
rior constraints on the physical properties from SED-fitting with
JWST and HST imaging.

The aim of this paper is to investigate how to best iden-
tify high-redshift galaxies in the redshift range 5 < z < 12
from JWST deep-field imaging, to estimate their number counts,
with associated completeness and purity, and how their physi-
cal parameters can be recovered, focusing on stellar mass (M∗)
and star-formation rate (SFR). We concentrate on the identifica-
tion and characterization of high-redshift sources from photom-
etry, which will be required to identify sources for spectroscopic
follow-up with JWST (NIRSpec, Birkmann et al. 2016). The
simulation of deep fields necessitates the construction of realistic
mock samples of sources, including all galaxies at all redshifts,
as well as stars from the Galaxy. Any contamination estimate re-
lies on the ability to produce simulations with sources that have
realistic distributions of physical properties as a function of red-
shift, including fluxes and shapes projected on the image plane,
as currently documented. In determining magnitudes, we need
to include emission lines with strength corresponding to what is
actually observed. In this way the contamination of high-redshift
galaxy samples by low-redshift interlopers and Galactic stars can
be estimated. We neglect quasars and transient objects. Existing
observations are not deep enough to use as a basis for predic-
tions for JWST and therefore some extrapolations are needed. To
take geometrical effects into account, we generate mock images
from the current knowledge of the instruments, then extract and
identify sources. This allows us to more realistically characterize
the statistical properties of the galaxy population, and especially
source blending, thanks to the complete source sample. Figure 1
summarizes our methodology to make our forecasts.

This paper is organized as follows. In Sect. 2 we present
the mock source samples, including galaxies and stellar objects.
Section 3 describes our methodology to simulate images, extract
sources and measure photometry and physical parameters. The
results of the physical parameter recovery are detailed in Sect. 4.
Section 5 describes our source selection investigations, includ-
ing the rejection of the stellar contaminants, high-redshift galaxy
selection and luminosity function computation. We summarize
and conclude in Sect. 6. Magnitudes are given the AB system
(Oke 1974), and we adopt the standard ΛCDM cosmology with
Ωm = 0.3, ΩΛ = 0.7 and H0 = 70 km s−1 Mpc−1.

2. Mock source samples

2.1. Mock galaxy sample

We build our galaxy sample from the JADES extraGalactic Ul-
tradeep Artificial Realizations v1.2 (JAGUAR4, Williams et al.
2018) developed for the JWST Advanced Deep Extragalactic
Survey (JADES). This phenomenological model of galaxy evo-
lution generates mock galaxy catalogs with physical and mor-
phological parameters, reproducing observed statistical func-
tions. Publicly available realizations consist of complete sam-
ples of star-forming and quiescent galaxies with stellar mass
6 < log(M∗/M⊙) < 11.5 and redshift 0.2 < z < 15 on areas
of 11 × 11 arcmin2, each containing ∼ 3 × 105 sources.

Stellar masses and redshifts are sampled from a continuous
stellar mass function (SMF) model, constructed from the empir-
ical SMF constraints of Tomczak et al. (2014) at z < 4 and the
4 http://fenrir.as.arizona.edu/jwstmock/
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with Caffau et al. (2010) solar abundances at lower temperatures.
These templates partly differ from the set of templates used to
generate the mock stars.

We do not attempt to fit active galactic nuclei (AGN) tem-
plates. AGN-dominated SEDs typically present a featureless
power-law optical-to-infrared continuum, strong emission lines
and Lyα forest absorption especially at high redshifts. The ob-
served emission of galaxies hosting AGNs strongly depends
on the contribution of the two components. A large number of
hybrid templates would be necessary to correctly characterize
them, leading to risks of degeneracies in the SED-fitting proce-
dure (Salvato et al. 2009). In addition, AGNs exhibit variable
emission with timescales from minutes to decades. Source vari-
ability may be observed from multiple-exposure imaging and
dithering in both CEERS and the HUDF, so that AGNs brighter
than the detection limit with relatively short timescales should
be identifiable.

3.5. Physical parameter estimation

We run LePhare a second time following Ilbert et al. (2015) to
determine other physical parameters such as stellar mass (M∗),
star-formation rate15 (SFR) and absolute UV magnitudes (MUV).
Absolute magnitudes (uncorrected for attenuation) are computed
using a top-hat filter of width 100 Å centered at 1500 Å rest-
frame (Ilbert et al. 2005). Redshifts are fixed to the photo-
metric redshifts from the first LePhare run. The grid of fitted
galaxy templates consists of BC03 models with exponential star-
formation histories (SFH) with 0.1 < τ < 30 Gyr, and delayed
SFH (τ−2te−t/τ) peaking after 1 and 3 Gyr. Two metallicities are
considered (Z⊙, Z⊙/2). We allow E(B − V) ≤ 0.5 and only in-
clude the Calzetti et al. (2000) starburst attenuation curve for
simplicity and computational time (Ilbert et al. 2015 included
two attenuation curves). Physical parameters are defined as the
median of their marginalized probability distribution functions.

4. Physical parameter recovery

4.1. Photometric redshift recovery

The recovery of the photometric redshifts through SED-fitting
can first be tested. The quality of the photometric redshifts is
assessed with the following statistics (Ilbert et al. 2006):

– the mean normalized residual 〈δz〉, with the normalized
residuals δz = (zphot − ztrue)/(1 + ztrue)

– the normalized median absolute deviation (NMAD)
σNMAD = 1.4826 ×med(|δz −med(δz)|)

– the fraction of catastrophic failures η, for which |δz| > 0.15

Figure 10 represents the photometric and true redshifts for all
the considered observing strategies, in multiple magnitude inter-
vals. No selection is applied. We observe no systematic bias at
ztrue < 2 in any configuration for the bright samples, for which
the galaxy continuum redward the Balmer break is sufficiently
well sampled. However, the mean normalized residual becomes
negative 〈δz〉 < −0.1 at ztrue > 2, even in the brightest magnitude
interval. This is probably due to the different attenuation curves
in the mock galaxies and in LePhare. The effective, galaxy-wide

15 In LePhare, the measured SFR is instantaneous, whereas in JAGUAR
it is averaged over the past 100 Myr. For exponential and delayed SFH
with τ > 1 Gyr, the difference between these two SFR definitions is no
more than 5% (0.02 dex) at z > 0.1.

attenuation curves of the JAGUAR mock galaxies (which em-
ploy the two-component attenuation law of Charlot & Fall 2000)
are typically grayer (flatter) than the Calzetti et al. (2000) model
in the infrared. The bump at 2175 Å in the attenuation curve uti-
lized in LePhare and not JAGUAR may also be an issue.

In the CEERS_1 observing strategies, the number of catas-
trophic failures is significant even in the brightest magnitude bin.
There are several explanations for that. At ztrue < 4, there is a
significant number of sources whose redshift is underestimated.
Attenuated blue galaxies may be confused with lower redshift
unattenuated red galaxies. One of the main reasons for this is
the degeneracy between the Lyman and the Balmer breaks, as
confirmed from spectroscopic surveys (Le Fèvre et al. 2015).
This confusion is enhanced by the lack of optical data in the
EGS field, with no deep imaging blueward HST/F606W, so that
the Balmer break cannot be correctly identified at low redshift.
This is the main reason for the outliers among bright sources. At
ztrue > 4 the Lyα break becomes detectable in the HST bands.
The number of catastrophic redshift underestimates is therefore
reduced, especially for bright sources thanks to the NIRCam
bands sampling both the Balmer and Lyα breaks. Strong emis-
sion lines may lead to overestimating the continuum, especially
for observing strategies that only employ broad-band filters. This
can have a significant impact on determining the position of the
Balmer break. Quiescent galaxies appear to have a larger disper-
sion but a smaller outlier fraction than star-forming galaxies.

The two additional MIRI bands at 5.6 and 7.7 µm in the
CEERS_2 observing strategy marginally improve the photomet-
ric redshift estimates. Both dispersion and outlier rate are larger
in the brightest magnitude interval and smaller at fainter mag-
nitudes. At high redshift z > 4, the MIRI filters cover the rest-
frame near-IR or optical region, therefore sampling the stellar
continuum or even the Balmer break. The photometric redshift
dispersion is reduced by ∆σNMAD = 0.01 for 4 < ztrue < 7
galaxies. Most of the faint NIRCam-detected sources, however,
are not detected in MIRI at the depths that will be probed
by the CEERS survey. For low-redshift z < 4 galaxies, the
HST+NIRCam bands impose most of the constraints on pho-
tometric redshifts. We still observe fewer catastrophic failures
because of Lyman-break misidentification when MIRI data are
available, and a systematic bias lowered by 0.05 at ztrue = 2.
This comes from a improved sampling of the stellar continuum
with MIRI. However, the number of outliers with ztrue < 4 and
zphot > 4 at m200 < 26 is increased. One of the reasons for
more outliers among bright sources with MIRI may be the treat-
ment of dust. The key feature appears to be the observed-frame
mid-IR colors. Galaxies with good photometric redshifts mostly
present decreasing mid-IR emission with increasing wavelength,
whereas outliers often present increasing mid-IR emission. This
feature can appear in our mock galaxies from (1) large dust con-
tinuum, remaining non-negligible even at ∼ 2 − 3 µm rest-frame
because of high dust temperature, or (2) large PAH emission
lines at 3.3, 6.2 and 7.7 µm. The infrared luminosities may be
overestimated, notably because of the energy balance assump-
tion. In contrast, we are not performing an energy balance in the
fitting with LePhare, so that the attenuation and dust emission are
disconnected. In addition, the Polletta et al. (2007) templates in-
clude dust emission from averaged Spitzer/IRAC measurements,
so they may not include the mid-IR brightest galaxies. Conse-
quently, LePhare tends to favor high-redshift solutions for low-
redshift galaxies with bright and red mid-IR colors. Because of
these uncertainties in the mid-IR modeling, one could increase
the systematic error added in quadrature to the MIRI photom-
etry. However, this would reduce the additional mid-IR infor-
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pleteness, and increases the purity at the faint end. The crite-
rion on the second peak of the PDFz has a significant impact
on both C and P, especially at the faint ends. Thirdly, the criteria
from Finkelstein lead to the highest galaxy completeness at most
magnitudes and redshifts. At the same time, the resulting purity
is the highest at the faint ends and at all redshifts, especially at
z < 8. The constraint on the weight of the primary PDFz peak in-
creases the purity and slightly decreases the completeness at the
faint end. All the additional criteria increase even more the faint-
end purity, however lowering the completeness at bright mag-
nitudes. With these criteria, we find that the galaxy complete-
ness is higher than 50% for mUV < 27.5 sources at all redshifts,
and purity remains above 80 and 60% at z ≤ 7 and 10 respec-
tively. From this comparison, we conclude that the PDFz criteria
of Finkelstein result in the best trade-off between completeness
and purity, and we keep these criteria in the next sections.

Furthermore, completeness and purity may a priori depend
on other physical parameters such as galaxy size. Complete-
ness is about twice larger for galaxies with effective radius
re < 0.2 kpc at mUV > 29 in CEERS and mUV > 31 in the HUDF.
These sources are right at the detection limits, where complete-
ness is only a few percent. We observe no significant evidence
of purity varying with galaxy size. In the computation of the lu-
minosity function, this variability should be taken into account,
although Finkelstein et al. (2015) notably showed that this has a
minor impact.

Figure B.2 illustrates the same analysis in the HUDF_1 con-
figuration. The completeness after selecting galaxies is much
closer to the completeness assuming perfectly recovered red-
shifts. This is mainly due to the deeper NIRCam imaging and
the additional HST B band. We observe similar features between
the three selection sets as for the CEERS configuration. With the
Finkelstein selection, the galaxy completeness remains higher
than 50% at mUV < 29 at all redshifts, and the purity above 80%
at mUV < 30.

5.3. Number counts predictions

We quantify the number of detected and selected sources in
the high-redshift galaxy samples. Figure 19 and B.2 show the
predicted number counts per magnitude and redshift, for the
CEERS_1 and HUDF_1 observing strategies. The results are
equivalent for the CEERS_2 and HUDF_2 configurations, re-
spectively. The selected counts designate the selected objects
following the indicated selection and assigned to the correspond-
ing redshift interval. These are computed using observed magni-
tudes. In contrast, the detected and the input counts are computed
using true magnitudes and redshifts. The drop at mUV > 31 at
all redshifts comes from the stellar mass lower limit in the in-
put galaxy catalog. The apparent disagreement between the in-
put and the selected counts at z ∼ 10 comes from photometric
scatter.

For the CEERS_1 observing strategy, we expect about 916,
435, 232, 56, 19, 7 true high-redshift galaxies at mUV < 29
that are correctly assigned to the selected samples at z ∼
5, 6, 7, 8, 9, 10 respectively. In comparison, the input number
counts are 3039, 1522, 774, 318, 101, 21. These numbers agree
with the predictions from the CEERS program description (20-
80 sources at z = 9 − 13), though closer to the lower bound.
One explanation may be source blending and the resulting in-
crease in the photometric redshift outlier rates. Faint sources may
even not be detected because of bright nearby objects, especially
bright extended galaxies and stars, lowering the detected number
counts. In addition, the high-redshift number counts importantly

depend on the assumed evolution of the UV LF at z > 8, so that
the rapid evolution assumed here gives lower number counts than
with a slower evolution. For the HUDF_1 configuration, we ex-
pect 205, 135, 65, 20, 6, 2 selected sources at mUV < 31 and
z ∼ 5, 6, 7, 8, 9, 10 respectively, compared to the 628, 367, 222,
112, 40, 12 input counts. These numbers indicate that the GTO
programs in the HUDF are more suitable than CEERS to study
very faint galaxies at z ≥ 8, in which case deeper imaging is re-
quired. On the other hand, the larger survey area in the EGS field
enables more galaxies at z ∼ 5 − 6 to be detected, including rare
intrinsically bright sources.

5.4. Computing the galaxy luminosity function

In this section, we discuss the computation of the galaxy UV lu-
minosity function (LF) from the selected galaxy number counts
and the measured completeness and purity. The luminosity func-
tion is the comoving volume number density as a function of
the intrinsic luminosity. The observed number density may suf-
fer from incompleteness and impurities, therefore the observed
LF needs to be corrected to recover the intrinsic LF using
magnitude-dependent scaling factors.

The input galaxy UVLF in JAGUAR is constructed from the
convolution of the stellar mass function and the MUV(M∗) rela-
tion. Because of the stellar mass lower limit log(M∗/M⊙) > 6,
the LF decreases at the faint end with a maximum situated be-
tween −16 < MUV < −15 at 4 < z < 10. The position of this
turn-over is still debated in the literature (e.g., Livermore et al.
2017; Bouwens et al. 2017), therefore we restrict ourselves to
MUV < −16 where the faint end remains almost linear. We fit
this input UVLF at MUV > −22 with a double-power-law model
(DPL), parametrized as (Bowler et al. 2015):

φ(M) =
φ∗

100.4(α+1)(M−M∗) + 100.4(β+1)(M−M∗)
, (3)

where φ∗ and M∗ are the characteristic density and magnitude,
α and β denote the faint and bright-end slopes. The difference
between the input UVLF and the fitted model at z ≤ 10 is at
most 10% between −22 < MUV < −17.

We make forecasts for the recovery of the UVLF with the
following approach. We take the selected galaxy MUV number
counts from our simulations, multiply them by the ratio of the
survey area to the simulated area, and sample Poisson random
vectors taking these values as the mean. The sampled counts
are then corrected for incompleteness and impurities through
the scaling correction factors, estimated from the number of in-
put sources (function of true magnitudes) divided by the number
of selected objects (function of observed magnitudes) from our
simulations. This scaling therefore includes photometric scatter
and MUV recovery. We recall that absolute magnitudes are not
corrected for dust attenuation. We use the classic estimator of the
LF (Felten 1976), consisting of the absolute UV magnitude num-
ber counts divided by the comoving volume in the whole redshift
interval. The LF uncertainties are the quadratic sum of the Pois-
son errors, cosmic variance errors (Trenti & Stiavelli 2008) and
scaling correction uncertainties. By construction, the corrected
LF values equal the input LF ones, however the uncertainties are
broadened depending on the selected sample sizes. We fit each
scaled Poisson random vector at MUV < −16 with a DPL model,
using flat priors and a Markov Chain Monte Carlo (MCMC)
method to sample the posterior probability distribution. We fi-
nally marginalize over the Poisson samplings to determine the
median parameters and errors. Both the statistical and the sys-
tematic errors on the parameters are included, though in reality
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Table 4: Parametric fitting of the recovered UVLF

z φ∗ M∗ α β log ρSFR

[10−3Mpc−3] [mag] [M⊙yr−1Mpc−3]
input

5 0.92 −20.54 −1.78 −3.50 −1.64
6 0.55 −20.52 −1.87 −3.63 −1.80
7 0.35 −20.46 −1.96 −3.73 −1.96
8 0.24 −20.36 −2.03 −3.79 −2.11
9 0.09 −20.18 −2.13 −3.95 −2.53
10 0.04 −19.97 −2.22 −4.07 −2.96

recovered
5 0.80+0.54

−0.27 −20.84+0.39
−0.27 −1.77+0.10

−0.08 −4.10+0.71
−1.21 −1.57+0.03

−0.03

6 0.42+0.44
−0.17 −20.85+0.48

−0.35 −1.89+0.15
−0.11 −4.79+1.00

−1.56 −1.75+0.03
−0.03

7 0.32+0.39
−0.17 −20.67+0.55

−0.53 −1.94+0.15
−0.11 −3.93+0.73

−1.18 −1.89+0.05
−0.04

8 0.96+2.45
−0.76 −19.39+1.04

−1.05 −1.84+0.49
−0.28 −3.27+0.43

−1.13 −2.13+0.07
−0.07

9 0.10+0.04
−0.03 −20.18 −2.09+0.24

−0.22 −3.95 −2.51+0.10
−0.10

10 0.03+0.02
−0.01 −19.97 −2.25+0.25

−0.27 −4.07 −3.00+0.10
−0.09

significantly lower the number of faint selected sources. In the
ideal case where all the detected sources have perfectly recov-
ered redshifts and absolute magnitudes, the errors on α and ρSFR
are lowered by about 20% at z < 8. The cases at z > 8 are more
sensitive to the determination of α from small number counts at
the very faint end. Using all the input sources over the survey
area at log(M∗/M⊙) > 6, we estimate that about 50% of the total
errors arise from the limited area. This argues again in favor of
surveys including larger cosmological volumes.

6. Summary and conclusion

In this paper, we forecast the performance of accepted JWST
deep imaging surveys regarding the detection and analysis of
high-redshift galaxies. In particular, we estimate the galaxy
physical parameters, optimize the candidate selection with re-
spect to galaxy completeness, purity and the total number of
sources, then compute the UV luminosity function and the cos-
mic star-formation rate density. We treat two JWST imaging pro-
grams, including CEERS in the EGS field, and HUDF GTO,
and simulate the ancillary HST data for these fields. We con-
struct complete mock samples of galaxies, local stars and brown
dwarfs, representative of the current understanding of these pop-
ulations using the latest observed luminosity and mass functions
extrapolated to low masses, and high redshifts. The photometry
of these sources is simulated through astronomical image gener-
ation, following the current knowledge of the JWST instruments.
We extract the sources with SExtractor and estimate the source
physical properties using SED-fitting.

Our main results can be summarized as follows:

– We find that the photometric redshifts estimated in the
CEERS configuration are mainly limited by the lack of blue-
band data. The additional MIRI bands marginally improve
the photometric redshifts at faint magnitudes and at high
redshift, where MIRI covers the rest-frame optical. Source
blending contributes to up to 20% of the photometric red-
shift outliers in CEERS, and 40% in the HUDF.

– Stellar masses are recovered within 0.2 dex at z ≤ 5 and
0.25 dex at z > 5, and are systematically overestimated by
0.1 dex at high redshift. Star-formation rates are scattered
over 0.3 dex and the most star-forming galaxies have a sys-
tematic bias of 0.1 to 0.2 dex. Numerous catastrophic SFR
estimates arise from photometric redshift outliers.

– Galactic brown dwarfs contaminating the z ≥ 5 galaxy sam-
ples can be effectively discarded, reaching a residual density
of < 0.01 arcmin−2. The impact on galaxy completeness re-
mains minimal, although dependent on the assumed galaxy
morphology.

– We find that the 5 < z < 10 galaxy selection based on the
redshift posterior probability distribution from SED-fitting
gives the best compromise between completeness and purity.
In the CEERS configuration, galaxy completeness remains
above 50% at mUV < 27.5 and purity is higher than 80 and
60% at z ≤ 7 and 10 respectively. In the HUDF strategy, the
galaxy samples are more than 50% complete at mUV < 29
and 80% pure at mUV < 30 at all redshifts.

– We provide scaling correction factors for the selected galaxy
number counts to recover the intrinsic number counts in the
CEERS configuration. The values typically range from 1 to 2
at MUV < −18, but increase a lot at fainter magnitudes. This
scaling is sensitive to the source modeling used as input, the
source extraction and template fitting procedure, as well as
the choice of ancillary data. Thus, the provided factors are
strictly valid when using the same procedure presented here.
However, our results show how crucial these types of calcu-
lations are to correctly recovering the luminosity function.

– The faint-end slope of the galaxy UV luminosity function
in CEERS can be recovered with an error of ±0.1 at z = 5
and ±0.25 at z = 10, despite the significant dependence on
the correction factors. We estimate that at least 300 arcmin2

would be necessary to constrain the bright end up to z = 8.

We remind the reader that our forecasts are based on future
JWST and existing HST imaging data, meaning that we neglect
ancillary spectroscopy and ground-based imaging that may im-
prove the results. In addition, the UVCANDELS program will
enlarge the wavelength coverage in the EGS field, which may
significantly improve the estimated photometric redshifts and the
purity of the high-redshift galaxy samples.

In the future, we plan to include more realistic galaxy mor-
phologies and use our simulations to fully exploit data from
JWST imaging surveys. In addition, we plan to extend our simu-
lations to the Euclid deep fields.
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Appendix A: Tables

Table A.1: Galaxy absolute magnitude number counts for luminosity function computation in CEERS_1 observing strategy. Per
columns, the expectation value of the selected number counts, completeness, purity and scaling correction factor.

MUV E[N] C P S

z ∼ 5
-22.75 0.8 ± 0.2 0.8 ± 0.2 1 ± 0 1.2 ± 0.3
-22.25 3.0 ± 0.3 0.7 ± 0.1 0.93 ± 0.06 1.5 ± 0.2
-21.75 6.0 ± 0.5 0.83 ± 0.07 0.83 ± 0.07 1.0 ± 0.1
-21.25 21.0 ± 0.9 0.76 ± 0.04 0.83 ± 0.04 1.19 ± 0.08
-20.75 61 ± 2 0.67 ± 0.03 0.75 ± 0.02 1.11 ± 0.05
-20.25 101 ± 2 0.64 ± 0.02 0.84 ± 0.02 1.22 ± 0.04
-19.75 146 ± 2 0.62 ± 0.02 0.85 ± 0.01 1.29 ± 0.03
-19.25 198 ± 3 0.52 ± 0.01 0.79 ± 0.01 1.54 ± 0.04
-18.75 281 ± 3 0.44 ± 0.01 0.73 ± 0.01 1.68 ± 0.04
-18.25 313 ± 4 0.283 ± 0.008 0.62 ± 0.01 2.13 ± 0.05
-17.75 266 ± 3 0.149 ± 0.005 0.48 ± 0.01 3.8 ± 0.1
-17.25 137 ± 2 0.044 ± 0.002 0.39 ± 0.02 10.2 ± 0.4
-16.75 47 ± 1 < 0.01 0.42 ± 0.03 41 ± 3
-16.25 16.8 ± 0.8 < 0.01 0.35 ± 0.05 155 ± 17

z ∼ 6
-22.25 3.2 ± 0.4 1 ± 0 0.2 ± 0.1 0.2 ± 0.1
-21.75 4.0 ± 0.4 0.6 ± 0.1 0.6 ± 0.1 0.6 ± 0.1
-21.25 17.6 ± 0.8 0.70 ± 0.05 0.67 ± 0.05 0.84 ± 0.07
-20.75 40 ± 1 0.66 ± 0.04 0.63 ± 0.03 0.80 ± 0.05
-20.25 78 ± 2 0.68 ± 0.03 0.68 ± 0.02 0.82 ± 0.03
-19.75 136 ± 2 0.69 ± 0.02 0.62 ± 0.02 0.81 ± 0.03
-19.25 171 ± 3 0.53 ± 0.02 0.54 ± 0.02 1.12 ± 0.04
-18.75 166 ± 3 0.32 ± 0.01 0.47 ± 0.02 1.69 ± 0.06
-18.25 159 ± 3 0.169 ± 0.008 0.40 ± 0.02 2.8 ± 0.1
-17.75 130 ± 2 0.062 ± 0.004 0.33 ± 0.02 5.2 ± 0.2
-17.25 47 ± 1 < 0.01 0.30 ± 0.03 21 ± 1
-16.75 5.2 ± 0.5 < 0.01 0.35 ± 0.09 275 ± 54
-16.25 0.4 ± 0.1 < 0.01 0.5 ± 0.4 4913 ± 3474

z ∼ 7
-22.25 0.6 ± 0.2 1 ± 0 0.3 ± 0.3 0.7 ± 0.5
-21.75 3.4 ± 0.4 0.86 ± 0.09 0.88 ± 0.08 0.82 ± 0.05
-21.25 6.8 ± 0.5 0.85 ± 0.07 0.56 ± 0.09 0.8 ± 0.1
-20.75 16.8 ± 0.8 0.65 ± 0.05 0.65 ± 0.05 1.02 ± 0.09
-20.25 42 ± 1 0.60 ± 0.04 0.58 ± 0.03 0.82 ± 0.05
-19.75 58 ± 2 0.50 ± 0.03 0.51 ± 0.03 1.10 ± 0.06
-19.25 108 ± 2 0.44 ± 0.02 0.45 ± 0.02 1.05 ± 0.05
-18.75 164 ± 3 0.34 ± 0.02 0.32 ± 0.02 1.01 ± 0.04
-18.25 223 ± 3 0.22 ± 0.01 0.22 ± 0.01 1.33 ± 0.05
-17.75 201 ± 3 0.063 ± 0.005 0.19 ± 0.01 2.27 ± 0.08
-17.25 76 ± 2 < 0.01 0.21 ± 0.02 9.0 ± 0.5
-16.75 9.2 ± 0.6 < 0.01 0.15 ± 0.05 108 ± 16
-16.25 0.4 ± 0.1 < 0.01 < 0.01 3512 ± 2483

MUV E[N] C P S

z ∼ 8
-21.75 1.0 ± 0.2 0.7 ± 0.3 0.6 ± 0.2 0.6 ± 0.2
-21.25 2.8 ± 0.3 0.6 ± 0.1 0.6 ± 0.1 1.0 ± 0.2
-20.75 6.4 ± 0.5 0.5 ± 0.1 0.44 ± 0.09 0.8 ± 0.1
-20.25 10.4 ± 0.6 0.45 ± 0.06 0.58 ± 0.07 1.2 ± 0.2
-19.75 21.8 ± 0.9 0.39 ± 0.04 0.53 ± 0.05 1.4 ± 0.1
-19.25 28 ± 1 0.23 ± 0.02 0.44 ± 0.04 2.1 ± 0.2
-18.75 41 ± 1 0.16 ± 0.02 0.26 ± 0.03 2.5 ± 0.2
-18.25 48 ± 1 0.060 ± 0.008 0.21 ± 0.03 3.6 ± 0.2
-17.75 54 ± 1 0.014 ± 0.003 0.14 ± 0.02 5.4 ± 0.3
-17.25 30 ± 1 < 0.01 0.09 ± 0.02 15 ± 1
-16.75 5.4 ± 0.5 < 0.01 0.07 ± 0.05 118 ± 23
-16.25 < 0.01 < 0.01 < 0.01 < 0.01

z ∼ 9
-21.25 0.4 ± 0.1 < 0.01 < 0.01 0.5 ± 0.6
-20.75 3.0 ± 0.3 0.5 ± 0.2 0.5 ± 0.1 0.4 ± 0.1
-20.25 4.4 ± 0.4 0.52 ± 0.09 0.6 ± 0.1 1.4 ± 0.3
-19.75 7.6 ± 0.6 0.35 ± 0.06 0.37 ± 0.08 1.6 ± 0.3
-19.25 20.8 ± 0.9 0.27 ± 0.04 0.31 ± 0.05 1.0 ± 0.1
-18.75 27 ± 1 0.12 ± 0.02 0.16 ± 0.03 1.4 ± 0.1
-18.25 30 ± 1 0.05 ± 0.01 0.12 ± 0.03 2.3 ± 0.2
-17.75 15.0 ± 0.8 < 0.01 0.11 ± 0.04 7.0 ± 0.9
-17.25 1.4 ± 0.2 < 0.01 < 0.01 126 ± 48
-16.75 < 0.01 < 0.01 < 0.01 < 0.01
-16.25 < 0.01 < 0.01 < 0.01 < 0.01

z ∼ 10
-20.25 1.0 ± 0.2 0.3 ± 0.2 0.4 ± 0.2 1.4 ± 0.7
-19.75 4.2 ± 0.4 0.4 ± 0.2 0.3 ± 0.1 0.5 ± 0.1
-19.25 8.2 ± 0.6 0.6 ± 0.1 0.22 ± 0.06 0.4 ± 0.1
-18.75 36 ± 1 0.43 ± 0.07 0.08 ± 0.02 0.30 ± 0.04
-18.25 76 ± 2 0.16 ± 0.04 0.04 ± 0.01 0.26 ± 0.03
-17.75 42 ± 1 < 0.01 0.03 ± 0.01 0.74 ± 0.08
-17.25 8.8 ± 0.6 < 0.01 0.05 ± 0.03 7 ± 1
-16.75 0.20 ± 0.09 < 0.01 < 0.01 501 ± 501
-16.25 < 0.01 < 0.01 < 0.01 < 0.01

Appendix B: Galaxy selection at z > 5 in the HUDF

To select our high-redshift galaxies in the HUDF in the Bouwens-like set of criteria, we first preselect sources at z ∼ 5 to 12 using
the selection criteria in Table 3. These color criteria are represented in Fig. B.1. The high-redshift candidates are then confirmed
with photometric redshifts. Figure B.2 indicates the high-redshift galaxy completeness and purity for the Bouwens-, Bowler- and
Finkelstein-like criteria.
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