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ABSTRACT

We present a novel Bayesian methodology to jointly model photometry and deep Hubble Space

Telescope (HST ) 2d grism spectroscopy of high-redshift galaxies. Our requiem2d code measures both
unresolved and resolved stellar populations, ages, and star-formation histories (SFHs) for the ongoing

REQIUEM (REsolving QUIEscent Magnified) Galaxies Survey, which targets strong gravitationally
lensed quiescent galaxies at z∼2. We test the accuracy of requiem2d using a simulated sample of

massive galaxies at z∼2 from the Illustris cosmological simulation and find we recover the general trends

in SFH and median stellar ages. We further present a pilot study for the REQUIEM Galaxies Survey:

MRG-S0851, a quintuply-imaged, massive (logM∗/M⊙ = 11.02±0.04) red galaxy at z = 1.883±0.001.

With an estimated gravitational magnification of µ = 5.7+0.4
−0.2, we sample the stellar populations on 0.6

kpc physical size bins. The global mass-weighted median age is constrained to be 1.8+0.3
−0.2 Gyr, and our

spatially resolved analysis reveals that MRG-S0851 has a flat age gradient in the inner 3 kpc core after
taking into account the subtle effects of dust and metallicity on age measurements, favoring an early

formation scenario. The analysis for the full REQUIEM-2D sample will be presented in a forthcoming

paper with a beta-release of the requiem2d code.

Keywords: galaxies: star formation, galaxies: high-redshift, galaxies: stellar content, galaxies: forma-

tion, galaxies: evolution, gravitational lensing: strong
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1. INTRODUCTION

Our understanding of galaxies a few billion years af-

ter the Big Bang has dramatically improved over the

last few decades. It is now well established that galax-

ies follow a bi-modal color distribution in both the low

and high redshift universe (e.g., Strateva et al. 2001;

Whitaker et al. 2011), including a population of old,

red, more massive quiescent galaxies and a population

of young, blue, less massive star-forming galaxies. Star-

forming and quiescent galaxies can be identified by their
location in the star formation rate (SFR) versus stellar-
mass plane, where star-forming populations form a se-

quence with a relatively low scatter (e.g., Whitaker et al.

2014b; Speagle et al. 2014); and quiescent populations

lie well below the average relation. The number density
of massive quiescent galaxies rapidly increased at early

times, comprising up to half of the total massive galaxy
population by z ∼ 2 (Kriek et al. 2006; Brammer et al.
2011; Muzzin et al. 2013). Moreover, observations show

these quiescent galaxies to be remarkably compact rela-

tive to star-forming galaxies with similar stellar masses

at a given redshift (e.g., van Dokkum et al. 2008; van

der Wel et al. 2014), with only the most massive galaxies

(logM∗/M⊙ > 11.3) having similar size distributions as
the star-forming population (Mowla et al. 2018).

Despite the tremendous progress in understanding the

population of z∼2 massive galaxies, usually presented

in empirical correlations like the SFR-stellar mass cor-

relation of star-forming galaxies described above, the

physical mechanism(s) responsible for quenching star-

forming galaxies remain unknown. Spatially resolved

spectroscopy and imaging hold the power to address

these fundamental questions. Simulations suggest that

stellar age and specific star-formation rate gradients can

constrain the theoretical formation scenarios for high-

redshift massive quiescent galaxies (e.g., Wellons et al.

2015; Tacchella et al. 2015, 2016). However, the low

spatial resolution of near and mid-infrared imaging and
the high stellar-density of quiescent galaxies mostly limit

the studies to the spatially-unresolved data with rel-

atively less constraining power to distinguish between

theoretical models (e.g., Williams et al. 2017; Abram-

son et al. 2018; Belli et al. 2019; Estrada-Carpenter et al.

2020). Strong gravitational lensing offers a solution for
this challenge as it magnifies distant galaxies and boosts

their signal-to-noise ratio (SNR). Furthermore, the ac-

tual un-lensed morphology can be reconstructed accu-
rately with a detailed lensing model (e.g., Sharon et al.

2012, 2020).
Strong gravitationally-lensed galaxies are discovered

and studied extensively in the literature (e.g., Williams
& Lewis 1996; Yee et al. 1996; Allam et al. 2007; Smail

et al. 2007; Siana et al. 2008; Belokurov et al. 2009; Lin
et al. 2009; Koester et al. 2010; Sharon et al. 2012; Glad-

ders et al. 2013), with many cases of spatially resolved

stellar population analyses in star-forming galaxies (e.g.,

Stark et al. 2008; Swinbank et al. 2009; Jones et al.
2010; Leethochawalit et al. 2016). Despite their rarity, a

number of ground-based spectroscopic studies of massive

quiescent galaxies have steadily accumulated within the

literature (e.g., Keck/MOSFIRE, Magellan/FIRE, and

VLT/X-Shooter; Muzzin et al. 2012; Geier et al. 2013;

Newman et al. 2015; Hill et al. 2016; Toft et al. 2017;

Newman et al. 2018a,b; Ebeling et al. 2018). However,
ground-based spatial resolution is insufficient to resolve

spectroscopic signatures of the stellar populations of all

but perhaps the most strongly lensed objects (Newman

et al. 2015).

The high spatial and low spectral resolution of grism

spectroscopy with the HST/Wide Field Camera 3
(WFC3) enables measuring both the unresolved and/or

resolved stellar populations (e.g., van Dokkum & Bram-

mer 2010; Brammer et al. 2012a; Whitaker et al. 2013,

2014a; Estrada-Carpenter et al. 2019, 2020; D’Eugenio

et al. 2020). In particular, Abramson et al. (2018) use

WFC3/G141 grism spectroscopy and multi-wavelength

HST imaging to study the spatially resolved stellar
populations of four massive galaxies at z∼1.3, finding a

link between bulge mass function and the shape of the

star-formation history. Similar comprehensive studies
of massive quiescent galaxies at higher redshifts demon-
strate that it is feasible to reconstruct SFHs based on

a joint spectro-photometric HST analyses (Morishita

et al. 2018, 2019). While the measured metallicities
of quiescent galaxies at z ∼ 2 are generally found to

be similar to local early-type galaxies (Morishita et al.

2019), there exist a few lensed quiescent galaxies with

lower metallicities that suggest a mechanism other than

dry minor-mergers would be necessary to explain their

chemical enrichment (Morishita et al. 2018).

In this paper, we present our methodology devel-
oped to jointly fit HST and Spitzer -IRAC spectro-

photometric data in preparation for the analysis of the
full REQUIEM galaxy survey (HST-GO-15633). While
it is possible to constrain stellar population properties
by analyzing spatially-resolved1 spectroscopic and pho-

1 We caution that the term spatially “resolved” in nearby galax-
ies is reserved for an observational study that can resolve stars
down to at least / O(106) stars per pixel (e.g., Cook et al. 2019).
This limit corresponds to distances of <1 Mpc with HST detec-
tors, and nominally, even individual stellar clusters can be identi-
fied in “spatially resolved” studies for nearby targets and surveys
(e.g., Johnson et al. 2012, 2015). Our targets are well beyond
this limit, but we can still resolve stellar populations down to a
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tometric data separately, we perform a joint spectro-
photometric fit, since using a joint fit, we can optimally

use all spectro-photometric data (e.g., Newman et al.

2014) and infer all parameters within a single frame-

work. As a single set of assumptions is applied in this
joint-fitting, it is also easier to understand and address

potential biases and systematics.
We briefly introduce the REQUIEM galaxy survey in

Section 2, and illustrate our method using a pilot tar-

get, MRG-S0851 (Sharon et al. 2020). The HST and

Spitzer data reductions are presented in Section 3. The

methodology to jointly fit photometry and spectroscopy
is presented in Section 4. We discuss inferring ages and

star-formation histories in Section 5, testing the inferred

parameters using a sample of massive quiescent and star-

forming galaxies selected from the Illustris simulation.

In Section 6, we present first results from REQUIEM-2D

grism spectroscopy for our pilot target, MRG-S0851. In
Appendix A and B, we discuss the details of the lensing

model and the morphological measurements of MRG-
S0851.

In this paper we adopt a standard simplified ΛCDM

cosmology with ΩM = 0.3, ΩΛ = 0.7 and H0 =

70 km/s/Mpc. We assume the Chabrier (2003) initial

mass function (IMF). All magnitudes are reported in
the AB system.

2. REQUIEM-2D GALAXY SURVEY

Capitalizing on the decade-long hunt for strong lensed

quiescent galaxies at z > 1.5 and the slitless spectro-

scopic capabilities of HST, the REQUIEM-2D galaxy

survey targets 8 strongly lensed quiescent galaxies span-
ning redshifts of 1.6 < z < 2.9, stellar masses of
10.4 < logM∗/M⊙ < 11.7, and specific star forma-

tion rates of log sSFR100Myr/[yr
−1] < −10.3 (HST-GO-

15633)

Next we briefly introduce the targets comprising the
REQUIEM-2D survey, with the pilot target MRG-S0851

described in further detail in Section 6. Our sample

includes:

• MRG-M1341: a highly magnified µ ∼ 30 galaxy
at z = 1.6 (Ebeling et al. 2018) (15 orbits of

WFC3/G141),

• MRG-S0851: A massive lensed red galaxy at

z=1.88, with centrally-concentrated rest-frame

UV flux (12 orbits of WFC3/G141; presented in

this paper)

fraction of kpc scale, and we therefore use the term spatially “re-
solved” to refer to our study, noting the conceptual difference in
the terminology used for nearby and z∼2 galaxies.

• MRG-M0138: a massive and bright target at z =
1.95 with logM/M⊙=11.7 and HF160W = 17.3

(Newman et al. 2018a) (6 orbits of WFC3/G141),

• MRG-P0918 and MRG-S1522, relatively young

quiescent galaxies at z = 2.36 and z = 2.45, re-

spectively, with ages of 0.5-0.6 Gyr (Newman et al.

2018a) (7 orbits of WFC3/G141 each),

• MRG-M2129, a rotationally-supported quenched

galaxy at z = 2.1 (Toft et al. 2017) (5 orbits of

WFC3/G141),

• MRG-M0150, a dispersion-dominated (V/σ =

0.7 ± 0.2) massive quiescent galaxy at z = 2.6
(Newman et al. 2015) (5 orbits of WFC3/G141),

and

• MRG-S0454, the most compact reff ∼ 0.3kpc tar-
get of the REQUIEM-2D survey with the highest

redshift of z = 2.9 (Man et. al. in prep) (12 orbits

of WFC3/G141).

The number of HST bands available for the RE-

QUIEM targets ranges from a minimum of 5 filters to a

maximum of 16. All targets have photometric coverage

from ∼ 1000Å to ∼ 15000Å in rest-frame wavelength,

and grism G141 coverage varies from rest-frame wave-
lengths of ∼ 2900−4200Å for the target with the highest

redshift to ∼ 4400−6300Å for the target with the lowest

redshift. The imaging data used herein for the test tar-

get, MRG-S0851, consists of 5 HST bands and 2 Spitzer

bands (see Section 6).

3. DATA REDUCTION AND ANALYSIS

3.1. Hubble Space Telescope Grism Spectroscopy

The REQUIEM-2D HST observations are designed
following the 3D-HST standard (Brammer et al. 2012b),

including a shorter exposure with a WFC3/IR imag-

ing filter immediately before/after two longer WFC3/IR

G141 exposures. The “Grism redshift & line analy-

sis software for space-based slitless spectroscopy”, or

Grizli, is used for the data reduction analysis (Bram-

mer 2016). Grizli is specifically designed for manipu-
lating HST slitless spectroscopic observations and serves

for the data reduction herein.

Astrometric calibrations of the WFC3-IR and WFC3-

UVIS images are performed in two steps within Grizli.

In the first step, the relative astrometry is set by aligning

all available exposures in each filter together. The Pan-
STARSS catalog (Flewelling et al. 2016) is then used

to density match the detected objects. The absolute

astrometric registration is finally improved by adopting
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refer the reader to these papers for a more in-depth dis-
cussion on the methodology adopted.

3.2.1. Hubble Space Telescope Photometry

To detect sources, we first construct a noise-equalized

image by multiplying the HF160W mosaic with the square

root of the corresponding weight map. We then run

Source Extractor (Bertin & Arnouts 1996) on this im-

age. The detection threshold is set at 1.8σ, the deblend-
ing threshold at 32, with a minimum contrast of 0.0001,

and a minimum area of 14 pixels.

To create the point-spread functions (PSF), a stellar

sequence is identified by considering the ratio of a small

aperture (0.′′5) flux to a large aperture (2′′) flux for each

band. Stars form a tight sequence close to unity, mak-

ing them easily identifiable above a certain threshold in

magnitude. A 5′′ postage stamp cutout of each bright

star is created. An average PSF is calculated after cen-

tering and normalizing the stamps. The PSF matching

is performed using a kernel that convolves each PSF to

match the HF160W PSF as a reference, since it has the

largest full width at half maximum (FWHM) of 0.′′18. To
obtain the kernel, we use custom codes that fit a set of

Hermite polynomials weighted by Gaussian two dimen-

sional profiles to the Fourier transform of the stacked

stars. The PSF homogenization is accurate within a

percent level.

Next, Source Extractor is run in the dual-image

mode with the noise-equalized image of HF160W as a
detection image and the PSF-matched mosaic of inter-

est as a measurement image, including the weight maps

of the PSF-matched mosaics as well. The photometry

is calculated adopting an aperture of 1.′′5 diameter for

all but the most extended strong lensed sources. This

is about a factor of two larger than the aperture size

adopted in earlier works, but justified when analyzing

strong gravitationally lensed sources with linear magni-

fications of µ ∼ 3 − 6 (e.g., 0.′′7 ∼ 1.′′5/
√
µ), since the

larger aperture in the image plane of lensed target ef-

fectively covers the same physical region in the source

plane as the smaller aperture would cover for unlensed

targets.
The curve of growth of the HF160W filter is used to cor-

rect the AUTO flux value reported by Source Extractor

for the amount of light falling outside the Kron radius

(Kron 1980). This correction factor is the ratio of the

total flux of a point source in HF160W to the the flux

enclosed in the Kron radius (e.g., Skelton et al. 2014).

Realistic uncertainties are estimated by placing aper-
tures in empty regions across the image and calculating

the noise properties directly from the images in lieu of

using the standard weight maps, noting that the driz-

zling process correlates the pixels, and as a result the
uncertainty inferred from the weight maps is underes-
timated (e.g. Casertano et al. 2000). More details can

be found in Section 3.5 of Whitaker et al. (2011) and

Section 3.4 of Skelton et al. (2014).

3.2.2. Spitzer/IRAC Photometry

To obtain photometric measurements from the low
resolution Spitzer observations, we use the Multi-

resolution Object PHotometry ON Galaxy Observations
code (MOPHONGO; Labbé et al. 2006; Wuyts et al. 2007).

MOPHONGO makes two dimensional models for different

objects in the field and uses them to deblend and mea-

sure fluxes, taking into account the difference in PSF
between Spitzer and HST images.

Following Whitaker et al. (2011), Spitzer photometric

fluxes are measured using 3′′ diameter apertures size, ap-

plying photometric corrections using the HF160W curve

of growth. While poor resolution, the photometric mea-
surements of the two Spitzer IRAC channels play a cru-

cial role in the modeling of stellar populations owing
to the extended wavelength coverage into the rest-frame
near-infrared at z ∼ 2 that helps to constrain the dust.

(for example see, Muzzin et al. 2008).

4. METHODOLOGY TO FIT THE AGE AND SFH

OF THE STELLAR POPULATIONS

In this Section, we discuss the methodology used by
the requiem2d software package to combine all spectro-

scopic and photometric data and constrain the age and

SFHs of unresolved and resolved stellar populations. An

overview of the main aspects of our methodology is pre-

sented in Section 4.1. We then outline our approach to
model dust and metallicity in Section 4.2, before for-

mally introducing the elements of the full model in Sec-
tion 4.3. A discussion on priors and the computational

Bayesian approach can be found in Section 4.4.

4.1. Overview of Methodology

The requiem2d package adopts a non-parametric

framework to model SFHs, avoiding any assumptions

about their functional form (see Section 4.4 for a discus-
sion of SFH priors). Joint spectro-photometric fitting

is particularly important for a robust analysis of the

stellar populations, with the longer wavelength baseline

of the photometry helping to constrain dust and the

higher spectral resolution grism spectroscopy providing

more robust constraints on redshift, age, and metallicity

by constraining spectral absorption lines.
We adopt a non-parametric approach to analyze

SFHs, specifically modeling the composite stellar pop-

ulation (CSP) of the targets as a linear combination of
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simple stellar populations (SSPs) (e.g., Heavens et al.
2004; Ocvirk et al. 2006; Panter et al. 2007; Tojeiro et al.

2007; Kelson et al. 2014; Leja et al. 2017; Dressler et al.

2018; Morishita et al. 2019), which is used to constrain

the “weights” of each SSP, denoted herein by x. The sec-
ondary parameters such as age and star-formation rate

(SFR) are then calculated using these weights. This
methodology, in principle, is similar to the approach
adopted in EAZY (Brammer et al. 2008), where one fits

a linear combination of templates to photometric data

to constrain the redshift. Here, we fit a linear combi-

nation of the SSP templates with varying ages to the

low-resolution spectroscopic and photometric data.

To generate SSPs, we use the dust and metallicity pos-

teriors obtained by fitting the photometric data alone

(Section 4.2). We then refit the full spectro-photometric

data to infer ages and SFHs using these SSPs (Sec-

tion 4.3). In the remainder of this Section, we discuss
data preparation steps (Sections 4.1.1 and 4.1.2).

4.1.1. Defining the Spatial Bins

To study the spatially resolved stellar populations for

lensed targets, we define spatial bins for each grism
exposure separately, using the corresponding direct
WFC3/IR image with the same pixel scale and ori-
entation as the grism exposure. “Rows of pixels” are

defined parallel to the dispersion angle Pθ. We identify

the row which has the pixel with the highest flux in the

image and add two adjacent pixel rows to define the

central bin.

On either side of the center bin, two bins are defined
that are 3-4 pixel rows wide respectively. Depending

on the magnification of the main science target, either
new subsequent spatial bins are added, or the rest of the
pixels on each side are grouped to define the final outer
bins. These other bins include the pixels corresponding

to the low SNR portion of the extended light profiles.
With a pixel size of 0.′′06, the central bins range from

0.′′18 to 0.′′24 wide. Lens models are used to determine

the source-plane position of the defined spatial bins. For

our pilot study of MRG-S0815 (Section 6), we probe the

age gradient in the inner radius of∼1.8 kpc at an average

spatial resolution of ∼ 0.6 kpc.

4.1.2. Preparing the Data

Grism spectra are analyzed in the native 2D space,

limiting to grism pixels with a minimum SNR of 3. We

also only include the grism pixels with less than 10%

contamination by adjacent objects.

It is not trivial to spatially-resolve the Spitzer/IRAC
bands. In our final joint-fitting, we therefore adopt a

conservative approach by requiring that the total IRAC

fluxes of all spatial bins match the global measured

IRAC flux of the object. We discuss other complications
of not having resolved rest-frame near-infrared (IRAC)
fluxes in Section 4.2.2.

The grism spectra of the bins overlap in 2D space,

making it impossible to extract the 2D grism spectrum

for each bin individually unless we have the best model

for the other bins. We therefore construct a model
for each bin individually with Grizli, then add all of

the bins’ models together to get a model for the whole
galaxy.

We could in principle model all grism exposures indi-

vidually and compare them with the observed grism ex-
posure. However, to reduce the computational cost, we

use drizzled grism images in our analyses, constructed
by combining all grism exposures of each dispersion an-
gle.

4.2. Measuring Dust and Metallicity

The main goal when using requiem2d is to constrain
the ages and star-formation histories of massive quies-

cent galaxies at z ∼ 2, treating dust and metallicity as

nuisance parameters. While both of these parameters

are degenerate with age, they are not well-constrained

by the relatively short wavelength coverage and low

spectral resolution of grism spectroscopy. Hence, our

strategy is to analyze the problem in two steps:

1. Photometric data are fitted alone using Prospector-α

(Leja et al. 2017) to obtain the posterior of dust,
metallicity and other relevant parameters of stel-

lar populations such as the stellar-mass (Section

4.2.1), and the posteriors of dust and metallicity

are subsequently used to generate SSPs (Section

4.2.2).

2. Joint fit of photometric and spectroscopic data are

preformed using requiem2d code to constrain the

age and SFHs of the stellar populations, using the
SSPs generated at the first step (Section 4.3).

4.2.1. Prospector-α Fit to Resolved and Global
Photometric Data

Following the same steps and assumptions of Leja
et al. (2019b), the photometric data are fit us-

ing Prospector-α. In particular, we adopt a non-
parametric approach to model SFHs, imposing the con-

tinuity prior (Leja et al. 2019a,b). The continuity prior

disfavors unphysical jumps in SFH, i.e., episodes of reju-

venation and quenching, and it leads to a more physical

and smoother SFH (Leja et al. 2019a). We refer the
reader to Leja et al. (2019a) for further discussion of

different priors of SFH, noting that the prior that we

assume in our joint-fitting is similar to the continuity

prior (see Equation 3).
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Fit Software SSP Prior Grism Res HST Phot Unres HST Phot Spitzer Phot

Global Phot Prospector-α × × × X X

Resolved Phot Prospector-α × × X × ×

Global Spec+Phot requiem2d Global Phot X × X X

Resolved Spec+Phot requiem2d Global Phot X X × X

Resolved Spec+Phot requiem2d Resolved Phot X X × X

Table 1. Table of 5 different fits performed in our analyses, indicating a software used, included data and SSP prior if it is
used. Phot is a shorthand for photometry, Spec stands for spectroscopy, and Res and Unres stand for Resolved and Unresolved
respectively.

Prospector-α adopts the Kriek & Conroy (2013)

dust model, which is based on the parameterization of

dust attenuation by Noll et al. (2009). In this model,

the strength of the 2175Å UV bump is correlated with
the dust slope. Therefore, the free parameters are

dust index (dust slope) as well as two dust attenuation
parameters, dust1 and dust2 for the stellar populations
younger and older than 107 years, respectively. We note

that dust index parameter controls the slope of dust at-

tenuation curve, and for positive values the attenuation

curve will be flatter than the Calzetti law (e.g., Kriek
& Conroy 2013, Figure 1), leading to less UV attenua-

tion and more near-IR attenuation comparably. For the
negative values of dust index the opposite holds.

We use the Mesa Isochrones and Stellar Tracks (MIST;

Choi et al. 2016) to generate the SSPs using Flexi-

ble Stellar Populations Synthesis models (FSPS; Conroy

et al. 2009; Conroy & Gunn 2010). The stellar metallic-

ity is therefore measured relative to the solar abundance,
as defined in Table 1 of Choi et al. (2016), and it is con-

strained by Prospector-α based on the UV to optical

to near-IR ratios of the SED (see Figure 3 of Leja et al.

2017).

4.2.2. Priors to Generate SSPs for Spatially-resolved and
Global Joint-fit

We include all global photometric measurements

(HST and Spitzer) in the Prospector-α fit and use
the resulting posterior as a prior in the joint-fitting.

For fitting the spatially resolved stellar populations,

we calculate the spatially resolved photometric fluxes for

the HST bands by summing the flux for all pixels in each
bin. To estimate the photometric uncertainty and to be

sure that the correlated pixel noises are accounted for,

we follow Whitaker et al. (2011); Skelton et al. (2014),

where the uncertainty is scaled by a power-law func-

tion of aperture sizes approximated by
√
N , where N is

the number of pixels in each bin. We fit the resolved

HST photometry and error of each spatial bin using
Prospector-α.
To take into account the dust and metallicity uncer-

tainties in the spatially-resolved joint-fit, we have two

choices of priors to generate SSPs, corresponding to

two Prospector-α fits. The first prior is defined us-

ing the spatially-resolved Prospector-α fit, while the

second prior is defined by the global Prospector-α fit
for all spatial bins (see section 4.3.1 for the detail of

including the dust and metallicity uncertainties for gen-
erating SSPs). The first prior is tuned to the resolved
HST bands of the spatial bins, but the corresponding

Prospector-α fit does not include IRAC channels. The

second prior is not tuned to the individual bins, however
it does include the IRAC channels 1 and 2. As there is
no clear preference a priori, we perform our spatially-

resolved joint-fitting adopting both of these priors. All
of the fits being performed, with their SSP priors and
included data, are summarized in Table 1.

4.3. Elements of the requiem2d Full Model

In this Section, we discuss the building blocks of our

Bayesian model: the elements of the regression model,

the prior, and the likelihood distributions.

4.3.1. The Building Blocks of the Linear Regression Model

Modeling a composite stellar population using a lin-

ear combination of SSP templates is a generalized linear

regression problem, whose elements are shown in Ta-

ble 2. We use the FSPS models and its python wrap-
per (Foreman-Mackey et al. 2014), assuming the dust

and metallicity values from the Prospector-α posterior
(Section 4.2). The SSP spectra vary in age starting at 10

Myr to the age of the universe at the redshift of the main

science target, increasing with a logarithmic scale, such

that the logarithm of the ratio of two adjacent ages in

Gyr is 0.05, i.e. log ti+1[Gyr]/ti[Gyr] = 0.05.2. These
spectral models are then used to simulate the corre-

sponding 2D G141 grism spectra using Grizli. We also

2 We practically generate a series of non-overlapping constant
SFHs that include each age in our grid at their center. This is
argued to be a more realistic approximation than pure SSPs (e.g.,
see Morishita et al. 2019). We test both cases, but we do not find
any significant difference, potentially owing to the finer sampling
of the age grid in our study (∼ 50) in our case comparing to 10 of
Morishita et al. (2019)).
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the 2D projection of the Prospector-α posterior for the
global analysis of the pilot target, MRG-S0851.

We have 12 sets of templates, each corresponding to

a different region in dust and metallicity. Each one of

the 12 sets of templates has a weight which is inferred

by summing the weights of individual draws from the

Prospector-α posterior falling into the corresponding
box posterior and the selections described here (Fig-

ure 3). We rank order the SSPs using the final weights

and sample the weights using a stick-breaking Dirich-

let process (e.g., Connor & Mosimann 1969; Sethura-

man 1994) with β ∼ Beta(1, α) and α ∼ Gamma(11, 1).
In this process, one draws a set of initial 12 weights,

β′
i, i = 1 . . . 12 from the Beta distribution. β′

is are be-

tween 0 and 1, but they do not necessarily add up to one,

and to make sure that they do, the final set of weights

is calculated using βi = β′
iΠ

i−1
j=1(1 − β′

j), analogous to

breaking a stick of a length 1.
For our pilot target, MRG-S0851, we have four major

emission lines filling the underlying absorption features

in G141 bandpass: Hβ, Hγ, Hδ, and [O III]. We include
a separate template for each one of these emission lines

from Grizli: A Gaussian one dimensional spectral tem-
plate centered at the wavelength of each emission line is

normalized to one and is convolved with MRG-S0851

morphology to generate a two dimensional grism tem-

plate. The coefficients of these templates are being fit-

ted with the rest of parameters using the Monte Carlo

method, providing an estimate on the strength of emis-

sion lines.
We multiply all photometric bands in the model of

each spatial bin with a set of nuisance parameters ω,

with a prior of N(1, 1), i.e., a normal distribution with

µ = 1 and σ = 1, to address any calibration mismatch
between the photometric and spectroscopic data. The
general model for one set of SSPs with all elements in

place can then be described by the following equations
(see Table 2 for the description of each element):

Ms,l =

M∑

i=1

I∑

n=1

xp,inAp,inl +

M∑

i=1

N∑

j=1

xijAs,ijl

+

M∑

i=1

4∑

q=1

xem,iqAem,iq + xcAc,l

+

G∑

k=1

xb,kAb,kl (1)

Mp,ir = ωi

N∑

j=1

xijAp,ijr, (2)

where Ms,l denotes the 2D grism model of the l-th HST

pixel, and Mp,ir indicates the photometric model for the
i-th spatial bin and the r-th photometric band.

4.4. The Priors and the Monte Carlo Sampling

Method in requiem2d

We determine the posterior distribution of weights in

the generalized linear regression model (defined in Equa-

tions 1 and 2) using Bayes’ theorem. The photometry

likelihoods are assumed to follow a mixture of normal
distributions with a standard deviation estimated from
the observational errors and weights from the Dirich-
let process. To be more specific, for each one of 12 set

of SSPs (Section 4.3.1), we generate a model using the

SFH model and calculate the photometric fluxes. We
next assume 12 normal distributions centered at these

fluxes with standard deviations equal to the observed
photometric uncertainty. The full likelihood probability
distribution is then the weighted sum of the 12 normal
distributions with weights determined through a stick-

breaking Dirichlet process, as described in Section 4.3.1.

As we have more than 1000 grism pixels for each
spatial bin in spatially-resolved spectroscopic data, we

adopt a simplifying assumption that the final grism
model is a weighted average of 12 SSPs. To maintain
consistency between the resolved and unresolved anal-

ysis, we apply the same assumption to the spatially-

unresolved spectroscopic data. We test this simplify-

ing assumption explicitly for the unresolved analysis of

MRG-S0851 by sampling the age posterior twice, first

using a full mixture of normal distributions for grism
spectroscopy and then using the weighted average of 12
SSPs. No statistically significant difference is detected

in recovered ages adopting these two approaches.
The prior of weights, x, is derived from the SFH prior.

As mentioned in Section 4.2.1, we adopt a continuity

prior for the SFH following a regularizing scheme intro-

duced for the same problem in (Ocvirk et al. 2006):

log SFRn,t − 2 log SFRn,t−1 + log SFRn,t−2 ∼ ǫt, (3)

with ǫt ∼ N(0, 1/20). For a linearly defined age grid,

this can also be interpreted physically as a requirement

of the continuity for the first time derivative of SFR (the

slope of SFR, or SFR increments). Other versions of a

continuity prior may also be used. For example Leja

et al. (2019a) require the continuity of the SFR itself3.
We find that in our case, analyzing massive quiescent

3 We note that Leja et al. (2019a) adopt Student’s t-distribution
for ǫt in the right hand side of Equation 3.
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log SFR ∼ AR2(2,−1)

SFR

x

α ∼ Gamma(11, 1)

β ∼ Beta(1, α)

w ∼ Dirichlet

Photobs ∼ NormalMixtureSpecobs ∼ Normal

ω ∼ Normal(1, 1)

Normalization (flux mismatch)

xb ∼ Normal(0, 1)

Grism background

xp ∼ Normal(0, 1)

Polynomial spectral templates

xc ∼ Normal(0, 1)

Grism contamination

xe ∼ Normal

Emission lines

SFH (continuity prior)

Spectroscopic data Photometric data

(dust/metallicity uncertainty)

Figure 4. The statistical model for the spatially-resolved analysis demonstrated using the plate notation.

galaxies at z∼2, the continuity of the SFR slope recov-
ers SFHs and ages slightly better than the continuity

of the SFR. This may be because it is a stronger prior

requirement, helping with the finer sampling of SSPs at

lookback times greater than ∼1 Gyr.

To connect SFRs to the weights, each SSP has a mass-

to-light ratio which we use to calculate the correspond-

ing mass weight, xM, from x. This mass weight can
then be connected to SFR using SFRt = xM

t /δt. The

rest of priors and the model itself are demonstrated in

Figure 4.

Estimating the age, weights x, or other parameters of

the stellar populations from the observed spectra could

be ill-posed and it usually requires regularizing (Ocvirk

et al. 2006). Also, due to highly correlated parame-
ters and the higher dimension of the problem, the usual

Monte Carlo algorithms such as random-walk Metropo-

lis (Metropolis et al. 1953) fail to sample the posterior

efficiently (Neal 1993). We therefore use No-U-Turn

sampling (NUTS; Homan & Gelman 2014), which is a

variation of the Hamiltonian Monte Carlo method (Neal
2011) to sample the posterior. NUTS uses a recursive

algorithm to build a set of points spanning a wide swath

of the target distribution, stopping automatically when

it starts to retrace its step (Homan & Gelman 2014).

NUTS is proven to be more efficient in exploring corre-

lated parameter spaces such as in our problem relative

to the random-walk methods (Creutz 1988; Neal 2011;

Homan & Gelman 2014).

We use the python package (pymc3; Salvatier et al.

2016) extensively in our analyses for sampling the pos-

teriors with NUTS. Two chains are constructed, drawing

1000 (unresolved analysis) and 1400 (resolved analysis)

samples in each one, considering only the second half of

the chains as post burn-in draws. We check for diver-

gences using Gelman-Rubin statistics (Gelman & Rubin

1992) explicitly and combine the chains.

5. INFERRING THE AGE OF STELLAR

POPULATIONS

In this section, we show how we can infer the age of

stellar populations and its uncertainty from the weights,
x, defined in Equations 1 and 2.

The posterior of weights, x, which is the basic output

of requiem2d, can be interpreted as the light-weight of

each SSP template. We can use these weights to cal-

culate the light-weighted average ages, however, light-

weighted ages are misleadingly young as younger stars

outshine the older stars. We therefore use the mass-

to-light ratio of SSP templates to calculate the mass-

weights, xM . This quantity is used to reconstruct SFHs

and to calculate the median mass-weighted age t50
4,

shown to be a robustly estimated from models (e.g.,

Belli et al. 2019). The uncertainty of the median mass-

weighted age is estimated directly from the Monte Carlo
chains. The median mass-weighted age, t50, is also in-

dependent of the lensing magnification, as any effect of
magnification on SFR is cancelled out in t50 definition

(like sSFR).

The final goal of the requiem2d code is to recover both

global and resolved ages and SFHs of massive quiescent
galaxies, and as it uses a non-parametric SFH history

4 t50 is formally defined as
∫
t0

t50
dt′ SFR(t′) = 0.5 ×

∫
t0

0
dt′ SFR(t′), where t0 is the age of the universe at the redshift

of interest.
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in further depth in a follow-up paper (Akhshik et al. in
prep).

We estimate the average mass-weighted age of

1.9+0.2
−0.1 Gyr from our joint fit with requiem2d, consis-

tent within the 1σ uncertainty interval with the estimate
of the average mass-weighted age from Prospector-α

(2.0±0.3 Gyr; Figure 11) and the median mass-weighted
age obtained from the joint fit (1.8+0.3

−0.2 Gyr). We esti-

mate a stellar mass of logM∗/M⊙ = 11.02 ± 0.04 from

the joint fit, consistent with the Prospector-α estimate

within 1σ (Section 6.1). Finally, the sSFR is estimated

to be log sSFR100Myr/[yr
−1] = −10.32+0.07

−0.05 from the
spectro-photometric fit. It is ∼0.5 dex lower than the

sSFR estimate of Prospector-α from photometry only.

We discuss this discrepancy in Section 7.

In the G141 bandpass at the redshift of MRG-S0851

z=1.88, we observe a few spectral features that are sen-

sitive to the age of stellar populations. Most notably,

we sample the 4000Å break, Mg I and the Balmer lines

Hβ, Hγ, and Hδ. As the Balmer lines appear to be
filled by emission, they are not expected to drive the

age fit significantly. We detect [O III] emission lines at

the rest-frame wavelengths of 5008.2Å and 4960.3Å (to

be discussed further in Section 6.3).

As discussed in Section 4.3, we add the emission line
templates using Grizli together with the SSPs that do

not include nebular emission lines that are generated by
FSPS. Another option is to instead use FSPS to gen-
erate nebular emission lines. To test this alternative
approach, we use the Prospector-α posterior of gas-

phase metallicity along with the stellar metallicity and
dust parameters to add nebular emission lines, specifi-
cally adding more templates between 1-10 Myr in log-

arithmic lookback time steps. We confirm that the re-
sulting global and resolved ages are all consistent in both
approaches within 1σ statistical uncertainty, except for

bins at ≤-1.4kpc and ≥1.5kpc due to contamination.

The global mass-weighted median age using FSPS tem-
plates that include nebular emission lines is constrained
to be 1.9± 0.2 Gyr.

When accounting for the effects of dust and metallic-
ity on the SSPs of resolved stellar populations of MRG-
S0851, the distribution of resolved ages may change for

different priors (Figure 15, comparing black and red

points; Also see Section 4.2.2 for further discussion of

these priors). We can not calculate the resolved pho-

tometry for the two Spitzer IRAC channels, and as
a result, neither the resolved joint-fit nor the resolved

Prospector-α fit fully includes resolved rest-frame near-

IR photometry6. Therefore, the priors on SSPs, that
control dust and metallicity, may play a significant role

and affect the weights x of SSPs. While this effect is not

large for 5 central bins, it seems to be more significant

for the outer bins at ≤-1.4 kpc and ≥1.5 kpc, where the

SSP priors strongly driving the fit and yielding differ-

ent results for the ages of these bins as the photometry

error bars are larger and grism spectroscopy is signifi-

cantly contaminated.

6.3. Emission-line Diagnostics of MRG-S0851

We fit for the fluxes of emission lines, as described

in Sections 4.3 and 6.2. The statistical significance of

the spatially-unresolved emission lines is estimated to

be ∼ 9σ ([OIII]), ∼ 5σ (Hβ), ∼ 3σ (Hγ), and ∼ 1σ

(Hδ) from the corresponding Markov Chains, and we
therefore detect [OIII], Hβ and Hγ with ' 3σ statistical

certainty.
[OIII] is detected in three centrals bins (> 3σ). We

constrain the global log ([OIII]/Hβ) to be 0.24+0.10
−0.08.

Taken together, it is likely that the emission lines orig-

inate from star-formation activity. It may however

be that MRG-S0851 has a high [NII]/Hα ratio, which
combined with low [OIII]/Hβ, would favor an AGN

(Baldwin et al. 1981) or a low-ionization emission-line
region (e.g. Heckman 1980; Belfiore et al. 2016).

Unfortunately, both [NII] and Hα are outside of the

WFC3/G141 bandpass (and unresolveable) for MRG-

S0851 to examine this scenario.

In the spatially resolved analysis, we also fit for the

flux of [OIII], Hβ, Hγ and even Hδ emission lines in the

WFC3/G141 bandpass, but the weakness of these emis-

sion lines combined with the low spectral resolution of

WFC3/G141 do not allow us to constrain any poten-

tial gradients in [OIII]/Hβ, or statistically significant
Balmer decrements.

7. SUMMARY AND DISCUSSION

We present a methodology to jointly fit HST grism

spectroscopy with HST and Spitzer photometry with

the new requiem2d package to constrain the age and

SFH of stellar populations of galaxies. Our fitting

method includes two steps, a preliminary fit with

Prospector-α to photometric data, and a subsequent

joint spectro-photometric fit using a linear combination

of SSPs, generated by drawing from the Prospector-α

posterior to constrain ages and SFHs. Our presenta-

tion here is tuned to HST grism spectroscopy and HST

6 As a reminder, in our spatially-resolved joint-fit, we require
that the sum of the predicted resolved IRAC photometric fluxes
in our model match the observed global values (Section 4.1.2)
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MRG-S0851 is the first target in the ongoing RE-
QUIEM galaxy survey, which includes grism spec-

troscopy using HST/WFC3 G141 as a part of the

HST-GO-15663 ongoing program, for a sample of 8

strongly lensed quiescent galaxies spanning a redshift

range of 1.6 < z < 2.9 and a stellar mass range of

10.4 < logM∗/M⊙ < 11.7 (HST-GO-15633). The anal-
ysis of the spatially resolved stellar populations of the

rest of the REQUIEM targets will follow the framework

developed herein.
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Whitaker, K. E., Labbé, I., van Dokkum, P. G., et al. 2011,

ApJ, 735, 86, doi: 10.1088/0004-637X/735/2/86

Whitaker, K. E., van Dokkum, P. G., Brammer, G., et al.

2013, ApJ, 770, L39, doi: 10.1088/2041-8205/770/2/L39

Whitaker, K. E., Franx, M., Leja, J., et al. 2014b, ApJ,

795, 104, doi: 10.1088/0004-637X/795/2/104

Williams, C. C., Giavalisco, M., Cassata, P., et al. 2014,

ApJ, 780, 1, doi: 10.1088/0004-637X/780/1/1

Williams, C. C., Giavalisco, M., Bezanson, R., et al. 2017,

ApJ, 838, 94, doi: 10.3847/1538-4357/aa662f

Williams, L. L. R., & Lewis, G. F. 1996, MNRAS, 281, L35,

doi: 10.1093/mnras/281.3.L35
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APPENDIX

A. GRAVITATIONAL LENS MODELING OF MRG-S0851

We highlight the key aspects of the MRG-S0851 lens model. This lens model is used to transform information to

the source plane and interpret the results of stellar population analyses.

A.1. Methodology of Lensing Mass Models

While we provide a brief summary of the gravitational lensing analysis used in this work here, we refer the reader

to Kneib & Soucail (1996), Richard et al. (2010), Verdugo et al. (2011), and Smith et al. (2015) for a more in depth
discussion of the lensing algorithm used here. We adopt a parametric approach using Lenstool (Jullo et al. 2007)

to model the cluster mass distribution surrounding our target as a combination of dual pseudo-isothermal ellipsoids

(dPIEs, Eĺıasdóttir & Möller 2007), using a Monte Carlo Markov Chain method to estimate the parameters and their

uncertainties. dPIE clumps are combined to map the dark matter (DM) at the cluster scale and to model the cluster

mass distribution, and galaxy scale DM potentials are used to describe galaxy scale substructure. Given the large
number of galaxies in the cluster, it is not feasible to optimize the parameters of every potential, as the large parameter

space will lead to an unconstrained minimization. Moreover, individual galaxies do not contribute significantly to the
total mass budget of the cluster, and their effects on lensing are minimal unless they are projected close to the lensed

galaxies. To reduce the overall parameter space we therefore scale the parameters of each galaxy using a reference

value with a constant mass-luminosity scaling relation (see Limousin et al. 2007).

We construct a galaxy cluster catalog using the red sequence technique (Gladders & Yee 2005), where we select

galaxies that have similar colors in the IF814W-JF125W color versus JF125W-band magnitude diagram. Our original

catalog includes 136 cluster members. As the bright cluster galaxies (BCGs) of galaxy clusters do not follow the red
sequence, we remove the two BCGs (Newman et al. 2013a,b) from the galaxy catalog and model them separately.

To allow for estimation of lensing magnification, we also decide to remove from the galaxy catalog the two cluster

members responsible for the main perturbation of the lensed object and model them separately, too. Additionally, an

intrinsic scatter which is expected in the mass luminosity-relation offers further physical motivations to individually

model the galaxies by including enough constraints.

Our final lens model of MRG-S0851 includes two cluster-scale DM halos parameterized as dPIE profiles. For

minimization procedures, we let all the parameters of halo vary with the exception of the truncation radius rcut that
extends beyond the strong lensing regime, and it therefore cannot be constrained. The final positions of the DM

clumps remain close to their BCG (≤5.′′4). We also tested a model with only one cluster scale DM halo, but the result

was not as good as two cluster scale DM halos (see Section A.2)

We constrain the cluster using the 3 lensed systems that have confirmed spectroscopic redshifts from Sharon et al.

(2020) (Figure 16, left panel). In the two of lensed systems, we identify resolved emission knots withing their image

and use them as additional constraints. Figure 16 shows the position of the constraints (see Table 4 for the exact

coordinates).

A.2. Modeling Results, Choice of the Best Model

To estimate a reliable magnification for MRG-S0851, we try several different models: we change the number of
cluster scale DM halos, and we also add a fifth image, denoted as system 5.5 (see Table 5). We quantitatively compare

the quality of different models with two criteria. The first criterion is the root mean square (rms), which describes
how well the model reproduces the positions of the constraints. The second criterion is the Bayesian Information

Criterion (BIC), which is a statistical measurement based on the model likelihood, penalized by the number of free

parameters and the number of constraints (see e.g., Limousin et al. 2010; Mahler et al. 2018). We list the results in

Table 5. Models with two DM halos perform significantly better than the models with one DM halo based on the rms

criterion. This effect can be explained by the additional flexibility. However, as the BIC does not change significantly,
we conclude that it is balanced by the increase in goodness of the fit for all 2 DM models. The only exception is the

2 DM model with the fifth image as a part of system 4, and we therefore reject it. Finally, we reject the model that
shows the best rms (the lowest) and best BIC (the lowest) because the mass of the nearby cluster member galaxy (the

one located at the east in Figure 16, bottom left panel) is unnaturally low. We therefore keep the second best model,

with 2 DM and the fifth image as part of system 5 as the best physical model.
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ID Right Ascension Declination Notation in Sharon et al. (2020) z z reference

1.1 8:51:38.0254 +33:31:03.132 B1.1 1.3454 Bayliss et al. (2011)

1.2 8:51:37.9667 +33:31:07.032 B1.2 1.3454 Bayliss et al. (2011)

1.3 8:51:39.4200 +33:31:26.034 B1.3 1.3454 Bayliss et al. (2011)

1.4 8:51:39.0580 +33:31:03.910 B1.4 1.3454 Bayliss et al. (2011)

1.5 8:51:38.9859 +33:31:04.751 B1.5 1.3454 Bayliss et al. (2011)

2.1 8:51:38.0315 +33:31:02.708 B2.1 1.3454 Bayliss et al. (2011)

2.2 8:51:37.9613 +33:31:07.675 B2.2 1.3454 Bayliss et al. (2011)

3.1 8:51:38.1625 +33:31:18.666 D3.1 1.79 this work

3.2 8:51:38.0261 +33:30:54.162 D3.2 1.79 this work

3.3 8:51:39.5185 +33:31:03.890 D3.3 1.79 this work

3.4 8:51:39.4513 +33:31:23.948 D3.4 1.79 this work

3.5 8:51:38.9480 +33:31:08.315 D3.5 1.79 this work

4.1 8:51:39.6640 +33:30:47.657 E2.1 1.88 this work

4.2 8:51:39.6045 +33:30:46.741 E2.2 1.88 this work

4.3 8:51:40.0173 +33:30:49.868 E2.3 1.88 this work

5.1 8:51:39.6474 +33:30:47.418 E1.2 1.88 this work

5.2 8:51:39.6168 +33:30:46.898 E1.1 1.88 this work

5.3 8:51:39.7549 +33:30:46.532 E1.4 1.88 this work

5.4 8:51:40.0323 +33:30:49.980 E1.3 1.88 this work

5.5 8:51:39.9154 +33:30:48.302 E1.5 1.88 this work

Table 4. Position of the constraints used to construct the lensing models. The coordinates are reported in Sexagesimal
coordinates (adopting J2000 epoch). We note that constraints 4.1-4.3 and 5.1-5.5 in this table are labeled as Figure 16. We
measure the redshifts of each constraint in systems D and E individually, using the default redshift fitting methods of Grizli.
We use 12 orbits of grism WFC3/G141 data, obtained as a part of the program, HST-GO-14622, PI: K. Whitaker, for fitting
the redshifts of systems D and E. Two constraints 3.2 and 3.4 have clean grism spectra from the program, HST-GO-14622, and
the redshift fitting with the grism data was inconclusive for the rest of the constraints 3.1, 3.3 and 3.5 due to contamination of
their spectra by nearby objects. The redshift fit of constraints 3.2 and 3.4 is driven both by [OIII] emission-line doublet at a
rest-frame wavelength of 5008Å yielding a reduced χ

2 of 0.97 and 0.94, respectively.

Model number Cluster scale Fifth image rms BIC µ

DM halo assumption

1 2 DM part of system 5 0.′′21 87 5.72+0.36
−0.2

2 2 DM not used 0.′′19 84 5.96+0.22
−0.19

3 2 DM part of system 4 0.′′29 96 8.45+0.9
−0.57

4 1 DM part of system 5 0.′′37 84 8.38+0.62
−0.46

5 1 DM not used 0.′′32 77 6.45+0.22
−0.19

6 1 DM part of system 4 0.′′36 84 5.12+0.23
−0.19

Table 5. This table summarizes the different modeling assumption and the criteria that we use to compare them. The
rms describes how well the model reproduces the positions of the constraints. The Bayesian Information Criterion (BIC) is
a statistical measurement based on the model Likelihood, penalized by the number of free parameters and the number of
constraints (see e.g., Limousin et al. 2010). The last column denotes the estimated magnification, µ, for each model within the
green box in the bottom left panel of Figure 16.

Using our final model, we compute the average gravitational magnification in a representative area of the galaxy to
be µ = 5.7+0.4

−0.2 within the green box in the bottom left panel of Figure 16. The uncertainty denotes the 1σ width of

the distribution of µ for all pixels in the box. We also calculate the magnification in the same box for all models in
Table 5.
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Figure 19. Source-plane reconstruction using the GALFIT model presented in Section B.1. We draw contours from image 3,
and over plot them on image 1 after a simple shift. This figure shows that E1 is a partial image.


