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Abstract—The main feature of Mobile Edge Computing
(MEC) is to push computational resources and storage to the
network edges (e.g., cellular base stations (BSs)) in order to
offload computation-intensive and latency-sensitive applications
from mobile devices. However, the deployment of MEC with a
BS adds extra traffic to the already crowded cellular network
that may lead to a radio congestion. On the other hand, user
mobility triggers handoffs (HOs) not only between two BSs but
also between two MECs, which creates new unique challenges of
performing HOs to a target BS with an MEC which must have
sufficient computational resources. Unfortunately, existing HO
decision algorithms for traditional cellular networks cannot ad-
dress these challenges. In addition, the radio network congestion
issue is being utterly ignored. In this paper, we propose a novel
HO decision algorithm for MEC systems that cooperates both
radio and computation offloading. The proposed HO decision
algorithm cooperates with femtocells to reduce the effect of radio
congestion by offloading static traffic. It also cooperates with the
remote cloud to reduce the impact of congestion at the MEC by
offloading delay-tolerant computation. Simulation results show
that our proposed HO decision algorithm significantly improves
the offloading success and the service failure rates. To the best
of our knowledge, this is the first HO decision algorithm that
addresses both radio and computation offloading issues and
mobility together in MEC systems.

I. INTRODUCTION

As mobile devices are resource-constrained (limited com-
putational resources and energy), offloading computational
tasks to the cloud has become the most promising solution
to support the resource-hungry mobile and rapidly-growing
Internet of Things (IoT) applications. However, the remote
execution of offloaded data in the cloud brings challenges
to satisfy the delay requirement of end users because of
the long transmission and offloading delay over the Inter-
net. Recently, edge cloud technologies (e.g., Mobile Edge
Computing (MEC) and cloudlet) are introduced to address
these challenges of the remote cloud [1]. The concept of edge
clouds is to bring the cloud closer to users to reduce the
delay of offloading and to provide computational resources
and storage closer to mobile users. For example, MEC enables
end users to access cloud computing services within the range
of Radio Access Networks (RAN), and each MEC is usually
deployed with a cellular base station (BS) [1].

However, the deployment of an edge cloud with a BS
introduces new research issues. First, though offloading com-
putation tasks to the MEC solves the problem of limited
resources for mobile devices and delay requirements for end
users, this creates radio congestion by adding more traffic
to the already crowded cellular network. Therefore, how
to manage the excess traffic becomes an important issue.
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Second, unlike the remote cloud, the MEC has limited com-
putational resources. How to efficiently assign these limited
computational resources is another foremost issue. Third, if
the allocation of radio resources and computational resources
is not considered jointly, the congestion of computational
resources may lead to the waste of radio resources and vice
versa. Fourth, unlike in traditional cellular networks, the mo-
bility of users triggers handoffs (HOs) not only between two
BSs but also between two MECs. Therefore, how to migrate
unfinished-computation due to user mobility is another critical
issue.

Although extensive research has been conducted on re-
source allocation and offloading decisions in MEC systems,
the mobility management issues along with the offloading
issues have been utterly ignored. Most papers on joint re-
source allocation in MEC systems considered both radio
and computational resources together [2], [3]. However, the
available resources are assumed to be used by users only
with computation traffic in these papers, which is not true for
MEC because both communication and computation traffic
need the radio resources to perform their operations, and
delay-sensitive communication traffic should have a higher
priority than the computation traffic. For example, a user
with a voice call should be given a higher priority than a
video game player. In addition, the mobility issue is ignored
in existing papers when designing computation offloading
decisions. An offloading decision without considering user
mobility may cause an offloading failure. Similarly, an HO
decision without considering offloading decisions may cause
several unnecessary HOs. Moreover, existing HO decision
algorithms for traditional cellular networks cannot be directly
applied to MEC systems because, in MEC systems, the radio
connection from a user to both the BS and the MEC changes
when the user moves out of a cell. As a result, the user
must perform an HO to a target BS with an MEC which
has enough computational resources to perform the rest of
the computation.
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Fig. 1. The rate of successful computation offloading and user’s unsatisfac-
tory rate.

In order to illustrate the effect of applying traditional HO
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decision algorithms to MEC systems, we have conducted
simulations of an MEC system, and results are shown in
Fig. 1 as the rate of successful computation offloading and
user’s unsatisfactory rate. Here, the first term represents the
probability of successfully offloading a computation task and
the later represents the probability of an offloaded task fails to
meet the delay requirement (the details of the simulation setup
are given in Section IV-A). From the figure, we observe that
traditional HO decision algorithms, even with radio offloading
to femtocells and computation offloading to the remote cloud,
can only offload less than 50% of the requested computation
traffic successfully and have a high unsatisfactory rate that
indicates a large number of offloading failures. Therefore, we
need a new HO decision algorithm along with proper offload-
ing decisions to address the issues causing these offloading
failures.

In this paper, we propose a new HO decision algorithm
for MEC systems. The proposed algorithm is designed in
a way that it can improve the Quality-of-Service (QoS) for
both radio access networks and MEC systems. We incorporate
both radio offloading and computation offloading decisions in
our proposed HO decision algorithm. The radio offloading is
incorporated to reduce the effect of increased traffic in cellular
networks due to the addition of computation traffic. This
offloading allows users to perform HOs to a proper small-
cell network, e.g., femtocells, to avoid traffic congestion [4].
In addition, in our proposed HO decision algorithm, different
priorities for users are considered to better serve the delay
requirement and user mobility. Similarly, the cooperation with
the remote cloud is also considered to reduce the computation
offloading failure rate. Our proposed HO decision algorithm
can increase the rate of successful computation offloading,
reduce the rate of HO failure, and reduce the computational
migration costs.

The rest of the paper is organized as follows. System model
and contributions of the paper are described in Section II. The
proposed HO decision algorithm is presented in Section III.
In Section IV, the performance evaluation is given, followed
by the conclusions in Section V.

II. SYSTEM MODEL AND CONTRIBUTIONS

A. System Model
We consider a computation offloading system that includes

multiple MECs deployed with macro BSs, multiple femto-
cells, multiple users, and a remote cloud. The system model
is shown in Fig. 2. In the system, all macro BSs, MECs, and
the remote cloud are deployed by the same service provider
[1]. Each MEC is co-located with a macro BS. Each macrocell
contains multiple femtocells within it. The coverage area of
each femtocell is much smaller than the coverage area of a
macrocell. Femtocells can serve less number of users and they
share the same spectrum band with the macrocell.

In the system, each MEC can be accessed via cellular
channels from the macrocell, while the remote cloud can be
accessed over the Internet. Mobile users are connected either
to a macro BS or to a femto BS based on their priorities and
resource availabilities at the BS. The details of the priority
selection are given in Section III-A. Each user can offload
its computation tasks to the remote cloud while connected

to a femto BS. On the other hand, whether to offload to the
MEC or to the remote cloud is decided based on the resource
availability while users are connected to the macro BS.
B. Contributions

In this paper, we propose a novel HO decision algorithm
for MEC systems considering both radio and computation
offloading issues for mobile users. The contributions of this
paper are summarized as follows:

• We propose a joint HO and offloading decision algorithm
for MEC systems for the first time. In our proposed algo-
rithm, we assigned priorities to different users based on
their speeds, delay requirements, and traffic conditions
of both the radio network and the MEC system.

• We propose to cooperate with femtocells to reduce the
effect of radio congestion and with the remote cloud to
reduce the impact of congestion at the MEC.

• We use a realistic simulation scenario to evaluate the
performance of our proposed algorithms in terms of
the rate of MEC offloading success, the rate of HO
failure, and service migration cost. We also compare
our proposed algorithm with three HO and offloading
decision algorithms.

Fig. 2. A femtocell-deployed cellular network with MECs and the remote
cloud. III. PROPOSED HO DECISION ALGORITHM

In this section, we present our proposed HO decision
algorithm which incorporates the radio and the computation
offloading decision algorithms. These algorithms are executed
at the serving BS [5]. Now, a BS can only get the information
of available computational resources at the MEC which is
deployed with it during the offloading and HO decision
phase. However, additional information of the target MECs is
required to perform an offloading during an HO. Moreover,
the BSs (or MECs) do not have a direct connection with each
other. Therefore, coming up with a single solution to address
both HO and offloading problems is challenging.

Here, we first propose a solution to assign priorities to
users based on their speeds, delay requirements, and traffic
conditions of the network. Then, we propose a joint HO
and offloading decision algorithm for mobile users which
incorporates the radio and computation offloading decision
algorithm.
A. Users’ Priority Assignment

Users’ priority is assigned based on three parameters:
user speed, delay requirement of the computation task, and
resource availability at the BS and at the MEC. Our main
goal is to avoid three crucial issues in the MEC deployed
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cellular networks, which are (a) to meet delay requirements
of the offloaded computation task; (b) to pay attention to
radio network congestion; and (c) to reduce unnecessary HOs,
therefore, unnecessary service migration.

We consider that there are N users, each has a computation
task with different delay requirements and different speeds.
Users with task i and speed j arrive at the BS in a Poisson
process with the average arrival rate of λi. Now, each of these
users has a task with a delay requirement Ti(i = 1, 2, . . . , N)
and the user speed is Sj(j = 1, 2, . . . , N). To rank these
users according to their delay requirements, we need to get
the delay requirement vector as T = (T1, T2, . . . , TN ), where
the ranking is T1 < T2 < · · · < TN . We consider the user
with a computation task that has the lowest delay requirement
as the highest priority user to offload to the MEC. Therefore,
the computation priority of the user is given as:

Pcomp ∈ {PT1, PT2, . . . , PTN}, (1)

where PTi ∝ 1
Ti

and PT1 > PT2 > · · · > PTN .
Similarly, to rank the user according to their speed, we

first get the speed vector as Sj = (S1, S2, . . . , SN ), where
S1 < S2 < . . . SN . Now, to assign the radio priority, we
consider the user with the lowest speed has the highest priority
to perform HO to the femto BS. Therefore, unnecessary
HOs caused by the connection of high-speed users to the
femto BS can be avoided. Since femto users can only offload
computational tasks to the remote cloud, the user with the
lowest speed has the lowest priority to offload computational
tasks to the MEC. The priority for a speed j can be assigned
as PSj ∝ Sj . The radio priority is:

Pradio ∈ {PS1, PS2, . . . , PSN}, (2)

where PS1 < PS2 < · · · < PSN .
Besides the issues of delay requirements and unnecessary

HOs, we address another important issue of resource un-
availability in designing HO and offloading decisions. As
the serving BS makes a decision based on the measurement
report from the UE, the information of available resources
at the target cell is unknown to the serving BS during the
decision phase. Without this information, the serving BS
might need to select a different target cell when an HO or
an offloading is not succeeded in the HO execution phase,
which will cause a delay in the HO or offloading process. To
avoid this issue, we assign weight values to both radio and
computational resources based on the communication traffic
at the serving BS. Thus, the weight values of the radio and
the computational resources can be obtained as Wr = Chused

Chtotal

and Wc = 1−Wr, where Chtotal represents the total available
radio channels at the serving BS and Chused represents the
total channels occupied by the communication traffic. Then,
the BS can determine the overall priority (Pu) for a user
following the formula given below where a low value of Pu

represents a low priority to access the MEC via a femto BS:

Pu = Pradio · wr + Pcomp · wc. (3)

B. Joint Handoff and Offloading Decision Algorithm
In this section, the proposed joint HO and offloading

decision algorithm is presented. The block diagram of the

proposed algorithm is shown in Fig. 3. It is observed in the
figure that when a user moves out of a cellular coverage
area, it sends a measurement report to the serving BS which
contains RSSIs from the serving macro BS, neighboring
macro BSs, and femto BSs, their cell IDs, and user speed.
The HO decision block at the serving BS in the figure decides
whether to perform an HO to a macro BS or to perform a
radio offloading to a femto BS. The target BS makes the
decision whether to migrate the computation to the MEC or
to the remote cloud based on the resource availability. The
notations used in our algorithms are given in Table I.

Fig. 3. A model for HO and offloading decision.

When the RSSI of the serving BS goes below a threshold,
the HO is triggered. Then, after getting the measurement
report from the user, the serving BS selects a target macro
or femto BS. The maximum RSSI of the target macrocell
is used to select a target macro BS along with the priority
of a user. The target cell list for macrocells is assumed to be
listm, and it can be obtained as:

listm = {(q,RSSItarg(q)) : RSSItarg(q) > RSSImin},
(4)

where q is the cell ID for the target macro BS and q ∈
{1, 2, . . . , nm}. Then, the target macrocell (q′) can be attained
as:

RSSI(q′) = argmax
q

(RSSItarg(q)). (5)

TABLE I
NOTATIONS USED IN THE ALGORITHMS

RSSIserv RSSI in the serving macrocell
RSSItarg RSSI in the target macrocell
RSSIfemto RSSI in a femtocell
RSSIfemtoMin Minimum acceptable RSSI in a femtocell
ThRSSI Threshold for the macrocell network
Thfemto Threshold for the femtocell network
HM Hysteresis margin
Thpr Priority threshold
ChavM Available channels in a macrocell
ChavF Available channels in a femtocell
compResavl Available computational resources at the target MEC
compResreq Required computational resources
φ Null set

During the HO decision phase, the HO decision is made
based on the user priority, available channels, and RSSIs. The
proposed HO decision algorithm is shown in Algorithm 1. In
our proposed joint offloading and HO decision algorithm, if
the target macro BS does not have enough radio resources, the
serving BS requests a user to perform a radio offloading to the
target femtocell, which is presented in Algorithm 2. To de-
termine the target femtocell, the serving macrocell generates
a target femtocell list, listf , after getting the measurement
report. The target femtocell list can be presented as:
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listf = {(r,RSSIfemto(r)) : RSSIfemto(r) >

RSSIfemtoMin}, (6)

where r ∈ {1, 2, . . . , nf} represents femtocell IDs. Finally,
the target femtocell (r′) is selected from this list by the highest
value of the RSSI as:

RSSI(r′) = argmax
r

(RSSIfemto(r)). (7)

Algorithm 1: Joint HO and offloading decision

if RSSIserv < ThRSSI then
Select listm using (4);
if listm = φ or Pu > Thpr then

HO to femtocell (radio offloading Algorithm 2);

else
Select a target macrocell, q′, using (5);
if RSSItarg ≥ ThRSSI +HM and ChavM > 0 then

Perform HO to the target macrocell;
Call computation offloading Algorithm 3;
RSSIserv ← RSSItarg ;
ChavM ← ChavM − 1;

else
HO to femtocell (radio offloading Algorithm 2);

End;

else
Call computation offloading Algorithm 3;

End;

Algorithm 2: Radio offloading decision

Find listf using (6);
if listf = φ then

HO failure;
else

Select a target femtocell, r′, using (7);
if RSSIfemto(r

′) ≥ Thfemto and ChavF > 0 then
Perform HO to femtocell;
Computation offload to remote cloud;
ChavF ← ChavF − 1;

else
HO failure;

End;

Now, the computation offloading decision algorithm (pre-
sented in Algorithm 3) is incorporated into the HO decision
algorithm. In the computation offloading decision algorithm,
we migrate the rest of the computation tasks to the new
MEC if resources are available, otherwise, complete the
computation at the old MEC and send the result via the remote
cloud. The reason behind this is that the migration of the
remaining computation tasks to the remote cloud may cause
more migration costs and more delay at the user’s end than the
transmission cost of the result via the remote cloud. As users
using femtocells to offload their computation tasks only to the
remote cloud, the computation offloading or the computation
task migration is not an issue in this case. As a result, we
can use a traditional femto-to-macro HO decision algorithm
when a femtocell user moves out of the cell coverage area.

C. Determining Handoff Decision Parameters
Selecting a proper threshold while designing an appropriate

HO decision algorithm is a very important issue. In our
algorithms, we use multiple thresholds. How these thresholds
are determined is discussed in this section.

To select the minimum RSSI for the macrocell and the fem-
tocell networks, we use the RSSI at the cell boundary. RSSIs
at different distances from the macro BS is shown in Fig. 4(a),
which are calculated using Okumura-Hata propagation model
[6]. The RSSImin is considered as the RSSI (−75dB) at
1.1km. The hysteresis margin (HM ) as 5dB and the ThRSSI

as −70dB can be taken from [7]. Next, to determine the value
of Thfemto, the ITU-R P.1238-7 indoor path-loss model is
used to calculate the RSSI at the femtocell boundary (15m) in
Fig. 4(b) [8]. The RSSI calculation and the path-loss model
for femtocells are:

RSSI = Ptx +Gf +Gu − PL, (8)

and

PL = 20log10(f) +Nlog10(rf ) + Lf (n)− a(n), (9)

where the carrier frequency f = 1700 MHz assuming that
the femtocell operates on the LTE radio spectrum, rf is the
radius of a femtocell, N is the distance power coefficient, Lf

is the floor/wall penetration loss, a(n) is the shadow fading,
and n is the number of floors/walls. The minimum RSSI is
taken at a 20m distance from the femto BS so that the target
femtocell is selected by the time the user enters the femto
coverage area.

Algorithm 3: Computation offloading decision

if compResreq ≤ compResavl then
Offload to the MEC;
compResavl ← compResavl − compResreq ;

else if Pu ≤ Thpr then
Compute at the serving MEC;
Migrate result via the remote cloud;

else
Offload to the remote cloud;

End;

(a) RSSI for a macrocell (b) RSSI for a femtocell

Fig. 4. Selection of RSSImin, ThRSSI , and HM for macrocell networks,
and RSSIfemtoMin and Thfemto for femtocell networks.

As the priority threshold, Thpr, decides the radio con-
nection and cloud for a user, optimizing the value of the
priority threshold is another important task. However, select-
ing a proper priority threshold is challenging because of the
randomness of user mobility and the necessity of additional
information of computational resources availabilities. In this
section, we use two metrics to select a proper priority thresh-
old: the rate of service failure and the rate of MEC offloading
success (the definitions of these metrics are given in Section
IV-A). The performance of these two metrics is presented
based on the simulation results with respect to different user
priorities (0 to 4) in Fig. 5. From the figures, we can observe
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that when the priority value is 3.75, the rate of service failure
is the lowest, however, the rate of successful MEC offload
presents one of the lowest values. As a result, we choose
2.75 as the priority threshold which represents the next lowest
value for the rate of service failure, and the rate of successful
MEC offload is above 90% for this threshold.

(a) Service failure (b) MEC offloading success

Fig. 5. Rate of Service failure and MEC offloading success.

D. MEC Service Migration Cost
In MEC systems, when a user moves out of the coverage

area before the computation is completed, the computation
task needs to be migrated to a new MEC. This migration
adds a delay in the HO process of mobile users. We use the
technique from [9], [10] to calculate the service migration
cost of the MEC system, where the probability of service
migration can be calculated as:
PMig = P (A1 < t1 < A1+TA)·P (TAH > TH)+P (A1 <

t1 < A1 + TA) · P (TAH ≤ TA)+

P (t1 < A1 < t1 + TH) · P (TH ≥ THa), (10)

where the descriptions of the parameters are given in Table II.
TA and TH are independent random variables, where TA is
exponentially distributed with mean 1/η and the probability
density function fTA(t) = ηe−ηt. Similarly, TH is exponen-
tially distributed with mean 1/μ and the probability density
function fTF (t) = μe−μt. In addition, TAH and THa follow
the memoryless property of the residence times, TA and TH ,
respectively. In addition, the probability density function of
TAH and THa is fAH with mean 1/η and fHa with mean
1/μ, respectively. Finally, applying the Laplace transform and

solving the equation, we obtain PMig = λ(η+μ+μ2)
(λ+η)2(μ+η) . Later,

the migration cost can be calculated as:

CMig = PMig · (
∑

T i
j +

∑
Pi +

∑
M i

j), (11)

where T i
j and M i

j are the transmission cost of a migration
signaling and the migration cost between node i and j, re-
spectively. Pi represents the processing cost of the migration
signaling at node i. The value of

∑
T i
j +

∑
Pi are considered

from [9], [10]. We calculated an average value of
∑

M i
j from

the simulation and results are shown in Section IV-D.
TABLE II

NOTATIONS USED IN THE SERVICE MIGRATION COST

A1 Moment a computation task is offloaded
A2 Moment a computation task is completed
t1 Moment a user moves into a target cell
t2 Moment a user moves out of a target cell
TA Duration of a computation at an MEC
TAH Time required to complete a computation after an HO
THa Time to stay at the MEC before performing an HO
TH Duration of staying connected to the target cell

IV. PERFORMANCE EVALUATION

In this section, the performance of our proposed HO
decision algorithm is presented in terms of the rate of MEC
offloading success, the rate of HO failure, and service migra-
tion cost. First, we introduce the settings of the scenarios in
the simulation. Then, the performance of the proposed HO
decision algorithm is evaluated.

A. Simulation Setup

To simulate our proposed HO decision algorithm, we
use our system model shown in Fig. 2. We consider three
macro BSs (each with an MEC), sixteen femto BSs placed
randomly within the macrocell coverage areas, and a remote
cloud. The number of users varies from 0 to 30. They are
placed randomly within the macrocell and follow the Random
WayPoint mobility model. We use Net Logo 6.0.1 to simulate
our proposed algorithm [11]. To reduce the randomness of the
scenario, we use the average of 100 simulations for each case.
The values of the parameters used in the simulation are listed
in Table III [7], [8], [12]–[15].

TABLE III
SIMULATION PARAMETERS

Transmission power of macro & femto BSs 45 & 15 dBm
Available channels for macro & femto BSs 100 & 10
Radius of macrocell & femtocell 1100 m & 15 m
Minimum Macro RSSI, RSSImin -75 dB
RSSI threshold for macrocell, ThRSSI -70 dB
RSSI threshold for femtocell, Thfemto -60 dB
Priority threshold, Pu 2.75
Minimum femto RSSI, RSSIfemtoMin -68 dB
User speed 0 to 20 km/hr

To evaluate the performance of our proposed HO decision
algorithm, we investigate the following three performance
metrics: 1) Rate of MEC offloading success: the probability
of a computation task successfully offloaded to the MEC; 2)
Rate of HO failure: the probability of service drop when a user
fails to connect to the target cell; 3) Service migration cost:
the cost of migrating a computation task from a serving MEC
to a target MEC during an HO. In addition, we compare our
proposed HO decision algorithm with three algorithms: Femto
cooperation: only considers the radio offloading from the
macrocell to a femtocell, Cloud cooperation: only considers
the computation offloading that cooperates a remote cloud
with the MEC, and No cooperation: has no cooperation of
femtocells or the remote cloud. Since there is no HO decision
paper available in MEC systems, we implement our proposed
HO decision algorithm with these three algorithms. Moreover,
we consider two worse network conditions: low availability
of radio resources and low availability of computational
resources.

B. Rate of MEC Offloading Success

Fig. 6 shows the results of the rate of MEC offloading
success for the two worse scenarios. A low availability of
radio resources and computational resources are presented
in Fig. 6(a) and Fig. 6(b), respectively. In both cases, MEC
offloading success rate decreases with the increment of users
in the network because of the limited radio and computational
resources. However, we can observe from these figures that
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though the availability of radio resource is low, the success
rate is high in case of the high computational resource
availability when the number of users is high. This is because
the MEC can allocate more computational resources to each
user and finish each computation task with a low computation
time, therefore, support more users.
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Fig. 6. The rate of MEC offloading success.

C. Rate of HO Failure
The rate of HO failure for all four algorithms is shown in

Fig. 7. From the HO failure rate, we can observe that both
our proposed algorithm and the algorithm with the femtocell
cooperation have the lowest rate of HO failure as femtocells
can offload radio traffic from the macrocell network. The
algorithms without the cooperation of femtocells have a high
HO failure rate. As a result, we can conclude that only
cooperating the remote cloud cannot address the issue of HO
failure in MEC-deployed macrocell networks.
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Fig. 7. The rate of HO failure.
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Fig. 8. Service migration cost.
D. Service Migration Cost

To show how much migration cost is needed for each
algorithm, we present the cost of service migration in Fig.
8. It is observed in the figures that our proposed HO decision

algorithm with the joint cooperation has the lowest service
migration cost as compared to other algorithms. The service
migration cost is calculated for an exponential offloading
duration (mean 1/η = 3), a residence time (mean 1/μ = 10),
and a computation task arrival rate λ (0.1 to 0.34).

V. CONCLUSION

In this paper, a handoff decision algorithm that incorporates
both radio and computation offloading is proposed for MEC
systems. We addressed the issue of mobility management
along with the issue of radio congestions. A user’s priority is
added to address these issues during designing the handoff
and the offloading decision algorithms. Simulation results
show that our proposed handoff decision algorithm increases
the success rate of MEC offloading, at the same time, reduces
the handoff failure rate and the migration cost as compared
to other handoff and offloading decision algorithms.
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