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Abstract—Motion capture is often used to study the
biomechanics of human motion. The first step in this type
of research is to process and retrieve biomechanical data
from the motion capture data. In this paper, we introduce
a new method to dynamically track joint locations in
volumetrically captured human motion sequences. The
challenge is to identify corresponding components in a
sequence of 3D meshes that not only transform and deform
but may also have different vertex structures. To solve
this problem, we have developed a method that uses
user-selected vertices from the surface data, derives joint
locations, and attempts to track their positions frame by
frame.

I. INTRODUCTION

Motion capture is often used to study human
motion, with applications in areas such as sports
medicine. We are interested in studying the motion
of athletes (such as baseball pitchers) for perfor-
mance analysis, injury prevention, and rehabilitation
evaluation. However, the first step is to retrieve
biomechanical data from the motion capture data.
There are four types of motion capture systems:
electromagnetic, optoelectronic, inertial based, and
image-processing based systems. In our project,
we use a new volumetric motion capture system
4DViews [1], which captures the motions of char-
acters and produces a sequence of high-resolution,
time-varying polygon meshes. In this project, the
volumetrically captured single-character polygon
mesh sequence contains meshes that range from
45,306 polygons to 75,378 polygons, averaging at
65,667 polygons per frame. This volumetric mo-
tion capture system, an advanced image-processing
based system, offer a less physically invasive way
to capture motion. A suit or apparatus (e.g., mark)
is not required, and thus the performance is more
genuine and natural, a particularly useful feature for
capturing motions in sports.

However, volumetric motion capture data present
a new challenge. Marker-based motion capture sys-
tems create animated skeleton models, with the
anatomical joints marked. A volumetric motion cap-
ture system creates animated 3D polygon meshes,
which present the 3D motions much more accurately
but without the clear marking of the joints. In ad-
dition, the polygon meshes move and deform from
frame to frame. Therefore, we need to automatically
identify joints (such as shoulder, elbow, and wrist)
frame by frame. This is a problem of time-varying
shape registration [2].

We have developed a method to use the sur-
face data in a volumetrically captured animation
sequence to accurately and dynamically derive sub-
surface joint motion. The proposed system has the
user calibrate joint locations on the initial mesh by
selecting vertices. These vertices are then updated
frame by frame by a kinematics-based point projec-
tion estimation system. Each frame is keyframed in
order to animate these updated joint locations. This
project is still a work-in-progress. The main issue
with the current approach is that the point projection
animation system drives the vertex selection slowly
away from the local user calibrated joint location
on the mesh.

II. RELATED WORKS

In numerous studies of motion analysis, the meth-
ods of motion capture have involved traditional
marker-based motion capture, which typically in-
volves a tight and restrictive suit with reflective
markers placed on the outside of the suit to identify
joints. The tight suits and apparatus used in these
methods can restrict the range of motion [3] [4]
and capture motion that is not representative of the
performer’s intended performance.
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Computer vision-based motion tracking has made
significant advancements in recent years [5] [6].
In computer-vision based systems, people can wear
regular clothes and move naturally. Computer-vision
based systems can be divided into two categories:
model-based tracking and feature-based tracking
[4]. In model-based tracking, entire 3D models are
reconstructed from single or multi-view 2D image
sequences. In feature-based tracking, key points are
tracked for each frame of the image sequence, and
skeleton models are often created. Although feature-
based tracking seems well suited for biomechanical
analysis because joints are already identified, there
are some issues with accuracy. For example, feature-
based tracking cannot accurately track pronation,
which is often used in pitching baseballs or serving
tennis balls. Many feature-based tracking systems
are designed to detect full-body poses (e.g., walking
or dancing), which can tolerate a large margin of er-
ror. However, for more precise biomechanical analy-
sis, such inaccuracies pose problems. Therefore, we
are interested in developing a method to identify and
track human joints from the volumetric capture data.
We do not start from 2D images, but the animated
3D meshes already reconstructed by a markerless
motion capture system, such as 4DViews. Therefore,
we are not dealing with a computer vision problem,
but a time-varying shape registration problem [2].
The animated 3D mesh can help identify small local
rotations such as pronations. The added temporal
constraint may help speed up the shape registration
process. The proposed system would work with
processed volumetric animation data stored in an
Alembic [7] open-source file.

III. PROPOSED METHOD

Georgia State University has installed a 4DViews
volumetric motion capture system. The outputs of
the 4DViews system are animated 3D meshes in
the Alembic file format (Fig. 1). The algorithms
for constructing the 3D meshes are proprietary.
Some consecutive frames may share the same 3D
mesh, and then a new 3D mesh is generated for the
subsequent frames, and so on. The 3D mesh may be
deformed as the animation progresses. Because the
motion capture is markerless, there is no marking
of the human body components in the 3D meshes.
In computer-vision based methods, 2D images are

(a)

(b)

Fig. 1. Vertex pairs (a) are selected and then the joint locators (b) are
moved to the three-dimensional midpoint between the corresponding
vertex pairs.

processed to identify the locations of the major
joints. However, in our case, 3D geometry objects
are processed to identify the locations of the major
upper body joints (shoulder, elbow, wrist). This is a
time-varying shape registration problem [2].

Our idea is to manually mark the locations of the
joints on the 3D meshes for the first few frames (Fig.
1) and then estimate the locations of the joints in the
subsequent 3D meshes by their motion trajectory.
Therefore, the temporal constraints are used to help
solve the shape registration problem. The specific
steps are described below.

First, vertex pairs are selected on either side of
a joint such that the midpoint between the vertices
would accurately represent the joint location. After
each pair is selected, the pair is put into a single

93

Authorized licensed use limited to: Georgia State University. Downloaded on December 16,2020 at 23:01:51 UTC from IEEE Xplore.  Restrictions apply. 



set so that the number of vertex pair sets matches
the number of joints. For the first two frames,
these vertex pairs are either selected by name, if
the mesh is still the same in the second frame, or
manually calibrated if it is not. This way there is
enough velocity data to calculate acceleration for
the displacement formula used for point projection
estimation later.

After the third frame, the vertex pair locations are
updated by point projection estimation (Fig. 2).

The projection estimation itself is based on a
slight adjustment to basic kinematics displacement.
The position of the projected point �pi is equal to
the sum of the vector of the current point �ci, the
instantaneous velocity �vi, and the acceleration �ai
divided by 2.

�pi = �ci + �vi +
�ai
2

(1)

Instantaneous velocity �vi is calculated as the
difference of the current point �ci and the previous
point �ci−1.

�vi = �ci − �ci−1 (2)

Acceleration �ai is calculated as the difference
between the current instantaneous velocity �vi and
the previous �vi−1.

�a = �vi − �vi−1 (3)

For each vertex, the velocity from the previous
frame, the velocity from the current frame, the
location from the previous frame, and the projected
points in the current frame are stored. In this pro-
cess, for each vertex in the pair, the current vertex is
the closest point on the mesh to the projected point
stored in the previous frame. After the current point
is found, the next point is projected. Then the cur-
rent position is stored as the previous position, and
the current velocity is stored. The current projected
point is stored to find the closest point on the mesh
in the next frame.

After the current points for the current vertex
pair are set, the centroid is calculated. The three-

dimensional midpoint �M between the vertices of

the current vertex pair �A and �B is calculated such
that the components of each vector are averaged.

Fig. 2. The Vertex Update Cycle

Result: Joint locations are updated in each
frame.

previousP[2]; // previous positions
currentP[2]; // current positions
projectedP[2]; // projected positions
for frame in frames do

for joint in joints do
for vertexPair in vertexPairs do

currentP[i] = closest point on the
current mesh to projectedP[i];

projectedP[i] = currentP[i] +
currentVelocity + (acceleration /
2);

previousP[i] = currentP[i];
end
newLocationCentoid = (currentP[0] +
currentP[1]) / 2;

end
end

Algorithm 1: Algorithm for updating joint loca-
tions for each frame

�M =

⎛
⎝ �Ax + �Bx

2
,
�Ax + �Bx

2
,
�Ax + �Bx

2

⎞
⎠ (4)

The corresponding joint locator is translated to
the location and this is repeated for each joint in the
current frame. After each joint locator in the frame
is translated to their correct position, their new
locations are keyframed, thus saving their position
for that frame. The pseudo-code of this algorithm
is shown in Algorithm 1.
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IV. DISCUSSION

We tested our method with the data set Som-
ersault from 4DViews volumetric resources page
[1]. The polygon resolution of the meshes in the
animation sequence ranges from 45,306 polygons to
75,378 polygons, averaging out at 65,667 polygons
per frame. There are 270 frames. It was imported
into Maya 2019 as an Alembic [7] file.

Our method is still a work in progress. The
accuracy of joint motion tracking slowly worsens
over the course of an extended animation. For
example, the position of the joint locators began to
slide forward relative to their local initial position
on the mesh (Fig. 3). The tracking of local posi-
tions on the mesh throughout the mesh sequence
still proves to be a challenge. More sophisticated
methods are needed to improve accuracy, such as
skeletal fit approaches [8]. The current approach
also does not take into account the biomechanics of
joints. Missing are elements of rotation and range
of motion. Applying these and maybe a method of
volumetric bounding to restrict the drifting of the
joints could prove to effectively fix current problems
and improve the accuracy of the tracking [9]. In
the future, we hope to implement either one or a
combination of these new approaches to create a
more accurate tool.

V. CONCLUSION

We have developed a method to track the motion
of joints in volumetric motion capture datasets. The
basic idea is to use the motion sequence to project
the location of joints such as shoulders, elbows,
and wrists at each frame. Such information can be
used to conduct biomechanical analysis of human
motion, such as athletic performance and rehabil-
itation. Our method, developed in the summer of
2019 as part of an REU Site project, is still a work
in progress. We plan to integrate more advanced
techniques into our method to improve its accuracy.
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(a)

(b)

(c)

Fig. 3. From frame 1 (a) to frame 6 (b) to frame 17 (c) the locators
drift forward across the mesh.
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