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1. Introduction

High dimensional functions are ubiquitous in modern scientific and engineering applications.
Dealing with them in general is intractable due to the so-called “curse-of-dimensionality”. But in
practical settings, the underlying function may have additional structures which, if appropriately
accounted for, could help lift this barrier and allow for efficient algorithms to handle it. A canonical
example of such structures is sparsity where a d-variate function f can be well-described by a much
smaller number, say s (< d), albeit unknown, of variables. The special case of recovering f when it
is further assumed to be linear in terms of either the input variables or a suitably chosen basis is
commonly referred to as compressive sensing (see, e.g., [3,6]). Clearly the linearity assumption can
be too restrictive in many applications; and there has been a lot of recent interest in broader and
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more flexible classes of high dimensional functions. See, e.g., [17-19] for a comprehensive survey
of recent progresses.

In particular, the present work was inspired by [5] and [29] who studied effective approaches
for approximating a high dimensional smooth function that depends on few relevant variables. To
fix ideas, we shall focus on functions that reside in Holder space H*([0, 1]¢) with « > 0. Write
o = ag + a7 where «p is an integer and 0 < «; < 1. Then #%([0, 1]¢) is defined as

#*([0, 11") = {f : [0, 11" - R || DYf(x) — DOf(y)|< max |x; — yil*!,
=

v,y €[0,11%, L+ + 1y = ap}

where [ = (4, ..., l) € N? is a multi-index, and
D — aiH“'del .
oxy -+ 0x

We are especially interested in functions from #* that are also sparse. We say a function f is
supported on S C [d] if and only if there exists a function g : [0, 1]/ — R such that

f)=glxs),  vxelo, 1],

where [d] = {1,...,d}, |-| stands for the cardinality of a set, and xs = (x;)ics. Denote by supp(f)
the smallest set on which f is supported. The sparsity of f can then be measured by |supp(f)|. We
are interested in the case when d is large yet |supp(f)| is small. More specifically, we assume that
f comes from

Fuds = {f € H*([0, 11%) : [supp(f)] < s}.

Our main goal is to characterize the optimal sample complexity for optimizing and approximating
functions from F, 4. In fact, we shall focus on the dependence of the complexity of optimizing and
approximating f on d with both « and s fixed and known a priori. It is worth noting that assuming
f has a bounded support, in a certain sense, is necessary because even if supp(f) is known a priori,
recovering g would suffer from the curse of dimensionality in that the sample complexity increases
exponentially with [supp(f)| and therefore even for moderate s, the task quickly becomes intractable
for practical purposes.

1.1. Information based complexity

In particular, we shall take the approach of information based complexity. The general frame-
work of information based complexity was formalized in early 1980s by [25,26,30] among others.
Earlier developments in the area focused on the dependence of the complexities on the accuracy
with the dimensionality considered fixed. Since the pioneering work of [31], more emphasis has
been put on high dimensional problems and characterizing the role of d. See [32] for a review of
history of the field and the three volume monograph by [17-19] and the references therein for
recent progresses. Existing studies of information based complexity for high dimensional problems
are often in the framework of the so-called weighted spaces, first introduced by [21]. Our work here
complements them by examining the effect of sparsity in high dimensional problems.

Suppose that an element f € F, 4 is not known but we can make point queries to an oracle
that takes an x € [0, 1]¢ as input and returns the function value f(x). The information about f we
gather from n point queries can then be represented by

L = {N: Foas = RUN() = (f(z21), f(2(f(21))), - - .. f(@(f(21), - . ., f(z0-1)))),
2z, is a random variable in [0, 1]%,
z; is a random function that maps from R —[0,1%i=2,..., n}.

Note that in general, the queries may depend on those made earlier and therefore are adaptive in
nature. The superscript of I}*" signifies the fact that the query points z;s are allowed to be random.
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When they follow degenerative distributions the query scheme becomes deterministic, and we shall
denote the corresponding information set by

I8 = (N : Faas = RIN() = (F(21). f(2a(f(21))). . ... f(@a(f(21). - ... f(za-1))):
z1€[0,1) z: R [0,1]9i=2,...,n).
An algorithm based on n point queries can be written as S, := ¢ o N for some N e I}*" (resp.

I,‘f“), and a function ¢ that maps from R" to R for optimization, and from R" to C([0, 1]¢) for
approximation. The accuracy of an algorithm S, at f can be measured by:

A(Sn, f; OPT) = [S,(f) — min f ()
for optimization, and

A(Sn, f; APP) == [ISa(f) — fllcqo,119)

for approximation. Note that there is no loss of generality to consider only finding the minimum of
the function for the problem of optimization because the function class 7, 4 is symmetric, that is
f € Fuasif and only if —f € F, 4. Of special interest are the optimal algorithms that can achieve
a given level of accuracy with the smallest number of point queries, or the so-called information
based complexity. Denote by

n%(F, 45, OPT) = min{n € N : 35, = ¢ o N for some ¢ : R — R and N € 9
such that A(S,, f; OPT) <&, Vf € Fyasl),

and

n®(Fu.q.5, APP) = min{n € N : 35, = ¢ o N for some ¢ : R" — C([0, 1]*) and N € I
such that A(S,,f; APP) <&, Vf € Fyds)-

Similarly, for randomized algorithms, we write for a given probability of tolerance § € (0, 1),

N2 Fo.ds, OPT; 8) = min{n € N: 35S, = ¢ o N for some ¢ : R® - R and N € [[*"
such that P{A(S,,f; OPT) < e} > 1—6, Vf € Fyas}

and

NN Fo.ds, APP; §) = min{n € N : 35, = ¢ o N for some ¢ : R" — C({[0, 11% and N € I
such that P{A(S,,f; APP) < e} > 1—38, VYf € Fyas}

The main purpose of the present article is to determine the asymptotic behavior of these quantities
as the ambient dimension d increases and accuracy ¢ approaches zero, and contrast the two types
of information.

In what follows, we shall consider an arbitrarily fixed § € (0, 1), and write in what follows
age = O(bge)orag, < bge if age < c - by, for some constant ¢ > 0 that may depend on s, «
or §, but is independent of d and ¢. Similarly we write ag . = 2(bg.) or ag, > by, if by = O(aq.),
and a4, < by, if ag, = O(bg.) and a4, = $2(bg.). Oftentimes, the rate of convergence of these
quantities remain the same for any fixed 6 € (0, 1), we shall then omit the argument 6 in n}*" for
brevity.

1.2. Summary of results

In a pioneering work, [5] developed deterministic algorithms for approximating functions from
Fa.ds- Their results were further improved by [29]. Similar strategy has more recently been adopted
for optimization by [4]. Their results, for example Corollary 4.3 of [29] and Theorem 4.2 of [4],
immediately imply that
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Theorem 1 ([4,29]). For any s € N,
n%(F, 45, OPT) = 0(e~*/* log d),
and
n%Y(Fy .45, APP) = O(¢ /% log d).

It is of great interest to investigate whether these algorithms are optimal. We show that, while
they are generally suboptimal for optimization when s = 1, these algorithms are nearly if not
optimal among all deterministic algorithms when there is more than one relevant variable (s > 1).
More specifically, we prove that

Theorem 2. Foranys €N,

n9e( F, a5, OPT) = Q2(e75/% 4 =~V Jog d),

&

and

N (Fy a5, APP) = (e + e~/ logd).
Moreover, if s = 1,

(7, 45, OPT) < e~ 1/,

We also study randomized algorithms and show that they allow for improved complexity
bounds. In particular, we show that

Theorem 3. For any fixed « > 0,s € Nand § € (0, 1),
N Fy.a.s, OPT; §) < =%/,

&

and
N (Fo.ds: APP; 8) = 0 (7% + logd) .

If, in addition, ¢ = O((log d)~*/*), then we also have
N F, a5, APP; 8) < e/,

The fact that the ambient dimension d is absent from the rates for n*"(F, 45, OPT) and
ni2"(Fo,d,s, APP) at least for sufficiently small & suggests that, perhaps surprisingly, when optimizing
or approximating a high dimensional yet sparse function, there is no dependence on the ambient
dimension d!

Theorems 2 and 3 together indicate that randomization is beneficial when there are more than
one relevant variables. This is to be contrasted with classes of smooth functions without sparsity
constraints such as #*([0, 1]¢) for which it is well known that randomization only provides marginal
if any improvement over the more restrictive deterministic schemes. See, e.g., Sections 1.2 and 2.2
of [16].

Furthermore, our findings and the algorithms we developed are generally applicable to classes
of high dimensional functions with intrinsic sparsity, beyond F, 4. For illustration, we shall also
discuss the implications of our results on several commonly encountered examples including
additive models, finite order functions, and functions with mixed derivatives. Our work contributes
to a fast growing literature in diverse areas on effective treatment for high dimensional problems
by pinpointing the fundamental role of sparsity in mitigating the curse of dimensionality.

The rest of the paper is organized as follows. In the next two sections, we shall investigate the
optimal sample complexity for optimizing and approximating respectively functions from F, 4.
To demonstrate the generality of our treatment and how the techniques could be broadly applied
to other classes of high dimensional and sparse functions, we discuss how our results could be
extended to and algorithms adapted for several popular examples in Section 4. We conclude with
a brief summary discussion in Section 5.
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2. Optimal algorithms for optimization

We first consider optimizing a high dimensional sparse function. As noted before, we shall focus
on finding the minimum without loss of generality.

Because of the smoothness of functions from #*([0, 1]¢), we can restrict our attention to their
values on a lattice <Y where # ={0,1/L,...,1—-1/L, 1}. If f| ,,a is known, a piecewise polynomial
interpolation f can be constructed based on its restriction f| .« with error of the order L™*:

sup  If = fllcgo 12y = OLL™).
fere(o.11)

See, e.g., [24]. The difference between minxe[o,”df(x) and min, g ¢ f(x) is therefore also of the
order O(L™®). Taking L =< &~ /* yields an estimate of the optimum min, o 1 f(x) with accuracy
¢. The sample complexity of such an algorithm is (L + 1)¢ = 0(e~%*), which is also known to be
optimal in that no other algorithms can achieve the same level of accuracy with a sample complexity
o(e~%%), In other words,

ns(H¥([0, 119), OPT) < s~ 9/,

See, e.g., [11,16]. These algorithms, however, are suboptimal for functions from 7, 4 because they
do not exploit the sparsity of these functions. In fact, because f is sparse, it is plausible that we
could compute min, o 14 f(X) with the same accuracy without the need to make queries at every
point on the lattice.

2.1. Deterministic algorithms

To gain insights into the complexity of optimization for functions from 7, 4, it is instructive to
begin with the simple case when s = 1. In other words, there is only one relevant variable. In this
case, it is not hard to see, for any f € Fy 4.1,

min g(x) = min f(x)
x€[0,1] xe[0,1]4

where g(x) = f(x- 1) and 1 is the vector of ones of conformable dimension. Therefore, it suffices to
make point queries at (i/L) - 1 for 0 < i < L and compute the minimum of a piecewise polynomial
approximation to g. This immediately implies

n%(Fpd1, OPT) < L+ 1< 7V,

On the other hand, if the relevant variable is known a priori, the problem reduces to minimizing a
univariate function with Hélder smoothness so that

8 (Fy 4.1, OPT) > nl*(3%([0, 1]), OPT).
It is well known that
n(34([0, 1]), OPT) < ¢~ /2,

See, e.g., Section 1.2 of [16]. In summary, we get

Proposition 1. The information based complexity of optimization for F, 41 satisfies
n(Fy 4.1, OPT) < =1/,

The most interesting observation from this simple exercise is the fact that the complexity of
optimizing a d-variable and 1-sparse function is independent of the ambient dimension d, meaning
that optimizing a high dimensional 1-sparse function is as difficult as optimizing a univariate
function!

The general case, however, turns out to be more complicated. Recently, building upon earlier
developments by [5], [29] and [4] developed a deterministic algorithm that computes the optimum
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of any function f € F, 4 with accuracy & from O(¢ /% logd) point queries. Their result indicates
that

n%(F, 45, OPT) = 0(¢~*/* log d). (1)
Naturally we are interested in whether or not we can devise algorithms with complexity indepen-
dent of d, as in the case when s = 1. It turns out not to be the case for deterministic algorithms
when s > 1.
Theorem 4. For any fixed s > 2,

n4eY( £, a5, OPT) = 2(e75/% + =~V Jog d). (2)

£

Proof. Note that

n%( 7, a5, OPT) > n(2([0, 1]), OPT) =< &/,
See, e.g., [ 16]. It suffices to show that

%Y Fy.q.5, OPT) = 2(e ¢~/ log d).

To this end, assume that there exists a deterministic algorithm, possibly adaptive, that can compute
min, o 10 f(x) over all f € F, 45 with accuracy ¢ and n point queries. When f = 0, the algorithm
queries at a sequence of points (possibly adaptively), denoted by % := {z1, z5(0), ..., z;(0, ..., 0)}

or {zq,...,z,} for short, and the oracle returns values O for all queries. Therefore the algorithm
produces an estimate of min, 10 f(x) within [—e, +¢] whenever f(z) = 0 fori = 1,...,n.
This means that, for any function f € F, 4 such that f(z) = 0 fori = 1,...,n, we must have
min, o 14 f(x) > —2e.
Now write
S 2\k+1 s
—a-|[i_,(1—x; xel[—1,1
i) — |~ Tl =) [1.1]
0 otherwise

where the constant a > 0 is chosen so that @ € H*([0, 1]°). Define
D,(x) = (2L)™* - ®(2L(x — w)).
It is not hard to see that @, € H*([0, 1]°), minyejo, 1 Po(x) = —a(2L)™%, and @, vanishes outside
Dy = [ ] (@ = 1/@L), 0+ 1/(2L)).
1<i<s
Now for any S C [d] such that |S| = s and @ € {1/(2L), 3/(2L), ..., 1 — 1/2L)}! = #5!, denote
by fs.» a function mapping from [0, 1]¢ to R such that

fs.o®) = ®,(xs),  V¥xel[0, 1]

—1/a

Note that by taking L = ce for a small enough constant ¢ > 0, we can ensure that

min fs ,(x) = —a(2L)™% < —2e.
X
The validity of the algorithm dictates that
{zi5, ..., Zas) N Dy # 0, (3)

for all |S| < s and w € . We now show this implies the desired claim.

Consider first the case when s = 2. Let Q : [0, 1]Y — #? be a map such that x, € Dg(x),, Where
x¢ and O(x); are the kth coordinate of x € [0, 119 and O(x) € ¢ respectively. Condition (3) shows
that the set {Q(z1), ..., Q(z,;)} forms a covering array CAN(n, 2, d, L) of size n and strength 2. As
shown by [9], we have n = £2(Llog d). The claim then follows with the particular choice of L.

Now consider the case when s > 2. For any & € .#*2, write

A . % T
Y = {X_[S_z] X e 2, (X1, . ,Xs_z) € Dg,}
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In light of (3), we know
(xs :x€ ZYND, # 0

for any S C [d — s + 2] such that |S| = 2 and w € 2. By the argument for the case when s = 2,
we get

| 2| = $2(Llogd).
Hence

1212 ) 1Zal = 20 logd) = (7 log ),
e P2
which concludes the proof. O

Note that the lower bound (2) does not match the upper bound (1). It remains unclear whether
or not there exist deterministic algorithms with lower complexity than those developed by [4]. On
the other hand, it is entirely plausible that the lower bound given by Theorem 4 can be further
improved but it nonetheless shows that at least when d is large, or ¢ is large, the information based
complexity of deterministic algorithms must depend on d. Interestingly, though, this is not the case
when we consider more general randomized algorithms where we can show that the complexity
of optimizing a function from 7, 4 is always O(e~%/*).

2.2. Randomized algorithms

We note first that the lower bound for randomized algorithms follows easily: it is not hard to
see that
nE(Foas, OPT) = nf"(H*([0, 1F), OPT) < £/, (4)

&

See, e.g., Section 2.2 of [16] for further discussion on the complexity of optimization over classical
Hoélder class #*. To attain the complexity bound on the rightmost hand side for s > 2, however,
requires a more sophisticated algorithm similar in spirit to that of [4].

Consider a hashing function h : [d] — [s] that maps the d coordinates into s groups. Denote by
Qn : [0, 1 — [0, 1]¢ a map such that the jth coordinate of Q4(z) is Zp(j). It is not hard to see that
f o Qn € H*([0, 17°) for any hashing function h. Therefore, we can compute the minimum of f o Qj
by minimizing a piecewise polynomial interpolation of queries on the s-dimensional lattice .#*. In
addition,

min f(x) = min f o Qu(x)

xe[0,1]4 xe[0,1F

whenever h partitions supp(f):
[h(supp(f))| = Isupp(f)I, (5)

that is, each relevant variable of f is mapped to a different value. This means that we can achieve
the sample complexity of O(¢~*/%) as long as h partitions supp(f).

The challenge is that supp(f) is not known a priori so that finding a hashing function that
partitions supp(f) is not trivial. A general strategy is to entertain a collection of hashing functions
2 so that there exists an element h € J# that obeys (5). If this is the case, then it is clear that

}fnin mp — min f(x) min m, — min min f o Qy(x)
et

xe[0,174 hes? he € x€[0,1]°
< max [mp, — min f o Qu(x)| = O(L™%),
he s x€[0,1]°

where my, is the minimum of f o Q;, computed by minimizing a piecewise polynomial interpolation
of queries on the s-dimensional lattice .#° as discussed before. The sample complexity for this
approach is (L + 1) - |5#| = O(e™5/% - |.27]).
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A sufficient condition for (5) to hold for at least one element of .77 is that # forms a so-called
perfect hashing family, meaning that for not only supp(f) but any subset S of [d] of size s there exists
an h € s# such that |h(S)| = s. It is known (see, e.g., [7]) that for J# to be a perfect hashing family,
it is necessary that |#| = 2(logd) so that the best sample complexity that can be attained using
perfect hashing family is necessarily £2(¢%/* logd).

The key observation is that we only need one element of J# to partition supp(f), a fixed albeit
unknown subset of [d]. Therefore an imperfect hashing family may suffice. Indeed, if we assign each
coordinate into s groups uniformly, then the chance that it partitions supp(f) is s!/s°. If we do so
independently for [logd/log(1 — s!/s°)] times, we can ensure that with probability at least 1 — §,
supp(f) is partitioned at least once. We take # to be a family of such uniform hashing functions.
Once the hashing family /7 is constructed, we can then proceed to compute min, ¢ f(x) via
Algorithm 1.

Algorithm 1 Optimizing High Dimensional Sparse Functions

Input: d,se N, ke NU{0},x €(0,1],e >0, 5 € (0, 1).
Output: An approximate value of min, f(x) with error bounded by e¢.
Construct [log§/log(1 — s!/s°)] independent and uniform hashing functions from [d] to [s].
Denote by s# the collection of random hashing functions.
2: Set L = [ce~/%7 for a small constant ¢ > 0.

for h € o7 do
4: Query the oracle to evaluate f o Q, over .#*.

Construct a polynomial interpolation fh for the s-variate function f o Q.

6: Compute the minimum offh, denoted by my,.

end for
8: Compute the minimum of my over all h € s#, denoted by m.

return m.

Together with (4), we get

Theorem 5. For any fixed « > 0,s e Nand § € (0, 1),
N Fy.a.s. OPT; 8) < g7/,
Moreover the optimal rate of sample complexity given above can be achieved by Algorithm 1.

It is worth emphasizing again that the complexity of optimizing high dimensional sparse
functions, as shown above, is completely free of the ambient dimension, and hence entirely immune
of the usual curse-of-dimensionality.

3. Optimal algorithms for approximation
Now we turn our attention to the problem of approximation.
3.1. Deterministic algorithms

As noted before, it suffices to restrict our attention to recovery of function values on the full
grid .#%. If f| d is known, a piecewise polynomial interpolation f can be constructed based on its
restriction f| .« with error of the order L™:

IF = Fllcqonn SL™  ¥f € #([0, 11%).

Taking L =< &~V yields an e-approximation of f. Therefore, in the following discussion, we
shall focus on the sample complexity of recovering f| . It is not hard to see that the piecewise
polynomial approximation f constructed from interpolating f| ..« satisfies

supp(f | a) = supp(f).
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Obviously, supp(f| 4a) < supp(f). In the case when supp(f|a) < supp(f), treating coordinates
in supp(f) \ supp(f|,d) as if they are irrelevant does not affect our ability to construct a good
approximation to f at the desired accuracy. Therefore, without loss of generality, we shall assume
in the rest of the section that supp(f| a) = supp(f).

Similar to the case of optimization, [29] proposed deterministic algorithms that compute approx-
imation of any function f € F, 4 with accuracy & from O(¢~*/% log d) point queries by sampling on

the lattice .#°. Their result indicates that

n%(F, a5, APP) = O(¢ /" log d). (6)
This again is very close to, if not, optimal. Note that

n%Y(Fy.a5, APP) > n%(F, 45, OPT).

Hence, immediately from Theorem 4, we get

Proposition 2. For any s > 2,
n(Fy a5, APP) = Q2( 75/ 4 e~/ [og d).

The question is now, naturally, what happens with randomized algorithms.
3.2. Randomized algorithms

Our algorithm for approximation follows from an idea similar to that for optimization. The key
difference between optimization and approximation is that for the former, there is no need to
identify which variables are relevant; whereas for the latter, it is essential to do so. We start with
the construction of a hashing family # that contains at least one hashing function that partitions
supp(f), and querying at Upc ,»Qx(#°). An extra step is needed to identify supp(f) before we finally
construct an approximation to f.

To do so, we need to first identify the hashing function, denoted by h,, from ./# that partitions
supp(f). There may be multiple elements from # that partition supp(f), in which case we can make
an arbitrary choice among them. For a given hashing function h : [d] — [s] write, with slight abuse
of notation, Q, : #* — % as a map such that the jth coordinate of Q,(z) is Zp). First consider the
case when |h(supp(f| ,d))| = |supp(f| &«)|, meaning that all coordinates in supp(f| .«) are mapped
to a different value. In this case,

Isupp(f o Qu)l = |supp(f|a)l-
On the other hand, if |h(supp(f| ,d))| < |supp(f| d)|, then it is necessarily true that

[supp(f o Qu)| < [supp(f|ea)l.

Since our scheme retrieves function f o Q, for all h € 2#, we can simply choose h, to be the hashing
function that maximizes |supp(f o Qy)|. The fact that there exists a h € s# that partitions supp(f)
ensures that such an h, necessarily satisfies (5).

Next we need to figure out which coordinate in h; (i) is relevant where h=!(i) denotes the
preimage of a hashing function h, that is

h=1(i) = {j € [d] : h(j) = i}.

Because h, partitions supp(f| ), there is a single relevant coordinate in h;!(i) for each i €
supp(f o Qp,). Identifying the relevant coordinate in h; (i) can be done via group testing. More
specifically, denote by range(z, i, f o Qp,) the range of f o Qp, with all but the ith coordinates fixed
at a value z € .#I"PU°Q.)I=1 For brevity, we shall assume that |supp(f o Qs,)| = s without loss
of generality. Otherwise, we can simply set all coordinates in U,—¢5upp(foqh*)h’](i) to zero, and ignore
them in what follows. Write

Z, i = argmaxrange(z, i, f o Qg,).
zeps—1
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Foranyz € 5 !, letl, : ¥ — %° map a € ¢ to a vector of length s whose ith coordinate is fixed
at value a and the remaining coordinates at value z. Denote by

z:i = argmax(f o Qu, oI, ,)(a),
ae ¥

and

z_; = argmin(f o Qy, oL, ,)a).
! ac ¥ '

To identify which coordinate in h; (i) is relevant, we shall now query at x € 2% where

v {(Qh* ol (0)) ifj¢h.'(i)
G =

{zF., 27 otherwise.

#,17 ki

A simple binary-splitting algorithm as described by Algorithm 2 can be applied with A = h_ (i),
Z_A = Z_i» 24 = z}; and z_ = z__; to identify which one from h;(i) is relevant. The number of
queries is bounded by [log, |h; (i 1. Repeating this to all i € supp(f o Qx,) leads to a total of at
most
N
> “Mlog, |h;'(i)[1 < s[log, d]

i=1

queries.

Algorithm 2 Binary Splitting Algorithm

Input: Set A C [d] that contains a relevant variable, z_4 € RY7MI that contains value for
coordinates outside .4, and {z,, z_} that specifies possible values for coordinates in A to take.
Output: The coordinate in .4 that changes function value.
Query at X € R? where x° , =z_4 and x? = z_ for all i € A.
2: while |A|> 1 do
Arbitrarily partition A = A; U A; so that | A4;]|= [|A]/2].
4 Queryatx' €e R?wherex! , =z 4 andx) =z_foralli e A; andx) =z, forallie A\ A;.

if f(x1) # f(x°) then
6: Set A, = Aq;
else
8: Set A, = A,.
end if
10: Run Binary Splitting Algorithm with A,, xO_A* and {z,,z_}.
end while
12: return A.

Finally, after all relevant variables are identified, we can reconstruct f| ..« based on the queries
from the first step and then form a piecewise polynomial approximation to f via interpolation. See
Algorithm 3 for details. The total number of point queries made by Algorithm 3 is upper bounded
by

7%/ - Tlog 8 /log(1 — s!/5°)] + s[log, d1.
Therefore,
Theorem 6. For any fixed « > 0,s e Nand § € (0, 1),
N (Fo.ds: APP; 8) = 0 (7% + logd) .

Moreover the optimal rate of sample complexity given above can be achieved by Algorithm 3.



C. Han and M. Yuan / Journal of Complexity 57 (2020) 101443 11

Algorithm 3 Approximation of High Dimensional Sparse Functions

Input: d,se N, ke NU{0},ax €(0,1],e > 0,5 € (0, 1).
Output: An approximation of f with error bounded by e.
Construct [logd/log(1 — s!/s°)] independent and uniform hashing functions from [d] to [s].
Denote by .»# the collection of random hashing functions.
2: Set L = [¢~1/].
for h € o7 do
4: Query the oracle to evaluate f over Qy(.Z*).
Compute the support of f o Qp.
6: Compute s;, := [supp(f o Qp)|-
end for
8: Identify an arbitrary h, € argmaxc s Sh.
Initialize the set of relevant variables A = .
10: for i € supp(f o Q) do
Run Binary Splitting Algorithm with h_!(i), z,_; and {z;fi} to identify relevant variables
jen ().
12: Update A = AU {j}.
end for
14: Construct a piecewise polynomial approximation of f o Qy,, denoted by g.

return Approximation f such that

fx)=8(x4), V¥xelo,1]°

It is of interest to note that, similar to optimization, when it comes to high precision approxi-
mation (& < (logd)~%/%), the complexity given in Theorem 6 becomes

N (Fo.as, APP) = O(e /),
and is free of the ambient dimension. Because

" (Fu a5, APP) > n2"(1%([0, 11°), APP) = 2(s~*/%),
we conclude that, in this case,

N F, 4.5, APP) < £75/%,

&

On the other hand, for low precision approximation (¢ > (logd)~%/*), Theorem 6 indicates that
" (Fe.a.5, APP) = O(log d),

which is driven entirely by the ambient dimension, and independent of the accuracy ¢ or smooth-
ness index a. Whether or not this is optimal, however, remains unclear.

4. General sparse functions

We want to emphasize that although we have focused on the space F, 4 thus far, the phenom-
ena we observed for F, 4 occur broadly for other classes of high dimensional sparse functions as
well. In general, one can expect the sample complexity of optimizing a d-variate s-sparse function
to be of the same order as optimizing an s-variate function from a compatible class of functions,
and approximating it to be of the order of the complexity of approximating an s-variate function,
up to an additive factor of logd. Furthermore, these sample complexities can be achieved using
ideas similar to those behind Algorithms 1 and 3. In general, we can turn an optimal algorithm
for optimizing or approximating an s-variate function into an optimal algorithm for optimizing or
approximating a d-variate and s-sparse function using the following meta algorithms.
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Algorithm 4 Generic Algorithm for Optimizing High Dimensional Sparse Functions

Input: A subroutine to optimize a s-variate function called OPT;.
Output: An approximate value of the optimum of f.
Construct [log§/log(1 — s!/s°)] independent and uniform hashing functions from [d] to [s],
denote the random hashing family /7.
2: for h € 7 do
Call OPT; to compute the optimum of f o Qy, denoted by my,.
4: end for
Compute the optimum of m;, over all h € 2#, denoted by m.
6: return m.

Algorithm 5 Generic Algorithm for Approximation of High Dimensional Sparse Functions

Input: A subroutine to approximate a s-variate function called APP;.
Output: An approximation of a d-variate and s-sparse function f.
Construct [logé/log(1 — s!/s°)] independent and uniform hashing functions from [d] to [s],
denote the random hashing family 7.
2: for h € 27 do
Call APPs to approximate f o Q.
4: Compute s;, := [supp(f o Qp)|-
end for
6: Identify the hashing function h, that maximizes s.
Identify relevant variables for f as in Algorithm 3.
8: Call APP; to construct an approximation of f o Q,, denoted by g.

return Approximation f such that

fx)=g(x4), Wvxelo, 11

It is not hard to see that the sample complexity of Algorithm 4 is of the same order as that
of OPT;, and the sample complexity of Algorithm 5 is of the same order as that of APPs, up to
an additive factor of O(logd). For illustration, we now consider several specific and commonly
encountered examples.

4.1. Additive models

Additive models are widely used in statistics and other related fields. See, e.g., [10]. There
has been a lot of interest in recent years in developing effective schemes to approximate a high
dimensional and sparse additive function from both statistical and computational perspectives.
See, e.g., [12,13,15,20,27,33]. Our treatment could be extended straightforwardly to determine the
optimal sample complexity in recovering a high dimensional sparse additive function which remains
unknown prior to our work.

Under the additive model, a d-variate function f can be represented by

F) =flxa)+ - +falxa).  ¥xel0,1]%
To avoid ambiguity of the above decomposition, write

FX) = fo+filx) + - - + fu(xq)
where fy € R and

fi € #*([0, 1]) := {g € H*([0, 1]) : g(0) = 0}.
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Obviously we can query at (0, ..., 0) to retrieve fy. On the other hand, one can query at
xe 2 ={0)" x.2 x {0},
to optimize or approximate f; forj = 1, ..., d. The optimum and approximation of f are simply the

sum of those for fs. Note that to ensure an overall accuracy of ¢, it suffices to approximate each
component function f; with error at most d~'e. As a result, the sample complexity of such a strategy
is O(d - nf3(#°([0, 11), APP; §)) = 0(d'*1/«g=1/%) for both optimization and approximation.

Now consider additive models with sparsity. Denote by

Hj = {f € #*(10, 11)Isupp(f) = {j}. (0, ..., 0) = 0}.
Then the space of d-variate additive functions can be written as {1} @ H{ @ - - - ® Hq. Write

U =Pl U Pu

sc[d],|S|<s jeS

Using the aforementioned sampling scheme for additive models with s variables in Algorithm 4
leads to

nran( add OPT; 8) 0(8—1/0( )

& a,d,s’

In light of the fact that 7, 41 C }""dj‘s, we know

nran( add OPT; 8) —1/a.

& a,d,s’

Similarly, for approximation, using Algorithm 5 yields

nR(F24d CAPP; §) = 0(e~V* + logd).

£ a,d,s?

This again is optimal when ¢ = O((logd)~¢).
4.2. Functional ANOVA models

More generally, consider decomposing f into sums of component functions indexed by subsets
of [d]:

= fala)  Vxel0,11%

AC[d]
Notable examples of such decompositions include the ANOVA decomposition and the anchored
decomposition both of which can be traced back at least to [23]. See also [14] and references
therein for more recent developments. We shall focus on the anchored decomposition with respect
to (0, ..., 0) although, with some modifications, our treatment can also be applied to deal with
other types of decompositions.

Write
Pif(x) = f(x1, ..., Xj—1, 0, Xj31, . . ., Xq), vx € [0, 1]°.

Then

d

f=TTa=m+z)r=> ([Ta-» ) {T]7 ]+

j=1 AC[d] \ jeA Jj¢A

so that

)= (TTa-2 | | T]7|f®.

JjeA jgA
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where % € [0, 1]¢ such that X4 = x4 and X; = 0 for all j ¢ A. See [14] for further details. Of particular
interest here are the so-called finite order functions obeying

f= Y fax)  V¥xel0, 1] (7)

Acld],|Al=r

It is not hard to see that additive models correspond to r = 1. As before, we shall assume that the
component functions fys are smooth in that f, € #*([0, 1]"), and denote by #2"°** the collection
of functions satisfying (7). Note that 7"°*? is closely related to reproducing kernel Hilbert spaces
with the so-called finite-order weights which have been studied extensively. See, e.g., Section 25.4
of [19]. Our interest here is on how to exploit the additional sparsity for finite order functions. More
specifically, write, for a fixed s > r,

wdor = {f € 17" : |supp(f)| < s}.

An effective sampling scheme for 737, is similar to that for additive models. More specifically,
because f; € H%([0, 1]"), it can be approximated with accuracy e via piecewise polynomial
interpolation of queries on a |A| dimensional lattice. For any set S C [d] such that |S| < s, we
can repeat this for each A C S such that |A| < r and compute the approximation, denoted by fs, of
fs by summing them up. The optimum of fs can then be computed by that of fs. For any given S,
the accuracy of this procedure is O(¢), and the sample complexity is O(¢~"/%). Using this sampling

scheme in conjunction with Algorithm 4 leads to
nE(Fyee OPT: 8) = 0(e~"/%),

which is optimal because F, 4, C
Algorithm 5, we get

nfAN(FIN APP: §) = O(¢ /% + log d).

€ a,ds,r’

-anova

wdsr Similarly, when using such a sampling scheme in

In the special case when r = 2, this improves a recent result by [28] who develops a so-
phisticated sampling scheme that, under additional technical assumptions, with accuracy ¢ from
0(s~%%(log d)*) point queries.

4.3. Sparse grids

As a final example, we consider optimizing or approximating functions of mixed smoothness.
More specifically, write

Ha={f : [0, 11" = Rifly0.1¢ = 0. IDYf oy < 1. ¥y oo, la < 2}
and

Vis = {f € Hq, |supp(f)] < s}.

It is not hard to see that in this case, a direct application of Algorithm 1 incurs a sample complexity
O(¢~/?), and Algorithm 3 has a sample complexity O(¢~*/? + logd). Although these rates indicate
that the curse-of-dimensionality in terms of the ambient dimension can be alleviated, they still
have an exponential dependence on s and therefore may not be practical for moderate values of s.
Fortunately, these complexities can be improved by using sparse grids in Algorithms 4 and 5 when
f has mixed smoothness.

More specifically, sparse grids interpolate not on the full grid #° but rather a subgrid with
degrees of freedom O(L(logL)*~!) that is optimized to take advantage of the mixed smoothness.
The idea can be traced back at least to [1,22,34] among others. See also [2,8] for an overview
of more recent developments, and Chapter 15 of [18] for a survey from the perspective of
information based complexity. It can be shown that the sample complexity of the sparse grid
is 0(e~1/2|log ¢|>¢~1/?) for approximating functions from #;. As a result the sample complexity
for optimizing functions from Vg via Algorithms 4 is O(e ™"/ 2|log e|>*~1/2), for approximation via
Algorithms 5 O(¢~/2|log ¢|**~"/? + log d). The fact that the dependence on s is only through the
logarithmic factor of ¢ offers tremendous practical appeal.
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5. Concluding remarks

In this paper, we studied the information based complexity for optimizing and approximating
high dimensional smooth functions with sparsity. Our results reveal several interesting effects of
the sparsity in mitigating and oftentimes eliminating the curse-of-dimensionality, and also highlight
the role of randomization in approximating high dimensional sparse functions.

In addition to the information based complexity, computational complexity is another recurring
challenge that we often need to deal with when faced high dimensional problems. It is worth noting
that the computational complexity of the algorithms presented here are at most polynomials of the
sample complexity, and generally tractable in practice. This further suggests that information based
complexity offers a useful perspective of the fundamental difficulties for high dimensional sparse
functions. For the ease of presentation, as well as technical considerations, we have made several
simplifying assumptions in our analysis. The promising insights we obtained while doing so suggest
that a more general treatment may be a worthwhile direction for future work.
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