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Abstract—Serverless computing is a new pay-per-use cloud
service paradigm that automates resource scaling for stateless
functions and can potentially facilitate bursty machine learning
serving. Batching is critical for latency performance and cost-
effectiveness of machine learning inference, but unfortunately it
is not supported by existing serverless platforms due to their
stateless design. Our experiments show that without batching,
machine learning serving cannot reap the benefits of serverless
computing. In this paper, we present BATCH, a framework
for supporting efficient machine learning serving on serverless
platforms. BATCH uses an optimizer to provide inference tail
latency guarantees and cost optimization and to enable adaptive
batching support. We prototype BATCH atop of AWS Lambda
and popular machine learning inference systems. The evaluation
verifies the accuracy of the analytic optimizer and demonstrates
performance and cost advantages over the state-of-the-art method
MArk and the state-of-the-practice tool SageMaker.

Index Terms—Machine-learning-as-a-service (MLaaS), Infer-
ence, Serving, Batching, Cloud, Serverless, Service Level Objec-
tive (SLO), Cost-effective, Optimization, Modeling, Prediction

I. INTRODUCTION

Serverless (also referred to as Function-as-a-Service (FaaS)
or cloud function services) is an emerging cloud paradigm
provided by almost all public cloud service providers, in-
cluding Amazon Lambda [1], IBM Cloud Function [2], Mi-
crosoft Azure Functions [3], and Google Cloud Functions
[4]. Serverless offers a true pay-per-use cost model and hides
instance management tasks (e.g., deployment, scaling, moni-
toring) from users. Users only need to provide the function
and its trigger event (e.g., HTTP requests, database uploads),
as well as a single control system parameter memory size
that determines the processing power, allocated memory, and
networking performance of the serverless instance. Intelligent
transportation systems [5], IoT frameworks [6–8], subscription
services [9], video/image processing [10], and machine learn-
ing tools [11–13] are already being deployed on serverless.

Machine Learning (ML) Serving. ML applications have
typically three phases: model design, model training, and
model inference (or model serving).1. In the model design
phase, the model architecture is designed manually or through
automated methods [14, 15]. Then, the crafted model with
initial parameters (weights) is trained iteratively until con-
vergence. A trained model is published in the cloud to pro-
vide inference services, such as classification and prediction.

§Both authors contributed equally to this research.
1We use the terms model serving and model inference interchangeably

Among the three phases, model serving has a great potential
to benefit from serverless because the arrival intensity of
classification/prediction requests is dynamic and their serving
has strict latency requirements.

Serverless vs. IaaS for ML Serving. Serverless com-
puting simplifies the deployment process of ML Serving as
application developers only need to provide the source-code
of their functions without worrying about virtual machine
(VM) resource management, such as (auto)scaling and load
balancing. Despite the great capabilities of serverless, existing
works show that in public clouds, the serverless paradigm
for ML serving is more expensive compared to IaaS [16, 17].
Recent works have shown that it is possible to use serverless
to improve the high cost for ML serving [16, 18] but ignore
one important feature of serving workloads in practice: bursti-
ness [19,20]. Bursty workloads are characterized by time peri-
ods of low arrival intensities that are interleaved with periods
of high arrival intensities. Such behavior makes the VM-based
approach very expensive: over-provisioning is necessary to ac-
commodate sudden workload surges (otherwise, the overhead
of launching new VMs, which can be a few minutes long, may
significantly affect user-perceived latencies). The scaling speed
of serverless can solve the sudden workload surge problem.
In addition, during low arrival intensity periods, serverless
contributes to significant cost savings, thanks to its pay-per-use
cost model.

Serverless for ML Serving: Opportunities and Chal-
lenges. Another important factor that heavily impacts both
cost and performance of ML serving inference is batching
[16,21]. With batching, several inference requests are bundled
together and served concurrently by the ML application. As
requests arrive, they are served in a non-work-conserving way,
i.e., they wait in the queue till enough requests form a batch.
In contrast to batch workloads in other domains that are
typically treated as background tasks [22–25], batching for
ML inference serving is done online, as a foreground process.
Batching dramatically improves inference throughput as the in-
put data dimension determines the parallelization optimization
opportunities when executing each operator according to the
computational graph [26,27]. Provided that the monetary cost
of serverless on public cloud is based on invocations, a few
large batched requests are cheaper than many small individual
requests. Therefore, judicious parameterization of batching can
potentially improve performance while reducing cost.
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Due to the stateless property of serverless design, i.e.,
no data (state) is kept between two invocations, batching
is not supported as a native feature within the serverless
paradigm. An additional challenge is that batching introduces
two configuration parameters: batch size (i.e., the maximum
number of requests to form a batch) and timeout (i.e., the
maximum time it allows to wait for requests to form the batch).
These parameters need to be adjusted on the fly according to
the arrival intensity of inference requests to meet inference
latency SLOs. The performance and cost effectiveness of
batching depends strongly on the judicious choice of the above
parameters. No single parameter choice can work optimally for
all workload conditions.

Our Contribution. Here, we address the above challenges
by developing an autonomous framework named BATCH [28].
The first key component of BATCH is a dispatching buffer
that enables batching support for ML serving on serverless
clouds. BATCH supports automated adaptive batching and
its associated parameter tuning to provide tail latency per-
formance guarantees and cost optimization while maintaining
low system overhead. We develop a lightweight profiler that
feeds a performance optimizer. The performance optimizer is
driven by a new analytical methodology considers the salient
characteristics of bursty workloads, serverless computing, and
ML serving to estimate inference latencies and monetary cost.

We prototype BATCH atop of AWS Lambda and evalu-
ate its effectiveness using different ML serving frameworks
(TensorFlow Serving and MXNet Model Server) and image
classification applications (MoBiNet, Inception-v4, ResNet-
18, ResNet-50, and ResNet-v2) driven both by synthetic and
real workloads [29,30]. Results show that the estimation accu-
racy of the analytical model is consistently high (average error
is lower than 9%) independent of the considered system con-
figurations (i.e., framework, application, memory size, batch
size, and timeout). Controlling the configuration parameters on
the fly, BATCH outperforms SageMaker [31] (the state-of-the-
practice), MArk [16] (the state-of-the-art), and vanilla Lambda
from both cost and performance viewpoints. More importantly,
BATCH supports a full serverless paradigm for online ML
serving, enabling fully automated and efficient SLO-aware ML
serving deployment on public clouds.

II. MOTIVATION AND CHALLENGES

We discuss the potential advantages of using serverless for
ML serving and summarize its open challenges.

A. ML Serving Workload is Bursty

Workload burstiness is omnipresent in non-laboratory set-
tings [32–35]. Past work has showed that if burstiness is not
incorporated into performance models, the quality of their
prediction plummets [36, 37].

Fig. 1(a) plots the arrival intensity of cars passing through
the New York State (NYS) Thruway during three business
days in the fourth quarter of 2018 [29]. This trace represents
a typical workload of an image recognition application that
detects the plate of vehicles that pass under a checkpoint
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Fig. 1: Real-world traces from [29] and [30].

[18]. The three days have distinct arrival intensities that are
non-trivial to accurately predict. Distinct traffic peaks are also
observed in a Twitter trace [30] that represents a typical arrival
of tweets processed for sentiment analysis that has been used
for ML serving elsewhere [16]. Fig. 1(b) shows the arrival
intensity of three distinct days in the first semester of 2017.
Observation #1. ML inference application often have bursty
arrivals. Burstiness must be incorporated into the design of
any framework for performance optimization.

B. Why Serverless for ML Serving

There are two types of approaches to cope with sudden
workload surges: resource over-provisioning and autoscaling.
For bursty workloads, resource over-provisioning is not cost-
effective as the difference between high and low intensities
can be dramatic and lots of paid computing resource is left
idle for extensive periods.

Autoscaling is the current industry solution: Amazon’s
SageMaker [31] facilitates ML tasks and supports AWS au-
toscaling [38]. With SageMaker, users can define scaling
metrics such as when and how much to scale.

We examine Sagemaker’s scaling in Fig. 2. Here, arrivals
are driven by the Twitter trace illustrated in Fig. 1(b) (May 25,
2017) and the inference application is Inception-v4. The figure
shows that SageMaker’s scaling is very slow, as it requires
several minutes before responding to an arrival intensity surge,
which is not acceptable as requests’ performance during this
period suffers, see the latency results of Fig. 2(a). SageMaker
being SLO-oblivious cannot ensure quality of service.

Serverless is potentially a good solution for solving the
resource allocation problem, thanks to its automated and swift
resource scaling capabilities. Take AWS’s serverless platform
Lambda (also referred in this paper as Vanilla Lambda) for
example: Fig. 2(b) demonstrates the number of instances
launched overtime, we can see that the number of instances
closely follows the bursty arrival intensity shown in Fig. 1(b).
SageMaker stays almost flat due to its long reaction window.

Another advantage of serverless compared to IaaS (e.g.,
SageMaker) is its true pay-per-use cost model as Lambda
charges based on the number of invocations, which can
potentially reduce cost, especially during time periods with
few arrival. Here, we use the term cost to refer to the
monetary cost per request, i.e., total cost over the number
of executed requests. The total cost is calculated as in [39]
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Fig. 2: Performance of inference using Inception-v4 deployed on SageMaker (with instance type c5.4xlarge) and Lambda. The
number of instances used by Sagemaker varies between 5 to 11 based on the workload intensity.

without considering the free tier (i.e., free invocations and
compute time available every month):

CLambda = (S ·M · I) ·K1 + I ·K2, (1)

where S is the length of the function call (referred as batch
service time here), M is the memory allocated for the function,
I is the number of calls to the function that decreases when
requests are batched together, K1 (i.e., 1.66667 ·10−5 $/GB-s)
is the cost of the memory, and K2 (i.e., 2 ·10−7 $) is the cost
of each call to the function. This is different from the AWS
EC2 cost, i.e., CEC2 = K ·H, that only accounts for the cost
per hour of an instance (K) and the number of power-on hours
of the instance (H).
Observation #2. Compared to IaaS solutions (autoscaling),
serverless computing is very agile, which is critical for per-
formance during time periods of bursty workload conditions.
In addition, the quick scale down and pay-per-use cost model
contributes to the cost-effectiveness of serverless.

C. The State of the Art

Using serverless for ML serving has been explored in
recent works [16–18]. The above works conclude that using
serverless for ML serving is too expensive compared to IaaS-
based solutions. Our experimental results are consistent with
current literature findings, e.g., in Fig. 2(c), Lambda’s cost is
higher than SageMaker. To address the cost issue, MArk [16]
has introduced a hybrid approach of using both AWS EC2 and
serverless, where serverless is responsible for handling arrival
bursts. MArk can dramatically improve the IaaS solution but is
still insufficient in the serverless setting. First, it uses machine
learning to predict the arrival intensity, this is too expensive for
any practical use. Second, even though MArk is SLO-aware,
it needs an observation window for the decision of whether to
use serverless or not, therefore it reacts to arrival bursts after a
lag, which impacts tail latency. Fig. 3(a) shows this outcome.
With serverless, there are no such reaction delays as scaling
is automatic.
Observation #3. While state-of-the-art systems employ a
hybrid approach of using serverless and IaaS for ML serving, it
suffers from slow reaction time and consequently long latency
tails.
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Fig. 3: 95th percentile latency and cost for Inception-v4 during
unexpected workload surge with MArk and Lambda. The
vertical dashed line marks the workload surge.

D. Serverless and Batching Configurations

One important factor that existing work ignores is batching.
By batching several requests together, the input dimension of
inference significantly increases, which provides great oppor-
tunities for parallelization. Batching results in more efficient
inference since it enables a better exploitation of modern
hardware [40]. In addition, as serverless charges users based
on the number of invocations, a few large batched requests
result in lower cost than many small individual ones.

Batching introduces two tuning parameters: batch size and
timeout [13, 16]. These two parameters need to be adjusted
based on the request arrival intensity. Changing these two
parameters also affects the optimal memory size, the only
parameter that controls the performance and cost of serverless
in public cloud, since the memory required to serve a batch
increases with the batch size. For example, the minimum
memory required to serve a batch of size 1, when the inference
application is ResNet-v2, is 1280 MB, while 1664 MB (i.e.,
30% more) memory is required for processing a batch of size
20. To demonstrate the above, we do sensitivity analysis by
adjusting the batching parameters and memory size and show
results in Fig. 4. Fig. 4 depicts the normalized (min-max)
average request service time (blue line), request throughput
(green line), and monetary cost (red line). In Fig. 4(a), the
batch size varies from 1 to 20, the memory size is set to 3008
MB, and the timeout is assumed to be long enough (i.e., 1
hour) to allow the system to form a batch with maximum
size. Although cost reduces and throughput increases when
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Fig. 4: Effect of batch size, timeout, and memory size on average request service time, request throughput, and monetary cost
of ResNet-v2 deployed on AWS Lambda. Service time, throughput, and cost are normalized (min-max).

batch size increases, request processing times suffer as earlier
requests need to wait until the entire batch is formed. Similar
considerations may be drawn when timeout varies, see Fig.
4(b). It is worth noting that for the considered configuration,
the timeout effect on the system performance decreases when
it is longer than 0.2 seconds. Long timeouts allow reaching
the maximum batch size easier, especially if the batch size is
small. Fig. 4(c) depicts the system performance as a function
of the memory size, when the batch size is 5, and the timeout is
long enough to guarantee that all requests are collected (e.g., 1
hour). Here, monetary cost is not monotonous since it depends
on both memory size and the batch service time, see Eq. (1). In
Fig. 4(c), both these parameters are varying at the same time
given that the processing time decreases with more memory.
Observation #4. The effectiveness of batching strongly de-
pends on its parameterization.

E. Challenges of ML Serving on Serverless

Despite the great potential of using serverless for ML
serving, there are several challenges that need to be addressed
to enable efficient ML serving on serverless:

No batching support: As shown in Section II-C, batching
can drastically improve the performance [21] and monetary
cost of ML serving. However, existing serverless platforms
in public clouds do not support this important feature due to
its stateless design, i.e., no data (state) can be stored between
two invocations. To solve this challenge, we extend the current
serverless design to allow for a dispatching buffer so that
requests can form a batch before processing.

SLO-oblivious: ML serving usually has strict latency SLO
requirements to provide good user experience. Past studies
have shown that if latency increases by 100 ms, revenue drops
by 1% [41]. Existing serverless platforms in public clouds
are SLO-oblivious and do not support user specified latency
requirements. We are motivated to develop a performance opti-
mizer that can support strict SLO guarantees and concurrently
optimize monetary cost.

Adaptive parameter tuning: To support user defined SLO
while minimizing monetary cost, memory size (the single
serverless parameter) and batching parameters need to be
dynamically adjusted (optimized) according to the intensity of
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Fig. 5: Overview of BATCH.

arrival requests. There is no existing method that can optimize
the above parameters on-the-fly. We are motivated to develop
an optimization methodology that can continuously tune these
parameters to provide SLO support.

Lightweight: Given that the cost model of serverless is pay-
per-use, the aforementioned optimization methodology needs
to be lightweight. Such requirement excludes learning or
simulation based approaches. We are thus motivated to build
the optimization methodology using analytical models.

III. BATCH DESIGN

BATCH determines the best system configuration (i.e.,
memory size, maximum batch size, and timeout) to meet user-
defined SLOs while reducing the cost of processing requests
on a serverless platform. The workflow of BATCH is shown
in Fig. 5. Initially, BATCH feeds the Profiler with empirical
measurements of the workload arrival process 1a and service
times 1b . The Profiler uses the KPC-toolbox [42] to fit the
sequence of arrivals into a stochastic process 2a and uses
simple regression to capture the relationship between system
configuration and request service times 2b . Using as inputs
the fitted arrival process, request service times for different
system configurations, the monetary budget, and the user
SLO, BATCH uses an analytic model implemented within
the Performance Optimizer component to predict the distri-
bution of latencies 3 and determines the optimal serverless
configuration to reach specific performance/cost goals while



complying with a published SLO. The optimal batch size
and timeout are communicated to the Buffer 4a , while the
optimal memory size is allocated to the function deployed on
the serverless platform 4b . The Buffer uses the parameters
provided by the Performance Optimizer to group incoming
requests into batches 5 . Once the batch size is reached or
the timeout expires, the accumulated requests are sent from
the Buffer to the serverless platform for processing 6 . Further
details are provided for each component of BATCH below.

A. Profiler

To determine the workload arrival process, the Profiler
observes the inter-arrival times of incoming requests. BATCH
uses the KPC-Toolbox [42] to fit the collected arrival trace into
a Markovian Arrival Process (MAP) [43], a class of processes
that can capture burstiness. To profile the inference time on
the serverless platform, the Profiler measures the time required
to process batches of different sizes for certain amounts of
allocated memory. BATCH derives the batch service time
model using multivariable polynomial regression [44] and
assuming that inference times are deterministic. Past work has
shown that inference service times are deterministic [45], our
experiments (see Section VI-B) confirm this.

B. Buffer

Since serverless platforms do not automatically allow pro-
cessing multiple requests in a single batch, BATCH imple-
ments a Buffer to batch together requests for serving. The
performance optimizer determines the optimal batch size based
on the arrival process, service times, SLO, and budget. The
performance optimizer also defines a timeout value that is
used to avoid waiting too long for collecting enough requests.
Therefore, a batch is sent to the serverless platform as soon
as either the maximum number (batch size) of requests is
collected or timeout expires.

C. Performance Optimizer

The Performance Optimizer is the core component of
BATCH. It uses the arrival process and service time (both
estimated by the profiler) to predict the time required to
serve the incoming requests. Using the SLO and the available
budget (both provided by the user), the performance optimizer
determines which system configuration (i.e., memory size,
batch size, and timeout) allows minimizing the cost (latency)
while meeting SLOs on system performance (budget). To solve
this optimization problem, BATCH uses an analytical approach
that allows predicting the request latency distribution.

We opt for an analytical approach as opposed to simulation
or regression for the following reasons. Analytical models are
significantly lightweight, i.e., they do not require extensive
repetitions to obtain results within certain confidence intervals
as simulation does. Equivalently, they do not require extensive
profiling experiments that regression traditionally requires.

IV. PROBLEM FORMULATION AND SOLUTION

Since SLOs are typically defined as percentiles [46,47], the
model must determine the request latency distribution while
accounting for memory size, batch size, timeout, and arrival
intensity. Since the model is analytical, no training is required.

The challenges for developing an analytical model here are
three-fold: 1) the model needs to effectively capture burstiness
in the arrival process for a traditional infinite server [48] that
can model the serverless paradigm (i.e., there is no inherent
waiting in a queue), 2) the model needs to effectively capture
a deterministic service process which is challenging [45, 49],
and 3) needs to predict performance in the form of latency
percentiles [46, 47], this is very challenging since analytical
models typically provide just averages [45, 50]. In the fol-
lowing, we give an overview of how we overcome the above
challenges.
Problem Formulation:
BATCH optimizes system cost by solving the following:

minimize Cost

subject to Pi ≤ SLO,
(2)

where Cost, given by Eq. (1), is the price that the system
charges to process the incoming requests and Pi is the ith-
percentile latency that must be shorter than the user-defined
SLO. BATCH can minimize the request latency by solving:

minimize Pi

subject to Cost≤ Budget,
(3)

where Budget is the maximum price for serving a single
request. These optimization problems allow minimizing either
latency or cost (at the expense of the other measure, which
must comply with the given target). The optimization in Eqs.
(2) and (3) are solved via exhaustive search within a space
that is quickly built by the analytical model (see Section V).
Analytical Model:
In order to determine the optimal system configuration, (i.e.,
the memory size, the maximum batch size B, and the timeout
T ) BATCH first evaluates the distribution of jobs in the Buffer
by observing the arrival process. The probability that a batch
of size k is processed by the serverless function is equal to the
probability that k ≤ B requests are into the buffer by time T .
In the following, we show how the prediction model operates
with different arrival processes.
Poisson arrival process. We start with the simplest case where
the arrival process is a Poisson distribution with rate λ and it
is represented by the following B×B matrix:

QQQ =


−λ λ

. . . . . .
−λ λ

0

 . (4)

The state space of the buffer is represented by the continuous
time Markov chain (CTMC) shown in Fig. 6. Since the timeout
starts when the first request arrives at the buffer, each state i of
the CTMC represents the buffer with i+1 requests. No more
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Fig. 6: Buffer state space for a Poisson arrival process.

than B−1 requests are collected into the buffer. To determine
the probability that k requests besides the first one arrive into
the buffer by the timeout T , πk(T ), we solve the equation [51]:

πππ(T ) = πππ(0)eQQQT (5)

where πππ(T ) = (π0(T ),π1(T ), . . . ,πk(T ), . . . ,πB−1(T )) is the
batch size distribution, πππ(0) = (1,0,0, . . . ,0) is the initial state
probability vector, and eQQQT is the matrix exponential:

eQQQT =
∞

∑
i=0

QQQi · T
i

i!
. (6)

Solving Eq. (5), we obtain:

πππ(T ) =

{
(λT )k

k! e−λT 0≤ k < B−1
1−∑

B−1
i=0 πi(T ) k = B−1.

(7)

The probability that a request is processed in a batch of size
k+1 at the end of the timeout, ρk+1(T ), is computed as:

ρk(T ) =
(k+1)·πk(T )

∑
B−1
i=0 (i+1)·πi(T )

, (8)

where πk(T ) is weighted by the number of requests in the
batch and normalized such that 0≤ ρk(T )≤ 1. When the batch
service time is deterministic as it is common in serving [45],
the CDF of the latency FR(t) = P(R≤ t), can be computed as:

FR(t) =


0 t < S1 +T 1
t−Sk

T ·ρk +∑
k−1
i=1 ρi Sk < t < Sk +T,k < B 2

t−SB
τ
·ρB +∑

B−1
i=1 ρi SB < t < SB + τ,k = B 3

∑
k
i=1 ρi Sk +T ≤ t ≤ Sk+1 4

1 t > SB + τ 5

(9)

where Sk is the the service time of a batch of size k.
Specifically for each of the above cases:

1 If B > 1, the minimum request latency is S1 +T since a
request served in a batch with size k = 1 must wait all
the timeout before being processed with time S1.

2 If the batch size k is smaller than B, then the request
latency t is between Sk and Sk +T . In this time interval,
we assume that the timeout (to be added to the processing
time Sk) is uniformly distributed (between 0 and T ). If
T � Sk+1− Sk, the above assumption (uniform distribu-
tion) may lead to model inaccuracies.

3 If B−1 requests are collected besides the first one, then
the batch reaches the maximum allowed size and it is
immediately sent to the serverless platform (i.e., without
waiting for the timeout expiration). The time, τ < T , to
collect B−1 requests with a Poisson arrival process is:

τ = (B−1)/λ . (10)

4 If T < Sk+1− Sk, where 1 ≤ k < B, the request latency
cannot be in the interval (Sk + T,Sk+1). If a request is

0,1 1,1 2,1 B-1,1

λ1 λ1 λ1

0,2 1,2 2,2 B-1,2

λ2 λ2 λ2 λ2

λ1

!2 !2 !2 !2!1 !1 !1 !1

Fig. 7: Buffer state space for a MMPP(2) arrival process.

included in a batch of size k, it is processed in a time
shorter than Sk +T time units, while it takes at least Sk+1
time units if it is included in a batch of size k+ 1. For
this reason, the CDF in this time interval is flat.

5 Since the larger the batch the longer the service time, and
the maximum batch size is B, all requests are served in
a time shorter than SB + τ .

Eq. (9) accounts for the maximum batch size (B) and timeout
(T ) and is used by BATCH to model the request latency CDF.
Recall that the memory affects the batch service time (Sk) as
described in Section III-A.
MMPP(2) arrival process. A Markov-modulated Poisson
Process (MMPP) [52] may be used to capture burstiness. A
MMPP generates correlated samples by alternating among m
Poisson processes, each one with rate λi for 1≤ i≤m [53]. A
MMPP(1) is a Poisson process with rate λ1. MMPPs have two
types of events: observed and hidden events [54]. The former
determines the generation of a request with rate λi, the latter
makes the MMPP change its phase with rate ωi. A MMPP(2),
is characterized by two phases (e.g., a quiet and a high-
intensity), where it stays for exponentially distributed periods
with mean rates ω1 and ω2, respectively [55]. A MMPP(2) is
defined by the 2B×2B matrix:

QQQ =


DDD000 DDD111

. . . . . .
DDD000 DDD111

000

 , (11)

where:

DDD000 =

[
−(λ1 +ω1) ω1

ω2 −(λ2 +ω2)

]
,

DDD111 =

[
λ1 0
0 λ2

]
, and 000 =

[
0 0
0 0

]
,

(12)

and its CTMC is shown in Fig. 7, where each state (i, j) de-
scribes the system when there are i+1 requests into the buffer
and the arrival process is in phase j (since this is a MMPP(2),
j values are 1 or 2 only). The request latency distribution is
derived as for the Poisson arrival process with modifications.
Differently from the Poisson case, the MMPP(2) process may
be in any of its phases (i.e., 1 or 2) when the first request of
each batch arrives to the buffer. Hence, the initial state, πππ(0),
in Eq. (5) must be replaced in the case of a MMPP(2) process.
To derive the probability that the arrival process is in phase
m= {1,2} when the first request of a batch arrives to the buffer
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Fig. 8: Buffer state space of a MAP(2) arrival process.

we proceed as follows. First, we derive the average number
of requests generated during each phase, evm = λm/ωm, as the
product of the request arrival rate, λm, and the average duration
of each phase, 1/ωm. Then, we compute the average number
of times that the buffer is in state (0,m) when the first request
of a batch arrives. Knowing that evm is the number of requests
generated during phase m, we divide it by the expected batch
size:

αm =
evm

min(B,λm ·T +1)
. (13)

The initial state, πππ(0), to be used in Eq. (5) in the MMPP(2)
case, is computed as:

πππ(0) =
(

α1

α1 +α2
,

α2

α1 +α2

)
. (14)

With a MMPP(2) arrival process, also the required time, τ , to
collect B− 1 requests besides the first one (i.e., the time to
reach the maximum batch size) is different from the Poisson
case since it depends on the arrival process. Hence, Eq. (10)
in case 3 of the proposed model, i.e., Eq. (9), needs to be
replaced by:

τ = (B−1) · ω1 +ω2

λ1 ·ω2 +λ2 ·ω1
. (15)

MAP(2) arrival process. MAPs are flexible non-renewal
stochastic processes that can model general distributions and
are commonly used to describe correlated and bursty events
[50, 56–59]. MAPs are a generalization of MMPPs [52] that
allows changing a phase also during observed events. A two-
phase MAP is defined by the matrix in Eq. (11), where:

DDD000 =

[
−(λ1 +λ12 +ω1) ω1

ω2 −(λ2 +λ21 +ω2)

]
and DDD111 =

[
λ1 λ12
λ21 λ2

]
,

(16)

and the state space of the buffer is represented by the CTMC
in Fig. 8. A MAP(2) is defined by four parameters (i.e.,
mean, square coefficient of variation, skewness, and lag-1
autocorrelation) and can easily fit bursty traces [60]. The
request latency distribution with a MAP(2) arrival process is
computed with the exact same steps as for the MMPP(2) case.

V. PROTOTYPE IMPLEMENTATION

We prototype BATCH atop AWS Lambda and discuss the
implementation choices for its key components in this section.

Serving package development and deployment. We de-
velop the serving package according to the guidelines provided

by AWS [61]. The serving package is implemented using two
widely used ML frameworks, Tensorflow [26] and MXNet
Model Server [62]. A function is created using the cre-
ate function method from the boto3 library [63] for deploying
the package. We minimize the invocation delay by 2× through
persisting the model graphs in memory.

Serverless Inference. Once the function is created and the
package is deployed, the framework is ready for serving. The
serving function takes incoming requests (e.g., images) as
inputs in the form of a list, each item on the list represents a
request. As soon as the function is invoked, the list of requests
are transformed into a batch by the serving function and the
batched requests are processed through the ML model for
inference. For each request, typically the top inferred value
is returned from the model and sent back to the end users.

Profiler. The most time consuming task of the Profiler is
measuring the service time of the ML application under differ-
ent system configurations (i.e., memory size, batch size, and
timeout). To reduce the profiling time, the Profiler measures
the workload service time under only a few different system
configurations and estimates service times of the remaining
ones through regression. We prototype the Profiler atop of
AWS CloudWatch [64]. Since this is an offline phase and
the profiler requires little computational power, it can be
collocated with the Buffer and Performance optimizer.

Buffer. The buffer module uses a proxy server to collect
incoming requests to form a batch. The proxy server requires
little computational power and can be deployed on a cheap
burstable instance (e.g., t2.nano [65], less than 0.14 $/day)
along with the Profiler. Alternatively, the buffer can be im-
plemented using the streaming service offered by AWS (e.g.,
Amazon Kinesis [66]) but at the premium charged by AWS.

Performance optimizer. The performance optimizer imple-
ments the model described in Section IV to determine the best
system configuration based on the actual workload intensity.
The analytical model can be collocated with the Profiler and
Buffer. It quickly builds the state space of all considered con-
figuration options and selects the optimal system configuration
in less than 10 seconds. Figure 9 shows the CPU and memory
usage of an AWS t2.nano instance ($0.14/day) hosting BATCH
components. The maximum memory utilization is less than
200 MB (over 512 MB available for a t2.nano instance). Since
the optimizer runs every hour and takes less than 10 seconds
to find an optimal solution, CPU utilization is negligible. The
computation time of BATCH depends only on the number of
explored configurations and is not affected by the intensity of
the arrival process since the state space is finite.

VI. RESULTS

Here, we evaluate the accuracy of the multivariable polyno-
mial model for the estimation of the batch service time (see
Section III-A). BATCH is validated experimentally on AWS
Lambda and compared to other available strategies.

A. Experimental Setup

We evaluate BATCH with two ML Serving Frameworks:
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Fig. 10: Intensity of arrival processes used to evaluate BATCH.

• TensorFlow [26] is a widely adopted ML framework which
supports a wide range of ML applications such as image
classification, speech recognition, and more. We are unable
to use the TensorFlow serving due to package size limita-
tions (250 MB) imposed by AWS Lambda. We implement
our own serving system based on TensorFlow.

• MXNet Model Server [62] is a popular ML framework that
supports a wide range of ML applications. MXNet does
not inherently support dynamic batch size for inference. We
extend MXNet for dynamic batching.

ML Applications. We use popular computer vision ML
models with serving requests extracted from the ImageNet-
22K dataset [67] (image resolution: 224 ×224×3):
• MoBiNet [68] is a Mobile Binary Network for lightweight

image classification.
• ResNet-18 and ResNet-50 [69] are medium size models with

residual functions (18 and 50 layers, repsectively).
• Inception-v4 [70] is a large deep convolutional neural net-

work (48 layers) with tens of millions of parameters.
• ResNet-v2 [70] is a deep convolutional neural networks (162

layers) with hundreds of millions of parameters.
Workload. BATCH is evaluated with MMPP arrivals (i.e., two
synthetic arrival processes) and real arrival traces from NYS
Thruway [29] and Twitter [30]. Figs. 10(a) and 10(b) depict the
arrival intensities of MMPPs and real traces, respectively. To
highlight the capability of BATCH to handle heavy traffic, the
arrival rate observed in [29] (i.e., between 0 and 12 reqs/sec) is
increased by 15 times. This is motivated by the arrival intensity
observed from Microsoft production traces [19], where the
arrival rate to a single front-end server may vary from 0 to 50
reqs/sec (Figure 6 in [19]). Since the ML platform proposed
in [19] is made of multiple front-end servers, it is reasonable

to assume that the arrival intensity of real MLaaS clusters is
similar to (or larger than) the one used in this paper. Twitter
traces are not scaled and are used without any modification.
Static Choices. The performance of BATCH is compared
with Vanilla Lambda, the state-of-the-practice tool SageMaker
[31], and the state-of-the-art approach MArk [16]. Vanilla
Lambda does not implement batching and only the memory
size may be tuned. We consider two strategies to select the
memory size: 1) maximum value (i.e., 3 GB, if application
requirements are not known) or 2) cherry pick the value that
allows minimizing the cost (this strategy requires to profile the
application). The experiments on SageMaker are conducted
on c5.4xlarge instances with auto-scaling enabled following
the AWS guidelines [71]. To accommodate the expected
traffic without resource over provisioning auto-scaling must
be configured manually. We deploy MArk on CPU instances
(c5.4xlarge) that, as suggested in [16], are more cost-effective
than GPU instances.

B. Service Time Model: Is it Truly Deterministic?

We first confirm the deterministic service time assumption.
Fig. 11 shows that the batch service time of image recognition
applications can be approximated with a deterministic process
since the empirical coefficient of variation (CV) is always
smaller than 0.1 (the deterministic distribution has CV=0).

To determine the mean of the service time distribution
with as few experiments as possible for the various mem-
ory/batch size configurations, BATCH uses a multivariable
regression model that is trained with a few configurations (in
our experiments, less than 3%). Results show that BATCH
can reduce the profiling time by more than 97% compared to
exhaustively profiling all system configurations. The accuracy
of the regression model is validated against configurations that
are not used for training. The mean absolute percentage error
is always less than 2%.

C. Validation of the Analytical Model

In the heart of BATCH lies the analytical model. Because
the target of BATCH is to predict SLOs, essentially tail
latencies, it is important to evaluate its accuracy regarding how
well it can predict the probability distribution of latencies.

Arrivals Driven by MMPP(2). We evaluate model
accuracy and robustness on AWS Lambda using different appli-
cations (i.e., MoBiNet, ResNet-v2, and ResNet-18), workload
arrival patterns, maximum batch sizes (i.e., 15 and 20), time-
outs (i.e., 10, 100, and 1000 ms), and memory sizes (i.e., 1536
and 3008 MB). A large maximum batch size and different
timeouts allow testing the model accuracy with different batch
buffer sizes. The actual batch size is also controlled by the
timeout value. The arrival process for the above experiments
is driven by traces generated from the two MMPP(2) processes
described in Section VI-A, results are shown in Fig. 12. Model
predictions with different system/workload configurations are
remarkably close to the AWS measurements with an error
consistently less than 9%. The analytical model remains ac-
curate regardless of the application, the arrival process, and
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Fig. 11: Coefficient of variation (CV) of service time for
various memory/batch size configurations.

the memory size. In the interest of space, similar results for
different system configurations are omitted.

Arrivals Driven by Real Traces. The accuracy of the
prediction model is also evaluated using real traces from the
NYS Thruway and Twitter. Note that in this experiment we
assume that we know the arrival process a priori. Since
the analytic model needs to admit an input for the arrival
process in a MAP(2) form, we first fit the trace data using
the KPC-Toolbox [42,72] that is publicly available. The MAP
returned by the KPC-Toolbox is passed to the prediction
model to forecast the request latency CDF. Fig. 13 depicts
predicted and observed latency CDFs for NYS Thruway and
Twitter traces. The effectiveness of the analytic model is again
remarkably accurate: independently of the considered system
configuration, the error is consistently smaller than 8%.

To the best of our knowledge this is the first analytical
model that can capture accurately the shape of the latency
distribution in the presence of bursty arrivals and deterministic
service times.

D. Optimizing Cost or Latency

For these experiments we use the May 25, 2017 trace
from Twitter [30] and the October 11, 2018 trace from NYS
Thruway [29] and focus on the two optimization problems
given in Eqs. (2) and (3). Here, the arrival process is not
known a priori. To determine the arrival process to pass to
BATCH for prediction, we monitor incoming requests with a
1-hour long (sliding) window and find the best fitting MAP

using the KPC-toolbox [42]. When BATCH is deployed on a
t2.nano instance, the minimum size of the sliding window is
smaller than 10 seconds (i.e., the time to derive the optimal
configuration, see Section V). Deploying BATCH on a more
powerful instance decreases the computation time and the
minimum size of the sliding window.

Cost Minimization and Latency SLOs: BATCH is
tested with ResNet-v2 and ResNet-50 to minimize cost, while
complying with the SLO defined on the 95th percentile latency,
i.e., using Eq. (2). Results are shown in Fig. 14 for NYS
Thruway (columns 1 and 2) and Twitter (columns 3 and 4).
The first row of Fig. 14 shows the 95th percentile latency of
different approaches normalized over the SLO (black line).
BATCH is the only approach that always keeps the latency
close to the SLO target without violating it, independently
of the load and ML application. The second row depicts the
complementary CDF (CCDF) of latencies (normalized over
the SLO and note the log scale of the y-axis). Here, we opted
for showing the CCDF to better illustrate the performance
of tail latencies. The vertical solid line is the SLO and
the horizontal dashed line is the 95th percentile. The third
row shows the monetary cost of each approach. Values are
normalized over the cost of Vanilla Lambda (with maximum
memory). BATCH always minimizes cost. For ResNet-50
(columns 2 and 4), BATCH and Vanilla Lambda (cherry pick)
achieve similar cost. This is due to a strict SLO that reduces
the batching capability of BATCH since the request latency
increases with the batch size. When BATCH can fully exploit
batching (columns 1 and 3), it provides the smallest cost.
SageMaker achieves the lowest 95th percentile latency and low
cost when serving the Twitter load with ResNet-v2 (column 3).
Differently from BATCH that automatically selects the optimal
system configuration, SageMaker requires a long time to be
manually configured. Note that we fine-tuned SageMaker here
to optimize its performance.

Fig. 15 depicts the parameters selected by BATCH for
the NYS Thruway trace with ResNet-v2 (column 1 in Fig.
14). It shows how BATCH dynamically changes the effective
batch size, timeout, and memory to minimize the cost while
complying with the given SLO. Cost minimization is enabled
by the correct setting of the maximum batch size and timeout
(the effective batch size varies from 6 to 13) and dynamic
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Fig. 12: Request latency distribution driven with arrivals generated by MMPP(2) processes.
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memory allocation.

We compare BATCH to MArk [16] using the MMPP(2)1
arrival process. In this case, the SLO is defined on the 99th
percentile of latency. Figs. 16(a) and 16(b) show the 99th
percentile of latency and the latency CCDFs, respetively. All
results are normalized over the SLO. Although the monetary
cost of using either BATCH or MArk is similar (Fig. 16(c),
costs are normalized over the cost of MArk), BATCH always
meets the latency objective, even when sudden workload
surges are observed, thanks to the autoscaling property of
serverless. MArk routes requests to serverless only when it
detects workload variations; if the surge detection takes too

long, resource scaling is not optimal and latency repeatedly
violates SLO due to the time overhead of slow detection.

Latency on a Budget: BATCH can be used to control
the application latency while complying with the available
budget (cost), i.e., using Eq. (3). Results are shown in Fig.
17 for ResNet-v2 and Inception-v4, when the arrival process
is driven by NYS Thruway traces (columns 1 and 2) or
Twitter ones (columns 3 and 4). The first row depicts the
95th percentile latency of each approach normalized over
the one of Vanilla Lambda (with maximum memory), while
the second row shows the cost of each approach normalized
over the budget constraint (horizontal line). BATCH always
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complies with the available budget. This comes with the trade-
off of a generally longer request latency comparing to other
configurations. SageMaker’s latency may be much longer than
the one of BATCH, see Fig. 17(b), due to the time required to
turn on new EC2 instances to serve incoming requests. These
results illustrate the ability of BATCH to keep latency low
without budget overspending.

We emphasize that BATCH seamlessly adjusts the environ-
ment parameterization while effectively coping with workload
burstiness, service characteristics, and optimization targets.

E. Discussion

GPU accelerators. Past work shows that inference latency
on serverless platforms may be longer than expected when
the ML model is deployed on IaaS [12, 16, 18].Differently
from IaaS, serverless computing does not allow processing
requests using GPUs. Since serverless computing is new [73]
and since by 2021 its market size is estimated to grow by
310% comparing to 2016 [74], it is reasonable to assume that
cloud providers will invest more resources to this technology.
BATCH is easily adaptable because it only needs to re-train the
regression model used by the profiler to estimate the service
time of the application, the analytic model of Section IV can
be adopted without any modification.
Cold start in serverless. Latency overhead when starting
serverless functions is generally observed and it is called
cold start [75, 76]. In AWS Lambda, cold start is observable

especially when the time between two request arrivals (i.e., the
function inactivity) is longer than 40 minutes [77]. Since the
real traces considered here do not have such long inter-arrival
times, cold start does not affect performance and is therefore
not investigated. Solutions exist to reduce the overhead of
cold start [78–80]. AWS has recently introduced provisioned
concurrency [75] to keep functions ready to serve requests.

VII. RELATED WORK

Ishakian et al. [12] investigate the suitability of serverless
computing for deep learning models. Systems for ML training
(but not for ML inference) on serverless platforms include
[11, 13] Zhang et al. [16] propose MArk, a serving system
for ML inference that combines IaaS and serverless to de-
crease cost while meeting SLOs. Since serverless computing is
used only when workload variations are detected, unexpected
workload surges result in longer latency tails. BARISTA [18]
is a framework for horizontal and vertical scaling for ML
services with bursty workloads but is not evaluated on a public
serverless platform. Gujarati et al. [19] propose Swayam, an
autoscaling framework deployed atop Microsoft Azure, that
proactively allocates resources to increase resource efficiency
of ML inference services, while complying with SLOs. Pro-
visioning cost is not relevant for Swayam since it deploys
models in private MLaaS clusters.

Dynamic batching for improving ML inference performance
is used by Clipper [21]. Clipper is not suitable for the server-
less paradigm because it uses an exhaustive profiling strategy
(i.e., additive-increase-multiplicative-decrease scheme) to find
a good batch size. While this may be suitable for an IaaS
environment under a relatively stable arrival workload, it
requires too much profiling for serverless if the workload is
highly dynamic (the additional dimension of added memory
size adds to the profiling complexity). Moreover, Clipper is
SLO-oblivious due to its reactive design while BATCH acts
proactively to offer SLO guarantees.

Dynamic batching is also adopted by Stout [81] and Grand-
SLAm [82]. The former implements dynamic batching for
increasing the throughput of cloud storage application. Stout
only considers average performance values (not percentiles)
and the batch parameter cannot be tuned to comply with
user-defined SLOs. GrandSLAm uses dynamic batching for
processing microservice requests and increases the system
throughput while complying with SLOs. Differently from
BATCH, GrandSLAm accounts only for synthetic Poisson
workloads, and not generic or bursty ones. The authors of [83]
use a multi-formalism model to perform a capacity planning
analysis of a system where dynamic batching is used for
transmitting sampled data through a radio channel. In this
case, no analytical solution is provided. AWS Batch [84]
automatically provides the system with the optimal number
of resources based on its workload, but it does not support
serverless computing yet. BATCH is the first framework to
implement ML batching on serverless platforms on the public
cloud.
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Fig. 17: Latency minimization for NYS Thruway (columns 1 and 2) and Twitter (columns 3 and 4) traces with budget SLO. The
first row shows the 95th percentile latency over 24 hours and the second row shows the cost. Latency and cost are normalized
(simple ratio) over the latency of Vanilla Lambda (max Mem.) and the SLO, respectively.

VIII. CONCLUDING REMARKS

We introduce BATCH, a novel framework for optimiz-
ing ML serving on serverless platforms. BATCH uses a
lightweight profiling strategy and an analytical model to
identify the best parameter configuration (i.e., memory size,
batch size, and timeout) to improve the system performance
while meeting user-defined SLOs. The efficiency of BATCH is
evaluated using real traces and comparing its performance with
other available strategies (e.g., AWS SageMaker). We show
that BATCH decreases the cost of maintaining the system by
50% and can minimize the system performance while meeting
the budget independently of the arrival intensity. Future work-
ing includes extending BATCH to support different service
time distributions and adopting optimization algorithms that
are faster than the exhaustive search used here to support co-
optimization of latency and cost.
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