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The popularity of intelligent transportation system (ITS) applications urges the development of vehicle 
positioning system that satisfies the availability, precision and accuracy requirements. Lane level (the 
exact lane on the road) positioning or even in-lane level (the exact location within the lane) positioning 
are expected in all driving environments at all times. In addition to the existing vehicle positioning 
technologies, such as Global Positioning System (GPS), terrestrial radio (e.g., cell phone, AM, FM and 
digital TV) and feature-based sensors (e.g., vision, LiDAR and RADAR), we propose a complementary 
vehicle positioning system based on ubiquitous retroreflective transportation infrastructures. Low-cost 
photodiodes are mounted on the headlights to sense the retroreflected optical signals from on-road 
safety device, such as raised pavement marker (RPM). A liquid crystal display (LCD) shutter is installed on 
the RPM to distinguish the retroreflected light signals from different RPMs and from the environmental 
reflection. By sensing the angle-of-arrival of the retroreflected light beam from the RPMs (i.e., landmarks), 
the vehicle realizes lane level positioning based on triangulation. Advanced positioning solution is 
proposed by integrating dead reckoning and Kalman filter to advance the lane level positioning to in-
lane level positioning. Extensive experimental results reveal that the proposed vehicle positioning system 
achieves sub-meter level location accuracy.

© 2020 Elsevier Inc. All rights reserved.

Th
1. Introduction

The advancement of intelligent transportation system (ITS) ap-
plications, such as lane change warning, optimal lane selection, 
or even autonomous driving, requires more precise position infor-
mation than that provided by low-cost Global Positioning System 
(GPS). Although the current in-vehicle navigation systems provide 
the drivers with reliable guidance to travel from one location to 
another in the simple form of a line and the traveling direction, 
they lack the details related to lane level positioning (which lane 
on the road) and even in-lane level positioning (where in the 
lane). Combining the lane level information with the communi-
cation among connected vehicles, the real-time optimal traveling 
lane can be determined even in dense traffic. Also, the appropriate 
line for exiting can be selected earlier which minimizes the risk of 
the last-second lane changes, especially in busy expressways.
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GPS [1–4], terrestrial radio [5–7] and feature-based sensors 
[8,9] have been investigated in many earlier works to pursue a 
low-cost, robust, highly-accurate and highly-available vehicle po-
sitioning system. However, GPS and terrestrial radio approaches 
either endure high location error especially in urban areas or 
require expensive additional infrastructure deployments. Feature-
based sensors achieve high location accuracy with the constraints 
of high power consumption, high processing latency and limited 
range. In addition to all of the existing approaches, we propose 
a low-cost, low-delay, highly-accurate and highly-secure vehicle 
positioning system by utilizing the ubiquitous retroreflective trans-
portation infrastructures as landmarks (Fig. 1).

Recent progress on retroreflecter-based visible light commu-
nication (VLC) [10,11] elucidates the great potential of applying 
retroreflective on-road safety devices to intelligent vehicle posi-
tioning system. Different from mirror reflection, retroreflection re-
flects the light back to its source with minimal scattering, which 
ensures the alignment between the light source and the retrore-
flector. The proposed system works similarly to an RFID system. In 
particular, the reader (i.e., a transceiver) is a VLC enabled illumi-
nating device equipped with the photosensor (e.g., photodiode) as 
the receiver. A micro control unit (MCU)-controlled liquid crystal 
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Fig. 1. Lane level positioning based on retroreflective transportation infrastructures.

Fig. 2. Block diagram for the proposed positioning method.

display (LCD) shutter and a retroreflective device (e.g., corner-cube, 
sheet, spray, etc) constitute the tag, which receives the downlink 
information from the reader and piggybacks the dynamic informa-
tion of interest (e.g., coordinates and identification) on the uplink 
through modulating the reflected light beam with the LCD shut-
ter atop the retroreflective surface. The LCD shutters also allow the 
retroreflected optical signals to be distinguished from the reflection 
of other on-road objects and from different RPMs. The proposed 
positioning system consists of two readers and multiple tags. The 
two readers are the left and the right headlights equipped with 
photodiodes on each headlight as the receiver. The tags are consti-
tuted by the on-road safety devices (e.g., raised pavement mark-
ers (RPMs), traffic signs and license plates, etc.) and the MCU-
controlled LCD shutters. Therefore, the vehicles, the infrastructure, 
the policemen and the roadways are already equipped with the 
basic devices needed in the intelligent vehicle positioning system. 
In addition to vehicle positioning, the proposed system can also 
be utilized to enable other ITS applications (Sec. 3). In this paper, 
we focus on the discussion about utilizing the proposed system for 
vehicle positioning.

As shown in Fig. 2, upon sensing the retroreflected optical sig-
nals from the RPMs, the proposed positioning system performs 
angle-of-arrival (AoA) estimation (Sec. 4.1) to extract the inci-
dence angle of the retroreflected light beam. Based on the esti-
mated AoAs, triangulation based positioning approach is adopted 
(Sec. 4.2) to achieve lane level positioning. To further enhance the 
location accuracy, two approaches - ideal dead reckoning (Sec. 5.2) 
and Kalman filter (Sec. 5.3) are integrated individually by tak-
ing into account the traveled distance from a reference location 
to realize in-lane level positioning. Extensive experimental results 
(Sec. 7) indicate sub-meter level location error.

The proposed vehicle positioning system enjoys many superior 
features. In addition to the low deployment cost [10], the sys-
tem operates in a directed and reactive manner, which minimizes 
the eavesdropping range of man-in-the-middle or jamming attacks. 
Also the system receives information in line rate by avoiding any 
delay incurred by image processing. The capability of dynamic in-
formation delivering from the tags to the readers makes the joint 
vehicle positioning and infrastructure-to-vehicle (I2V) communica-
tion pervasively available.

Our major contributions are summarized as follows:

The Trial Version
• We propose a new lane level vehicle positioning approach 
by utilizing ubiquitous retroreflective transportation infrastruc-
tures, such as raised pavement markers, as landmarks.

• Based on the observation of the distribution of location error, 
we advance the lane level positioning to the in-lane level po-
sitioning by integrating dead reckoning and Kalman filter.

• We experimentally evaluate the 2D location accuracy, horizon-
tal and vertical location errors, and the average trajectory of 
the lane level and the in-lane level positioning methods. The 
results reveal that the location error of lane level positioning 
method is dominant in vertical direction and in-lane level po-
sitioning method achieves sub-meter level location accuracy 
with median location error at 0.2 meters.

2. Related work

Global positioning system Based on satellites continuously trans-
mitting data about their current time and position, the Global 
Positioning System (GPS) receiver determines its location accord-
ing to its own synchronized clock [1]. The location error of a 
traditional GPS-enabled smartphone is typically 4.9 meters [12]. 
When using GPS receivers in street canyons with tall buildings, 
the shadowing and multipath effects may contribute to poor GPS 
signal reception [3]. Differential Global Positioning System (DGPS) 
[4] enhances the location accuracy of traditional GPS to centimeter 
level in case of the best implementations by utilizing fixed ground-
based reference stations to broadcast the difference between the 
positions indicated by the GPS satellite system and known fixed 
positions. The DGPS receivers, which receive the difference from 
the ground-based reference stations, correct their positions by the 
same amount. DGPS relies on additional deployment of reference 
stations that are not commonly available. Exclusively relying on 
GPS is inadequate to meet the requirements of the emerging ITS 
applications due to the blockage of obstacles. Our proposed sys-
tem enables accurate vehicle positioning pervasively to support 
lane level or even in-lane level positioning in the situations where 
GPS signal is insufficient.

Terrestrial radio Pseudolites [5], contraction of “Pseudo-Satellite”, 
are small transceivers deployed on the ground to perform the sim-
ilar functions of GPS. As ground-based GPS alternatives, Pseudolites 
work as complementary local positioning system for the places 
where the GPS signals are blocked, jammed or simply not available. 
Such radio-based local positioning system still suffers the blockage 
and multipath problems like GPS, especially in urban canyon. Cell 
phone localization [6] is an alternative method to supplement the 
in-car navigation system. Based on measuring the received signals 
from the closest base stations, the cell phone estimates the dis-
tances between itself and the nearby base stations. Received signal 
power, time of arrival and time difference of arrival are typical ap-
proaches to evaluate the distances. Multilateration or triangulation 
is utilized to determine the location of the cell phone. The loca-
tion accuracy of cell phone localization is generally less than that 
of GPS. In urban areas where the density of base stations is suffi-
ciently high, the cell phone determines its location more precisely 
than in rural areas. AM, FM and digital TV radio signals have bet-
ter received power levels than that of GPS in urban areas and are 
capable of penetrating through buildings. However, the location 
accuracy [7] is still at meter level which is inadequate to sup-
port lane level positioning. According to the experimental results 
(Sec. 7), our proposed system achieves sub-meter level location 
accuracy by relying on the ubiquitously deployed on-road safety 
devices.

Feature-based sensors LiDAR [8] as an emerged 3D scanning tech-
nology, measures the distance to an object by sending pulsed laser 
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Fig. 3. Curve speed warning.

and sensing the reflected pulses. LiDAR provides full 360 degree 
environmental view for use in autonomous vehicles. However, Li-
DAR is only capable of sensing the profiles of the targets rather 
than generating a colorful image like camera does, which indicates 
that LiDAR can only detect the lateral distance to the curb rather 
than the lateral offset from the central line of a lane. In addition to 
the high expense issue of LiDAR devices, one potential problem is 
that the physically spinning mirror has to endure the bumps and 
acceleration of everyday driving. Another fact that one cannot en-
tirely discount is that the physical form of the LiDAR unavoidably 
affects the beautiful appearance of the car. Camera-based vehicle 
sensing technology [9] is similar to LiDAR, taking into account the 
difference in terms of sensing capability. Even though camera is 
able to capture more information (e.g., color) than LiDAR, such as 
the dash and solid lines between the lanes, the image processing 
latency [9] and the limited range cause problems in delay sensi-
tive applications such as emergency brake warning. Our proposed 
system reuses the existing transportation infrastructures which re-
duces the deployment cost and also incurs much less latency than 
image processing.

Infrastructural support Some earlier literature also considered uti-
lizing the on-road infrastructures to pave the way for intelligent 
transportation systems. In [13], a wireless sensor package has been 
developed to instrument roadways. The sensor package counts 
passing vehicles, measures the average speed of the vehicles, and 
detects weather conditions such as ice and water on the road. In-
formation collected by the clusters of sensors can be forwarded in 
near real-time to wired base stations. The control unit can utilize 
the information for use controlling, predicting traffic, and clearing 
road hazards. [14] reuses the already-installed cat’s eyes which are 
placed along the road on both sides of a highway and simply re-
places the existing nodes with the smart nodes. Sensors are placed 
inside the cat’s eyes to form a network. In the network, each node 
can disseminate the information (e.g., occurrence and location at a 
particular timing) about each vehicle to the other nodes.

3. Use cases

The proposed system that utilizes retroreflective on-road safety 
devices can assist in different applications of ITS related to safety, 
energy-saving, and positioning. Here we discuss some typical ap-
plication scenarios.

Curve speed warning based on real-time road surface conditions Vehi-
cles entering the curves with excessive speed may lead to lane 
departure, collision or loss of vehicle control, which may result 
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Fig. 4. Platooning and speed advising.

in injury or death. Static curve speeding warning only consid-
ers the road geometry and may advise insufficient reduced speed 
limit. Taking into account the real-time road surface conditions, the 
drivers need to be notified in advanced of a curve if the speed is 
above the safe limit. In Fig. 3, although the road sign has a speed 
limit of 45 mph based on the curve geometry, in a rainy day, the 
wet road surface may have lower sliding coefficients of friction, 
which indicates that the safe speed limit should be lower than 30 
mph. The vehicle negotiates with RPMs (i.e., also the landmarks 
when they are utilized for vehicle positioning) in advance of the 
curve to determine the appropriate speed based on road surface 
parameter. The application of curve speed warning has the po-
tential to jointly perform speed detection and speed warning in 
a real-time manner along the traveling path.

Energy-saving and eco-friendly applications In Fig. 4, by connect-
ing the vehicles driving in the same lane through the retrore-
flective connectivity between the headlight and the license plate, 
the concept of platooning can be realized. The distance estimation 
between vehicles enabled by platooning also assists in the vehi-
cle positioning in the global frame of reference. Grouping vehicles 
in to platoon reduces the times of stop-and-go and consequently 
minimizes the fuel consumption and the greenhouse gas emission. 
Compared to RF-based approaches, security vulnerabilities under 
various attacks from adversaries is alleviated by exploiting the di-
rectivity and impermeability of light. Also taking advantage of the 
knowledge about the timing of traffic signals, the dynamic in-
formation piggybacked by the landmarks (i.e., RPMs) are able to 
advise the optimal speed of the vehicles in order to make fewer 
stops.

4. From AoA sensing to lane level positioning

AoA and triangulation based positioning methods have been 
studied both in RF systems [15] and line-of-sight (LOS) based VLC 
systems [16,17]. However, sensing the AoA of a retroreflective link 
requires additional analysis of the channel characteristics. In this 
section, we apply the PD-based AoA sensing technique [17] to a 
retrorefletive link and discuss the adoption of AoA sensing in our 
proposed vehicle positioning system.

4.1. AoA sensing principles

Pulsar [17] proposes a sparse photogrammetry approach by uti-
lizing a “single-pixel” PDs to circumvent the limitations of the 
camera-based traditional photogrammetry such as limited range, 
high processing latency and high power consumption. The main 
idea is to use two physically co-located PDs with different field-
of-views (FOVs) to form the receiver. The ratio of two received 
signals strength (RSSs) can be uniquely mapped to the incidence 
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Fig. 5. AoA-based positioning utilizes two RPMs as landmarks.

angle of the light beam from an approximated point light source. 
The reason behind the unique mapping is that the two links have 
the same transmitter and channel gains while the only difference 
is the receiver gain. Assume we have two PDs with different FOVs 
placed on one of the vehicle’s headlights, the RSSs of both PDs 
from one RPM can be represented by

R S S1 = Pt At(θ1)α(2r1)R(θ1)Ar1(θ1)

R S S2 = Pt At(θ2)α(2r2)R(θ2)Ar2(θ2)

where Pt is the amount of the emitted optical power that can 
be retroreflected back to the PD, At(θ) is the irradiance angular 
response at irradiance angle θ , α(2r) is the propagation loss at 
distance r since the light propagates from the headlight to the 
RPM and then back to the PD on the headlight, R(θ) is the at-
tenuation caused by the retroreflection, and Ari(θ) is the incidence 
angular response of the i-th PD at incidence angle θ . Note that 
due to retroreflectivity, the value of the irradiance angle is the 
same as that of the incidence angle. Since the two PDs are phys-
ically co-located with negligible separation compared with r, we 
can safely assume θ1 = θ2 = θ and r1 = r2. Dividing R S S1 by R S S2, 
all other factors related to the characteristics of the light, distance 
and retroreflector will cancel out:

R S S1

R S S2
= Ar1(θ)

Ar2(θ)
= Ac(θ).

Therefore, the AoA can be determined by a non-linear function 
A−1

c which maps the ratio of RSSs to the incidence angle through

θ = A−1
c (

R S S1

R S S2
).

The non-linear function A−1
c needs to be derived from the one-

time factory calibration of PDs’ angular response Ari(θ). The 
unique mapping between the incidence angle and the ratio of 
RSSs relies on two approximations which are both valid under our 
positioning system settings. First, the function A−1

c needs to be 
monotonic within the range of AoA. According to our experimental 
results (Fig. 11), the monotonic relationship between the AoA and 
the ratio is validated. Second, the light source can be approximated 
as a point source from the PDs’ perspective. In our proposed po-
sitioning system, the light source from the PDs perspective is the 
RPM, of which the size is much smaller than the distance r. There-
fore, the RPM can be approximated as a point light source.

4.2. AoA-based positioning

To move from AoA sensing to 2D positioning, two incidence 
angles and the distance between the headlights are taken into 
account to form a system of equations, which is resolved by 
the widely-used Levenberg-Marquardt algorithm [18]. As shown 
in Fig. 5, the AoA-based positioning utilizes two RPMs as land-
marks, with one RPM at the left side and one RPM at the right 
side. Denote the locations of the left and the right headlights 
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as Ll = (x1, y1, h) and Lr = (x2, y2, h), respectively, where h is 
the known vertical distance to the ground. The midpoint of the 
left and the right headlights ( x1+x2

2 , y1+y2
2 , h) represents the lo-

cation of the vehicle. The two RPMs’ locations L = (xl, yl, 0) and 
R = (xr, yr, 0) are known from decoding the retroreflected opti-
cal signals. Further, denote the unit normal vector of PDs’ sens-
ing surface as N = (a, b, c), which can be measured by motion 
sensors (compass, gyroscope, and accelerometer) installed on the 
vehicle. The line vector from the left headlight to the left RPM 
V le f t = (xl − x1, yl − y1, −h) and the line vector from the right 
headlight to the right RPM V right = (xr − x2, yr − y2, −h) are par-
allel to the incident light beams from the left and right retroreflec-
tive RPMs, respectively. Denote the AoAs of the left and the right 
beams by θl and θr , respectively, then we have

cos θl = N · V le f t

|N ||V le f t | (1)

cos θr = N · V right

|N ||V right | . (2)

Since the distance dlight between the left headlight and the right 
headlight is known, we also have

dlight =
√

(x1 − x2)2 + (y1 − y2)2. (3)

To resolve the four unknowns (x1, y1, x2, y2) representing the ve-
hicle’s location, we only need AoA measurements from two RPMs 
to form a system of equations since (3) restricts the solutions to be 
inside the feasible region. When the retroreflected optical signals 
from the left and the right RPMs are sensed, we turn the equation 
solving into an optimization problem which minimizes the square 
errors between the summations of the left and the right hand sides 
of (1), (2) and (3),

−→s opt = arg min
s

∑
f (−→s )2,

where −→s = (x1, y1, x2, y2) and

f (−→s ) = (cos θl + cos θr + dlight) − (
N · V le f t

|N ||V le f t |
+ N · V right

|N ||V right | +
√

(x1 − x2)2 + (y1 − y2)2).

To accelerate the search process for the above non-linear least 
square optimization problem, the widely-used Levenberg-Mar-
quardt algorithm [18] is adopted.

It can be expected that as the vehicle moves towards the pair of 
RPMs, the location accuracy is getting higher. This is not only be-
cause the retroreflected optical signal strength increases, but also 
because the variation of the AoA increases with a certain traveled
distance. For instance, assume a vehicle is traveling on the cen-
tral line of a lane and denote the vertical distance between the 
vehicle and the pair of RPMs as dv , the AoA variation when the 
vehicle moves from dv = 20 m to dv = 18 m is less than that when 
the vehicle moves from dv = 12 m to dv = 10 m. In other words, 
the distinguishability of landmarks increases as the vehicle moves 
towards the pair of RPMs. However, if the vehicle is too close to 
the pair of RPMs, the retroreflected optical signal will disappear 
since the light emitted by the headlights no longer covers the pair 
of RPMs. Therefore, the location accuracy is at its peak when the 
vehicle is at the closest position to the pair of RPMs before the 
illuminated area of the headlights goes beyond the pair of RPMs. 
Once the vehicle crosses the current pair of RPMs, the vehicle posi-
tioning starts relying on the next pair of RPMs, which are generally 
far away from the vehicle and thereby the location accuracy drops 
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to the lowest level. As the vehicle moves towards the next pair 
of RPMs, the location accuracy keeps increasing until the vehicle 
crosses the next pair of RPMs. The analysis is validated by exper-
imental results presented in Sec. 7.1. One interesting observation 
based on the experimental results (Fig. 12) is that even though the 
location error reaches up to several meters when the vehicle is far 
away from the pair of RPMs, the location error mainly occurs at the 
vertical direction (i.e., traveling direction) while the location error 
at the horizontal direction (i.e., the offset from the central line of 
the lane) is less than one meter. The observation reveals two facts: 
1) relying only on the triangulation method is sufficient to support 
lane level positioning; 2) the location error can be significantly re-
duced by integrating dead reckoning, which exploits mobility to 
enhance positioning accuracy [19]. The principles of dead reckon-
ing and the advanced positioning solution are demonstrated in the 
next section.

5. Dead reckoning based in-lane level positioning

5.1. Dead reckoning principles

Dead reckoning [19] is the process of tracking the current loca-
tion of a moving object based on a previously determined location 
(i.e., typically determined by fixed landmarks), the moving speed, 
the moving direction and the elapsed time. Dead reckoning can 
always provide available information on location. However, it suf-
fers from cumulative errors since the actual speed and direction 
cannot be measured perfectly at all time instants. For example, in 
automobile navigation, if the traveled distance between two time 
instants is estimated by the number of rotation of the wheels, any 
divergence between the actual and the estimated traveled distance 
per rotation, caused by the slippery or irregular road surfaces, 
turns into a source of error. Therefore, dead reckoning is typically 
integrated with accurate but occasionally unavailable positioning 
methods to generate a combined position fix.

5.2. Advanced positioning solution

In our proposed lane level positioning system (Sec. 4.2), as the 
vehicle travels across each pair of RPMs, the accurate location 
information can be obtained through the AoA and triangulation 
based positioning periodically. To determine the location of the ve-
hicle between two pairs of RPMs, the traveled distance since the 
last recorded location is integrated into the system of equations 
elaborated in Sec. 4.2. As shown in Fig. 6, a vehicle is traveling 
from left to right. At location (xc, yc), the vehicle calculates its lo-
cation accurately based on the measurements of the retroreflected 
optical signals from RPMs 1 and 2. When the vehicle moves to 
the location (xn, yn), the vehicle cannot receive the optical signals 
retroreflected from RPMs 1 and 2 and thereby relies on the optical 
signals retroreflected from RPMs 3 and 4. However, since the vehi-
cle is still far away from RPMs 3 and 4, the received signal strength 
is weak such that the estimated location is inaccurate. Note that at 
location (xc, yc), even though the vehicle can detect the signals 
from RPMs 3 and 4, the vehicle only utilizes the measurements 
of the signals from RPMs 1 and 2 to perform positioning since 
the measurements of weak signals from additional landmarks will 
only degrade the location accuracy. One intuitive solution may be 
reducing the interval between RPMs (i.e., distance between RPMs 
1 and 3 or RPMs 2 and 4). However, reducing the RPM interval 
will essentially increase the deployment cost and also violate the 
regulations [20]. Therefore, we utilize the distance

D =
√

(xn − xc)2 + (yn − yc)2) (4)

e Trial Version
Fig. 6. Advanced positioning integrates dead reckoning.

to enhance the location accuracy at location (xn, yn). D can be 
estimated by the sensors equipped on vehicles for anti-lock brak-
ing system and electronic stability control. Ideally, for each pair of 
RPMs (e.g., RPMs 1 and 2 in Fig. 6, if the accurate location infor-
mation (xc, yc) can always be successfully tracked by detecting the 
variation of retroreflected optical signal strength, due to the short 
interval of RPMs, the cumulative error of the estimated D is gen-
erally negligible [21]. Therefore, the location of the vehicle can be 
determined by minimizing the square errors between the summa-
tions of the left and the right hand sides of (1), (2), (3) and (4),

−→s opt = arg min
s

∑
f (−→s )2,

where −→s = (x1, y1, x2, y2),

xn = x1 + x2

2
, yn = y1 + y2

2
and

f (−→s ) = (cos θl + cos θr + dlight + D) − (
N · V le f t

|N ||V le f t |
+ N · V right

|N ||V right | +
√

(x1 − x2)2 + (y1 − y2)2

+
√

(xn − xc)2 + (yn − yc)2).

However, if the detection of one pair of RPMs is failed due to 
bumping, the vehicle will lose the track of its current location. 
To resolve this problem, Kalman filter is integrated with the dead 
reckoning approach in the next subsection.

Kalman filter [22,23] has been widely used for vehicle naviga-
tion by the fusion of noisy measurement and sensor-based predic-
tion. The work in [22] integrates the vehicle sensors, such as wheel 
speed sensors, steering angle encoder and a fiber optic gyro with 
an extended Kalman filter for the purpose of achieving enough ac-
curacy to enable in-vehicle cooperative collision warning. Adaptive 
algorithms with a conventional Kalman filter for vehicle navigation 
are proposed in [23] to accommodate sudden changes of vehicle 
motion and measurement errors. To circumvent the requirement 
of successfully detecting each pair of RPMs at the highest retrore-
flected optical signal strength, we propose to combine Kalman fil-
ter with the dead reckoning estimation such that only the accurate 
initial location of the vehicle is needed.

Instead of ideally assuming the estimation error of D to be neg-
ligible, we consider more practical conditions where the estimation 
error of D consists of some uncertain external influence such as 
slipped wheel, wind effect and bumpy road. As the variation of 
D is roughly linear in a short-term, we use a discrete-time linear 
system to approximate the evolution of the value of D over time. 
A first-order Kalman filter is adopted to update the measurement 
of D (i.e., the distance between the current location estimated by 
AoA-based positioning and the initial reference location) by the 
prediction based on vehicle speed sensor.

We first establish the dynamic system model for the variation 
process of the value of D . We discretize the time into different 
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equal-length time slots which are the intervals between conse-
quent location estimations at time t and time t + 1. Denote Dt

as the state at time t , the corresponding dynamic model can be 
represented by

Dt+1 = F Dt + B(vt + wt) (5)

where F is the state transition matrix and B is the control ma-
trix applied to the discrete process Dt . The external uncertainty is 
modeled as wt which is the Gaussian distributed noise with co-
variance Q and Q = E[wt w T

t ] = σ 2
w . In our proposed model, we 

assume that the vehicle speed vt (i.e., the first order derivative of 
the variation of Dt ) is stable between t and t + 1. Therefore, based 
on basic kinematic formula, we have F = 1 and B = �t . To refine 
the prediction in (5) with measurements, the measurement equa-
tion is defined as

zt = H Dt + nt (6)

where zt denotes the observation variable, i.e., the traveled dis-
tance Dt computed based on the result of AoA-based positioning. 
H is the scale matrix for mapping the unit and scale of the state 
we are keeping track of to those of the readings. Since zt is the 
direct observation of Dt , we have H = 1. nt is the Gaussian dis-
tributed measurement noise with covariance R and R = E[ntnT

t ] =
σ 2

n .

5.3. Advanced positioning solution with Kalman filter

In each time slot, Kalman filter runs two estimations simultane-
ously. The priori estimation Dt+1|t (in (5)) is performed to predict 
the state in the next time slot. The posteriori estimation Dt|t is 
performed by combining both the observed measurement zt (in 
(6)) and the priori estimation at the previous time slot Dt|t−1. 
Without loss of generality, the covariances of Dt+1|t and Dt|t are 
represented by Pt+1|t and Pt|t , respectively.

Kalman filter has two phases in each time slot: updating and 
predicting. In the predicting phase, the priori estimation Dt|t−1 and 
Pt|t−1 are calculated based on the posteriori estimation Dt−1|t−1

and Pt−1|t−1. In particular,

Dt|t−1 = F Dt−1|t−1 + B vt,

Pt|t−1 = F Pt−1|t−1 F T + Q .

In the updating phase, the posteriori estimation Dt|t and Pt|t are 
calculated based on the priori estimation Dt|t−1, Pt|t−1 and the 
observed measurement zt . In particular,

Dt|t = Dt|t−1 + Kt(zt − H Dt|t−1), (7)

Pt|t = Pt|t−1 − Pt|t−1 Kt H,

where Kt is the Kalman gain and defined by

Kt = Pt|t−1 H T (H Pt|t−1 H T + R)−1. (8)

The update equation (7) indicates that the Kalman gain Kt de-
termines the dependency of the posteriori estimation Dt|t on the 
observed measurement zt and the prediction derived from Dt|t−1. 
If the measurement noise is low, which means that the value of R
is small, based on (7) and (8), Dt|t depends mostly on zt . In con-
trast, if the external uncertainty imposed on the prediction in (5)
is small, which means that the value of Q is small, based on (7)
and (8), Dt|t ignores zt and relies instead on the prediction derived 
from Dt|t−1. In the experiments (Sec. 7), we empirically set both Q
and R to 1 to balance the dependency.

The advanced positioning solution with Kalman filter is summa-
rized in Fig. 7. The inputs of the Kalman filter are the vehicle speed 
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Fig. 7. Advanced positioning solution with Kalman filter.

vt−1 and observed measurement zt . The output is the updated 
traveled distance Dt|t since the initial reference location (x0, y0). 
The updated Dt|t is then substituted into

Dt|t =
√

(xt − x0)2 + (yt − y0)2). (9)

The location of the vehicle can be determined by minimizing the 
summation of the differences between the left side and the right 
side of (1), (2), (3) and (9),

−→s opt = arg min
s

∑
f (−→s )2,

where −→s = (x1, y1, x2, y2),

xt = x1 + x2

2
, yt = y1 + y2

2

and

f (−→s ) = (cos θl + cos θr + dlight + Dt|t) − (
N · V le f t

|N ||V le f t |
+ N · V right

|N ||V right | +
√

(x1 − x2)2 + (y1 − y2)2

+
√

(xt − x0)2 + (yt − y0)2).

6. Experimental setup

To evaluate the location accuracy of the AoA and triangula-
tion based positioning method (Sec. 4) and the advanced posi-
tioning solution (Sec. 5), we conduct experiments to measure the 
RSS at different vertical distances. The measurements are per-
formed 100 times at each vertical distance. As shown in Fig. 8, the 
testbed consists of a vehicle (Honda Civic 2009), two co-located 
PDs (BPV10 and BPW34) placed above the headlights, a raised 
pavement marker covered by an LCD shutter, and the oscilloscope 
(Tektronix MDO4034-3) for recording the time-domain data sam-
ples. Each PD working in photoconductive mode to measure the 
light intensity is driven by a 10 V DC and cascaded with a 6.8k�

resistor. The RSS of each PD is linearly proportional to the out-
put voltage of the resistor, which is measured by the oscilloscope. 
The recorded time-domain data samples are processed in MATLAB 
through Fast Fourier Transform (FFT) to compute the signal ampli-
tude at a certain frequency, which is the modulation frequency of 
the LCD shutter. The diagram of the measurement setup is shown 
in Fig. 9. To evaluate the variation of the RSSs of the two PDs when 
the vehicle is moving towards the RPMs, we change the position 
of the RPM instead of moving the vehicle. The RPM equipped with 
the LCD shutter is placed along the lines which are 60 cm away 
from the left and the right headlights, respectively. The intervals of 
the candidate positions of the RPM are all set to 1 m. Thanks to the 
retroreflectivity of the RPMs, the light from the left and the right 
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Fig. 8. Testbed.

Fig. 9. Diagram of measurement setup.

Fig. 10. RSS vs. vertical distance. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

headlights can be reflected back to its source and hence isolated. 
Without this feature, the system would have problems tackling the 
weighted sum of the reflected optical signals from multiple light 
sources.

7. Experimental results

The experimental results of RSS in terms of different verti-
cal distances between the vehicle and the RPM are presented in 
Fig. 10. The RSS transits from noise level suddenly to peak level at 
6 and 10 meters of vertical distances between the vehicle and the 
RPM for the left and right headlights, respectively. This is because 
the ground region that is very close to the headlight is a blind spot 
due to the manufacture of headlights.

7.1. lane level positioning

In order to evaluate the 2D location accuracy of the vehicle at 
different vertical distances, we need to first find out the relation-
ship between the incidence angle and the ratio of the RSSs. For 
the left and right headlights, the ratios of the RSSs are shown in 
Fig. 11. The results indicate that the ratio of RSSs can be uniquely 

e Trial Version
Fig. 11. Ratio vs. vertical distance.

Fig. 12. Candidate 2D locations estimated at different vertical distances.

mapped to the incidence angle. Also as the vertical distance in-
creases, the distinguishability of RPMs (i.e., landmarks) severely 
degrades. The relationship between the incidence angle and the 
ratio of RSS is first formulated by polynomial curve fitting based 
on the average ratio for different incidence angles. Then the val-
ues of θl and θr are estimated by substituting the measurement 
of RSSs at different vertical distances into the polynomial function 
generated by curve fitting. Based on the triangulation positioning 
method elaborated in Sec. 4.2, the 2D, horizontal and vertical loca-
tion errors for different vertical distances are presented in Figs. 13, 
14 and 15, respectively. When the pair of RPMs is close to the 
vehicle (e.g., vertical distance is less than 14 meters), the 2D loca-
tion error is at sub-meter level. As the vertical distance increases, 
the 2D location error increases quickly to several meters and even 
above 10 meters after the vertical distance exceeds 20 meters. In 
the next subsection, dead reckoning and Kalman filter are inte-
grated to improve the location accuracy. Nonetheless, Fig. 14 shows 
that the horizontal location error (i.e., the offset to the central line 
of a lane) is at sub-meter level for all the vertical distances. The 
2D location error is dominant in vertical direction (i.e., traveling 
direction) as shown in 15. Therefore, the lane in which the ve-
hicle is traveling can still be determined accurately. To evaluate 
the distribution of the location error, we plot in Fig. 12 the candi-
date locations calculated by the triangulation positioning method 
at different vertical distances. It can be observed that the location 
error mainly occurs at the vertical direction, which indicates that 
the lane level positioning can be realized based on the existing 
retroreflective transportation infrastructure.

7.2. in-lane level positioning

In order to further reduce the 2D location error, especially the 
error occurs at the vertical direction, we apply the advanced po-
sitioning solution with ideal dead reckoning (Sec. 5.2) and with 
Kalman filter (Sec. 5.3) to our experimental measurements. The in-
terval of RPMs is set to 18 meters. The vehicle calculates its 2D 
location only based on the triangulation positioning method (i.e., 
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Fig. 13. Empirical CDF of 2D location error for different vertical distances.

Fig. 14. Empirical CDF of horizontal location error for different vertical distances.

Fig. 15. Empirical CDF of vertical location error for different vertical distances.

Fig. 16. Empirical CDF of 2D location error with ideal dead reckoning for different 
vertical distances.

resolving (1), (2) and (3)) when the vertical distance is 10 me-
ters. For the vertical distances from 12 to 26 meters, the traveled
distance D accumulated from the location calculated at 10 me-
ters is taken into account (i.e., resolving (1), (2), (3) and (4) or 
(9)). For instance, denote the location calculated at 10 meters by 
(xc, yc) and the location that the vehicle is trying to figure out 
when the vertical distance is 26 meters by (xn, yn), then we have 

The Trial Version
Fig. 17. Empirical CDF of horizontal location error with ideal dead reckoning for 
different vertical distances.

Fig. 18. Empirical CDF of vertical location error with ideal dead reckoning for differ-
ent vertical distances.

D = √
(xn − xc)2 + (yn − yc)2) = 10 + 18 − 26 = 2. An example of 

traveling path diagram is shown in Fig. 22. The vehicle is moving 
from the starting position (0,0) to the ending position (0,16). At 
the starting position (0,0), the vehicle senses the AoA from RPMs 
1 and 2 and thereby the vertical distance is 10 meters. At position 
(0,2), the vehicle can only sense the AoA from RPMs 3 and 4 and 
thereby the vertical distance is 26 meters. Also at position (0,2), 
the traveled distance D = 2.

Based on the advanced positioning method with ideal dead 
reckoning in Sec. 5.2, the 2D, horizontal and vertical location er-
rors for different vertical distances are presented in Figs. 16, 17
and 18, respectively. By integrating the traveled distance since the 
last recorded accurate location, the 2D location error during the 
traveling path is reduced to sub-meter level. The horizontal lo-
cation error increases as the vertical distance increases while the 
vertical location error stays at the same level for different vertical 
distances. The improvement of location accuracy based on dead 
reckoning mainly acts on the vertical direction. When Kalman fil-
ter (Sec. 5.3) is integrated with the advanced positioning method, 
in (5), B is set to 0.1 second and vt is Gaussian distributed with 
mean 20 m/s and variance σ 2

w = 1. The 2D, horizontal and verti-
cal location errors for different vertical distances are presented in 
Figs. 19, 20 and 21, respectively. It is interesting to observe that 
the 2D location error of Kalman filter is even slightly better than 
that of ideal dead reckoning. We believe the reason is that the 
underestimation of D caused by Kalman filter constrains the solu-
tion searching process when solving the system equations (1), (2), 
(3) and (9) such that the horizontal location error is suppressed. 
The results of location error of the three proposed techniques are 
summarized in Table 1. In Table 2, we compare our proposed po-
sitioning method to GPS, cellular and WiFi in terms of the mean 
location error. In Fig. 23, Fig. 24 and Fig. 25, considering Fig. 22 as 
the ground truth, we plot the candidate traveling trajectory calcu-
lated by averaging the candidate locations over the 100 measure-
ments with only AoA-based positioning, with ideal dead reckoning 
and with Kalman filter, respectively. In Fig. 23, the candidate lo-
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Fig. 19. Empirical CDF of 2D location error with Kalman filter for different vertical 
distances.

Fig. 20. Empirical CDF of horizontal location error with Kalman filter for different 
vertical distances.

Fig. 21. Empirical CDF of vertical location error with Kalman filter for different ver-
tical distances.

Fig. 22. Traveling path diagram.

cations loc2 and loc3 are highly deviated from the ground truth 
while the candidate locations loc4 to loc9 are getting closer to the 
ground truth gradually. This is because at loc2, the vehicle starts 
utilizing the AoA from RPMs 3 and 4 to perform the positioning 
and the vertical distance keeps decreasing as the vehicle moves 
from loc2 to loc9. In Fig. 24 and Fig. 25, all the candidate locations 
are close to the ground truth while the horizontal location error is 
further reduced when Kalman filter is adopted.

e Trial Version
Fig. 23. Candidate traveling path without dead reckoning.

Fig. 24. Candidate traveling path with ideal dead reckoning.

Fig. 25. Candidate traveling path with Kalman filter.

Table 1
Location errors of the proposed positioning techniques. (The 2D location error, hori-
zontal location error and vertical location error listed in the table are the maximum 
errors in 90 percents of the cases.)

Technique 2D error Horizontal Vertical

Only AoA and triangulation 10 m 0.5 m 10 m
With ideal dead reckoning 0.4 m 0.4 m 0.15 m
With Kalman filter 0.3 m 0.3 m 0.15 m

Table 2
Comparison of mean location error of different positioning approaches.

Technique GPS [24] Cellular [6] WiFi [25] Proposed

Mean error 5–10 m 18 m 3–10 m 0.2 m

8. Discussion

Scalability When we apply the proposed retroreflective VLC sys-
tem to intelligent vehicular networks, a communication session is 
generally started by the reader, thus it is the reader’s responsibility 
to ensure that the channel is idle before the session starts. How-
ever, due to the directionality of light propagation and the property 
of retroreflectivity, the reader cannot sense the channel as CSMA in 
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802.11 networks. Proper multiple access propotol design needs to 
be explored to tackle the uplink collision (i.e., tag-to-reader) and 
the downlink collision (i.e., reader-to-tag). To have a comprehen-
sive understanding of the scenarios where the uplink or downlink 
collisions may take place, the network topology (i.e., the number 
of involved readers and tags and the connections among them) 
must be classified for different purposes of the interaction between 
the readers and the tags. One example is our proposed vehicle 
positioning system. Since the information piggybacked by the land-
marks is small and simple, the landmarks (i.e., RPMs) only need 
to keep broadcasting the beacon signal including the identification 
and the coordinates. Passing vehicles interrogate the landmarks 
by shedding headlights on them and sense the retroreflected op-
tical signal which provides both the location information of the 
landmarks and the relative angle to the vehicles. Multiple vehicles 
shedding light on a single landmark will not cause interference 
among the on-vehicle signal sensing units due to retroreflectivity 
of the landmark. Another example is that vehicles traveling in dif-
ferent lanes communicate with each other via the RPMs installed 
between lanes, in this case even though the number of simultane-
ously active downlinks may be small (typically equal to two), the 
communication latency resulted from collision avoidance overhead 
is critical.

Power consumption One potential issue of running the driving cir-
cuits of the landmarks could be the power supply. Since there are 
many such landmarks deployed on the roadways to support the 
ubiquitous vehicle positioning, it is essential to sufficiently pro-
long the battery depletion time of the retroreflective devices or 
even render them completely self-sustaining. In [11], we exper-
imentally evaluate the power consumption of the retroreflective 
device. Without optimizing the circuit level configuration, the driv-
ing circuit and the LCD shutter only cost around 200 μW. It can 
be expected that the power consumption can be further reduced 
by optimizing the circuitry design. In [11], we have also theoreti-
cally verified that a solar cell with the area of 25 cm2 is sufficient 
to operate the driving circuit and the LCD shutter under indoor 
illumination. For the RPMs exposed under the sunlight, the exter-
nal solar energy is even more powerful than the indoor lighting. 
Therefore, it is promising to resolve the power consumption issue 
of the retroreflective devices by energy harvesting. We will ex-
plore experimentally in the future the self-sustaining capability of 
the retroreflective devices. Since the devices also need to operat-
ing during night time, we will investigate the solar charger circuit 
for small batteries which harvests the excessive energy in the day 
time and supply the driving circuit during night time.

9. Conclusion

In this paper, we propose a complementary vehicle position-
ing system by leveraging the on-road safety devices, such as RPMs, 
as landmarks to support lane-level positioning. Dual-PD receiver 
placed on the headlights is utilized to sense the AoA information 
of the LCD-modulated retroreflected optical signals. The modulated 
optical signals are distinguished from the reflection of on-road 
objects and from different RPMs as well as to deliver the identi-
fication and the location of the RPMs. The AoA and triangulation 
positioning method is adopted to determine the 2D coordinates of 
the vehicle. Dead reckoning and Kalman filter are integrated with 
the proposed vehicle positioning system along the traveling path 
to further enhance the location accuracy and realize in-lane level 
positioning. Based on the experimental results, our proposed sys-
tem achieves sub-meter level location accuracy.

The Trial Version
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