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we do not behave the same way towards children

as we do towards thugs. This is because, as re-

flected in Figure 1, people generally believe that

children are weak and good, whereas thugs are bad

and powerful. This leads us to want to do things

like help children, versus wanting to attack thugs

(Heise, 2007).

However, measuring beliefs is difficult. Tradi-

tionally, we have relied on surveys to collect these

measurements. But there are tens of thousands

of identities (Joseph et al., 2016; MacKinnon and

Heise, 2010), and beliefs about them can form

along many different dimensions of sociocultural

meaning (e.g. gender, race, and others displayed in

Figure 1). Measuring beliefs about many identities,

on many dimensions, using traditional surveys can

therefore be difficult. Further, measuring the evo-

lution of beliefs is often impossible with surveys,

because survey data is extremely sparse historically

(Garg et al., 2018). Finally, measuring how these

beliefs change with additional contextual informa-

tion (e.g. beliefs about specific teachers, rather

than teachers in general) is notoriously difficult

with survey data (Heise, 2007).

Recognizing these difficulties, scholars have

begun to develop NLP tools to measure beliefs

about identities historically, at scale, and in context

(Joseph et al., 2017; Hoyle et al., 2019; Fast et al.,

2016; Garg et al., 2018; Field et al., 2019). Most

recent methods derive these measures by manipulat-

ing word embeddings. Studying beliefs enmeshed

in word embeddings is also critical because embed-

dings are widely used in downstream NLP models,

which are themselves beginning to label people, for

example, as job-worthy or not (De-Arteaga et al.,

2019). Measuring beliefs about people using em-

beddings therefore serves the dual purpose of un-

derstanding human biases and of ensuring such bi-

ases are not propelled further along by algorithms.

However, work remains to understand when

embedding-based measures of beliefs about identi-

ties accurately reflect more traditional survey mea-

sures, and why some beliefs may be reflected more

accurately than others. The present work combines

new and existing survey data with an extensive set

of embedding-based measurement strategies to ex-

plore this at both the dimension level and the belief

level. At the dimension level, for example, we

ask, how well do embeddings capture beliefs about

gender, relative to race? And if differences exist,

why? Such issues have arisen in existing work, for

example, where Garg et al. (2018) see correlations

of .65 between embedding-based and survey-based

measures of beliefs about gender, but only .15 for

ethnicity-based beliefs. At the beliefs-level, we

ask, for example, how much more accurately do

we capture beliefs about the Potency (strength) of

thugs, relative to beliefs about the Potency of chil-

dren? Accuracy at this level is critical for linking

historical trends in social behavior to societal-level

beliefs about particular identities.

Our primary contributions are as follows:

• We show that what we measure is more impor-

tant than how we measure it in determining

the correlation between embedding-based and

survey-based measures of beliefs about peo-

ple.

• At the dimension level, the beliefs we measure

most accurately are also the most important

for how we label others.

• At the belief level, assuming we can identify a

good measurement model, embedding-based

measures are significantly more accurate for

more extreme, and more agreed upon, beliefs.

All code and data necessary to replicate the analy-

ses in this article can be found at https://github.

com/kennyjoseph/embedding_impressions.

2 Related Work

Our work is grounded in literature on measuring

beliefs about identities in social psychology in gen-

eral and, more specifically, via word embeddings.

We address these two literatures separately here.

2.1 Belief Measurement in Social Psychology

A common approach for measuring beliefs about

specific identities is to assume a dimensional rep-

resentation—that is, to assume a set of distinct

dimensions of social meaning can be used to char-

acterize how we think and feel about someone that

holds a particular identity. From this dimensional

perspective, two primary questions arise.

First, what are the dimensions along which be-

liefs form? Social psychologists have identified

three classes of important dimensions: traits, affec-

tive meanings, and semantic associations. Traits

represent visible—although also socioculturally

defined—characteristics like age, gender, and race

(Freeman and Ambady, 2011). Affective dimen-

sions of social meaning represent how we feel

about a given person and/or identity (Todorov et al.,

2015; Fiske et al., 2002; Heise, 2007). Here,
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we use the three affective dimensions proposed

by Heise (2007) and that are popular in sociol-

ogy (Rogers et al., 2013)— Evaluation (good-

ness/badness), Potency (strength/weakness), and

Activity (active/passive). Finally, social psycholo-

gists often characterize beliefs about identities in

terms of semantic associations to particular con-

cepts (Freeman and Ambady, 2011) or institutions

(MacKinnon and Heise, 2010). For example, peo-

ple link the identities brother and sister together

because they are both associated with the family

institution. In the present work, we collect beliefs

for seventeen different dimensions of social mean-

ing, incorporating age, race, gender, evaluation,

potency, activity, and six institutional associations.

Second, given a theorized dimension of mean-

ing, how should we measure society-wide beliefs

about where particular identities lie on that dimen-

sion? Here, we adopt perhaps the most common

approach, which uses semantic differential scales

on surveys (Osgood et al., 1975). The semantic

differential technique asks respondents to place

an identity on a sliding scale with two opposing

concepts (e.g. weak and strong, see the example

in Figure 2A). Finally, it is worth noting that here,

like in most social psychology research, we assume

that responses from survey participants generalize

to American culture writ large. This assumption is

built on the well-established culture-as-consensus

paradigm in psychological anthropology (Karabat-

sos and Batchelder, 2003; Batchelder and Romney,

1988), and empirical work showing that people tend

to agree on the vast majority of their beliefs about

people (Heise, 2007). Nonetheless, many counter-

examples exist (Berger et al., 1992; Smith-Lovin

and Douglas, 1992). We leave questions about how

to address these issues to future work.

2.2 Measuring beliefs with embeddings

Embedding-based approaches to measuring be-

liefs typically follow a three step process of cor-

pus/embedding selection, dimension selection, and

word position measurement.

Corpus/Embedding Selection Several recent

works have argued that the corpus used can impact

measures of beliefs about people derived from word

embeddings (Lauscher and Glavaš, 2019; Mirzaev

et al., 2019; Sweeney and Najafian, 2019). For

example, Brunet et al. (2019) show how to reduce

gender bias in embeddings by removing particular

documents from a corpus. However, several oth-

ers have shown that in their analyses, the corpus

used does not significantly impact results (Spirling

and Rodriguez, 2019; Garg et al., 2018; Kozlowski

et al., 2019; Caliskan et al., 2017). Differences

in the embedding model used have also been ob-

served to impact measurements (Chaloner and Mal-

donado, 2019). Again, though, robustness checks

from other studies suggest a limited effect beyond

the somewhat general hyperparameters of window

size and the number of dimensions estimated (Garg

et al., 2018; Kozlowski et al., 2019).

Dimension Selection To measure beliefs, one

first must select a dimension along which the be-

lief is assumed to be held. Much of the literature

has focused on dimensions related to gender or

race. Others, however, have seen value in moving

beyond these dimensions (Agarwal et al., 2019;

Sweeney and Najafian, 2019). Most relevant is

the work of Kozlowski et al. (2019), who study

the association of 59 concepts across 20 different

dimensions of sociocultural meaning, and that of

An et al. (2018), who induce 732 different dimen-

sions using WordNet to study contextual effects

of linguistic meaning. While neither work focuses

heavily on identities, these efforts compliment our

goal of studying a broad range of dimensions of

social meaning.

Scholars then identify a direction within the em-

bedding that represents this dimension. To do so,

an approach similar to the semantic differential

idea is used. Terms are selected to represent the

two ends of the dimension. For example, to iden-

tify the gender direction, words at one end might

be he and him, and words at the other end, she and

her. Scholarship varies on how these dimension-

inducing word sets are selected. For example, sev-

eral scholars have used demographically gendered

and/or racialized names (Bolukbasi et al., 2016;

Caliskan et al., 2017), while others have relied on

careful extraction of concepts from dictionaries and

thesauri (Kozlowski et al., 2019). Kozlowski et al.

(2019) find that having more words at each end

generally provides better measurements, and oth-

ers have found a need to use frequently occurring

terms (Ethayarajh et al., 2019; Brunet et al., 2019).

Beyond these observations, however, scholars have

generally found stable results as long as reasonable

word sets are selected.

Word Position Measurement Finally, the po-

sition of each identity along this direction must

be identified. Doing so entails two major deci-
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Dimension Identities

Politics conservative, Democrat, liberal, Repub-
lican, politician, senator

Family brother, sister, daughter, son, father,
mother

Law judge, criminal, lawyer, witness, cop,
police officer

Medicine doctor, physician, surgeon, nurse, pa-
tient, dentist

Business executive, consultant, secretary, intern,
banker, boss

Gender woman, guy, girl, boy, man, lady

Age teenager, kid, child, toddler, adult, mi-
nor

Race &
Ethnicity

black, white, Hispanic, Asian, Arab,
American

Negative
Evalua-
tion

thug, idiot, jerk, goon, punk, bully

Random principal, scientist, coach

Table 1: The 57 identities we collect data on. Note

that the dimensions used for sampling do not include

all dimensions used in our belief measurement study.

3.2 Identity Labeling Data

We collect responses from 402 participants to a

pair of identity labeling tasks.4 Note that these re-

spondents are different than those who provided the

belief measurements. Each participant answered a

set of 40 hypothetical identity labeling questions.

Questions could be either an IsA or a SeenWith

question. An example of an IsA question is given

in Figure 1B). SeenWith questions were formatted

in the same way, except the question text instead

says “Who would you say is most likely to be seen

with a [mother]?”

Questions varied on both the identity provided

in the text and the identities serving as potential

answers. From the 57 identities we study, we create

survey questions roughly5 as follows: for a given

identity, we generate 14 random sets of the 56 other

identities; each set contains four identities. We

then generate one IsA and one SeenWith question

for each of these sets, where these four identities

constitute the possible answers to the question, and

the given identity is used in the question text. This

process is then repeated ten times for each identity.

This process generates ten questions for each of the

3,192 identity pairs for each type of question.

4These identity labeling questions are similar to, but dis-
tinct from, those used in our prior work focused on the impact
of semantic associations and semantic similarity on identity
labeling decisions (Joseph and Carley, 2016).

5Due to a bug in Qualtrics, a small percentage of questions
were not asked or asked more than once. See Appendix for
details

Variable Description

i A social identity (e.g. doctor, author)

d A dimension of meaning (e.g. gender)

r A survey respondent

Sd,i,r A matrix of survey responses to semantic
differential measures on a given dimension
d for identity i by respondent r. Each ob-
servation is in [0, 1], where 0 and 1 imply
something unique for each dimension de-
pending on the ends of the semantic differ-
ential scale.

Sd,i,∗ The average belief of identity i on dimen-
sion d in the survey data

E A matrix of word embeddings generated
from a particular combination of corpus
and embedding algorithm. We refer to this
as an embedding model

dw A dimension-inducing word set; that is,
a set of words that define the ends of a
particular dimension of meaning

wp A word position measurement model, i.e.,
a method to place a given identity on a
given dimension of social meaning.

mE,dw,wp(i) An embedding-based measurement model.
Defined by an embedding model E, a
dimension-inducing word set dw, and a
word position measurement model wp. Re-
turns a position for i along the induced
dimension

Table 2: Notation used in outlining our approach.

3.3 Belief Measures From Prior Work

To further substantiate our claims, we ensure our

main results hold using three other datasets on

beliefs about identities: beliefs about gender for

287 occupational identities from Bolukbasi et al.

(2016), beliefs about 195 national and occupational

identities on the Big Five Personality Traits from

Agarwal et al. (2019), and beliefs about 654 iden-

tities on the Evaluation, Potency, and Activity di-

mensions by Smith-Lovin and Robinson (2015).

4 Methods

Our primary research question is, how accurately

can we recover beliefs measured using surveys with

word-embedding based measures? We study this

first at the dimension level, i.e., how accurately

do embedding-based measures reflect survey data

across a set of identities on a given dimension of

social meaning? We then study accuracy at the be-

lief level, i.e., how accurately do embedding-based

measures reflect survey data for specific identities

on specific dimensions? Our approach is straight-

forward, but is best explained by introducing some

additional notation, provided in Table 2.
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4.1 Dimension-level analysis

At the dimension level, we consider first how dif-

ferent factors relating to the measurement itself im-

pact accuracy. We then study why measurements

are more accurate for some dimensions than others.

We do so by connecting the degree of accuracy for

a given dimension to how important that dimension

is in how survey respondents select identities for

others in our identity labeling task.

4.1.1 Impact of measurement strategy

As discussed above, the accuracy of embedding-

based measurements may vary across properties

of the dimension being measured, as well as the

way in which the embedding-based measurement

is constructed. We first study the relative effects

of a) the dimension (d), b) the embedding model

(E), c) the dimension-inducing wordset (dw), and

d) the word position measurement model (wp) on

the accuracy of embedding-based measurements.

As is standard in the literature, we use the

Pearson correlation between the mean survey

response and the output of the embedding-based

measure as our definition of accuracy. That

is, for a given dimension d, survey dataset S,

embedding-based measure mE,dw,wp, and set of

identities of size I , we compute the accuracy of

the embedding-based measure as the Pearson cor-

relation between {Sd,i0,∗, Sd,i1,∗, ..., Sd,iI ,∗} and

{mE,dw,wp(i0),mE,dw,wp(i0), ...,mE,dw,wp(iI)}.

We then run a linear regression to understand how

accuracy varies across the factors considered.

Our analysis involves all dimensions of social

meaning studied in the four survey datasets de-

scribed above. For embedding models, E, we

consider twelve different publicly available cor-

pus/embedding combinations from prior work. To

construct dimension-inducing wordsets, dw, we us-

ing one of three approaches. The first is to use the

same terms as were placed on the semantic differ-

ential scale on the survey (e.g. powerless, powerful,

little, big for Potency, as in Figure 2a). In certain

cases, we also include a survey-augmented condi-

tion that extends this wordset using a thesaurus,

after discussion amongst authors. Third, where ap-

plicable, we use direction-inducing wordsets from

prior work. Finally, we consider several of the ma-

jor established approaches in the literature for word

position measurement wp. We use the approaches

from Kozlowski et al. (2019), Swinger et al. (2019),

Ethayarajh et al. (2019), Bolukbasi et al. (2016),

and Garg et al. (2018). In the Appendix, we pro-

vide full details on the different values of E, dw,

and wp that we consider.

4.1.2 Explaining variation across dimensions

As we will show, controlling for E, dw and wp,

there are large differences in accuracy across di-

mensions. To better understand these differences

across dimension, we compute two measurements.

First, Kozlowski et al. (2019) show that the vari-

ance of the survey data on a dimension, that is,

Var(Sd,i0,∗, Sd,i1,∗, ..., Sd,in,∗), is strongly corre-

lated with the accuracy of embedding-based mea-

sures. However, they also note that “high explained

variance... reveals little about how these valences

are deployed in social life” (pg. 930). Here, we

therefore compute a second measure that connects

variance of the survey data on a given dimension to

a significant social outcome, how strongly people

rely on that dimension when labeling other people.

To do so, we first construct a 57x17 matrix X

of scaled-and-centered mean survey responses for

each identity on each dimension in our survey data,

i.e. Xi0,d0 = Sd0,i0,∗. We then construct an obser-

vation with a binary outcome that pairs the identity

in the question with each possible answer. The

outcome is 1 if the answer was selected, and 0 oth-

erwise. For example, in Figure 2B), the pairings

created would be “mother, adult”, “mother, sister”,

“mother, son”, and “mother, lady”. If the respon-

dent answered “lady”, then the outcomes would be

0, 0, 0, and 1, respectively. The 40.3% of questions

where respondents answered “all are equally un-

likely” were ignored. In total, we obtained 9,597

responses where the respondent did not answer

“All are equally (un)likely,” split roughly evenly

between SeenWith and IsA questions.

We then train a logistic regression model for

IsA and SeenWith questions separately, each with

seventeen parameters. For a given observation,

the parameters represent the absolute difference

between each dimension, e.g. the first parameter

is |Xiq ,d0 − Xia,d0 |, where iq is “mother“ in Fig-

ure 2B), ia is, e.g., “adult”, and d0 is, e.g., gender.

In the Appendix, we provide full results for these

regressions. Intuitively, larger negative coefficients

for a given dimension indicate that the further away

two identities are on that dimension, the less likely

the respondent is to select them as a pair. For exam-

ple, we find that Evaluation has a strong negative

correlation for IsA questions, indicating that re-

spondents typically do not expect two identities to
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be assigned to the same person if one identity is

perceived to be for “good people” and the other for

“bad people”. Positive coefficients imply assortativ-

ity on the dimension. For example, for SeenWith

questions, Potency has a positive coefficient, im-

plying that we expect powerful identities to be seen

with less powerful counterparts. The magnitude of

these coefficients represent the importance given to

that dimension by survey respondents. We use the

maximum of the two coefficients across SeenWith

and IsA questions as a measure of this importance.

4.2 Belief-level analysis

We are also interested in accuracy for specific be-

liefs. For example, how accurately do embedding-

based measures reflect survey data on beliefs about

the typical age of a boy? As an outcome for this

belief-level analysis, we use a ranking task similar

to prior work (Spirling and Rodriguez, 2019; Ko-

zlowski et al., 2019). We describe this outcome by

continuing with the example of beliefs about the

age of boys. We first compute the set of identities

N , for which Sage,boy,∗−se(Sage,boy,∗)>Sage,i,∗+
se(Sage,i,∗), where se is the standard error function.

That is, N represents all identities we are reason-

ably confident respondents believed to be younger

than boys. We then determine the subset of N , Nc,

where boy is also ranked above those identities in

the embedding measure. We do the same for iden-

tities survey respondents said were older than boys,

adding these to N , and to Nc if they are correctly

ranked in the embedding measure. Finally, we use
Nc

N
to study accuracy at the belief level.

We are interested both in overall levels of ac-

curacy for belief-level measurements, as well

as the factors that explain variation in accuracy.

We consider four factors that might explain this

variation (continuing with the age/boy example):

sd(Sage,boy,∗), the distance of Sage,boy,∗ to the me-

dian over all identities on that dimension, the

logged frequency of the identity in a large corpora,6

and the number of synsets for the identity in Word-

Net. To study the impact of these different factors,

we use a generalized additive model with a bino-

mial link function where Nc

N
is the outcome and

points are weighted by N . Finally, as opposed to

considering results across all possible E, dw, and

wp, we first select those settings that maximize the

Pearson correlation for each dimension.

6according to (Speer et al., 2018)
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Figure 3: Regression results for the dimension-level

analysis. Coefficients for each factor are relevant to

a baseline. For the embedding models, the baseline

is the FastText 300 dimensional model trained on the

Common Crawl. For the dimension-inducing wordset,

it is the terms used to define gender by Bolukbasi et al.

(2016). For word position measurement, it is the ap-

proach from Garg et al. (2018), and for dimension, as-

sociation with Politics.

5 Results

5.1 Dimension-level results

Across all conditions and survey datasets, the Pear-

son correlation between the embedding and survey

measures is 0.32 [.31,.33]. However, considerable

variation exists. Figure 3 presents results of a re-

gression that attempts to explain the sources of this

variance (x-axis) and the effects of each source (y-

axis). Separate colors represent results from the

four different survey datasets analyzed. In general,

results are largely consistent across the different

datasets, and thus we will not emphasize differ-

ences across datasets below.

Figure 3 shows that the embedding model used

can decrease correlation by as much as .35. As

others have found, this effect decreases when one

focuses only on 300-dimensional embeddings. It is

worth noting, however, that no embedding model

is universally best. For example, nine of the twelve
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particularly when survey data is not available.

5.2 Belief-level results

As with the dimension-level results, we find that

embedding-based measures are generally accurate

predictors of survey-based measures for specific

beliefs. On average, 74.9% of the beliefs collected

for this paper are correctly ranked, as are 82.1%,

72.0%, and 71.4% of the beliefs from Bolukbasi

et al. (2016), Smith-Lovin and Robinson (2015),

and Agarwal et al. (2019), respectively. One caveat

to keep in mind, however, is that we focus only on

the single best embedding measurement approach

for each source/dimension combination.

Regardless, as with the dimension-level results,

there is considerable variance at the belief level.

Some of this variance (approximately 32%, see the

Appendix for full regression results ) can be ex-

plained by the factors we consider. The strongest

explanation we find to explain ranking accuracy,

reflected in the left-hand plot in Figure 5, is the dis-

tance of the survey-based belief measure from the

median on its dimension. At the extremes, ranking

accuracy is almost perfect. Because extreme obser-

vations are also most likely to be low variance—for

example, consider that beliefs at the most extreme

values of a scale must have zero variance—a more

general claim can be made: word embedding-based

measures accurately capture our most extreme and

agree-upon beliefs about people, but show signifi-

cant unexplained (at least by us) variance for more

neutral and/or less-agreed upon beliefs.

This variance is on display in the right-hand plot

in Figure 5, which gives results for the blackness di-

mension. The embedding-based measure captures

with perfect accuracy racialized perceptions of the

identities thug and criminal, but not, e.g., liberal,

which is similar along the other explanatory fac-

tors we consider here. As far as we are aware, it

remains an open question as to why this is the case.

6 Conclusion

In this paper, we asked, can we trust measures of be-

liefs about people derived from word embeddings?

We find the answer to be yes, at least on average.

Depending on one’s perspective, this could be good

or bad. From a cultural studies/social psycholog-

ical perspective, this positive correlation further

validates efforts to use word embeddings to study

perceptions of people historically, at scale, and in

context. On the other hand, from the “bias” per-

spective, this suggests that a vast array of social

biases are encoded in embeddings.

However, we also find that some beliefs— specif-

ically, extreme beliefs on salient dimensions — are

easier to measure than others. More generally,

across four datasets, we find that what we measure

is more important than how we measure it. Again,

two different perspectives on this are needed. With

respect to the study of culture and human stereo-

types, we may be safest in studying only the most

extreme results from embedding models, as has

been done by, e.g., Spirling and Rodriguez (2019).

From the bias perspective, given the rash of re-

cent work on debiasing word embeddings, our re-

sults suggest that much more attention needs to be

paid to how we are evaluating these approaches.

Currently, upstream evaluations of debiasing are

centered almost exclusively on occupational iden-

tities on gender, where some of the most salient

social biases we know of exist (Ridgeway, 2011).

Others have argued that removing these salient be-

liefs may not remove gender information from em-

beddings (Gonen and Goldberg, 2019). But Gonen

and Goldberg’s 2019 argument relies on a technical

deficiency of existing approaches. We can make a

similar critique by simply changing what is being

measured. For example, the correlation between

gender beliefs and the gender direction in the Hard-

Debiased embeddings of Bolukbasi et al. (2016) is

0.05 (p = .84) using identities in their data, and 0.4

(p <.05) using the identities in our data.

Similarly, removing gender bias does not remove

bias on other dimensions. For example, while

Sweeney and Najafian (2019) show that the Num-

berBatch embeddings harbor the least gender bias,

we find that they are the only embedding to show

consistently high correlations with age, leading

to the potential for ageism downstream. More

generally, stereotypes exist along a network of be-

liefs (Freeman and Ambady, 2011) reflecting un-

warranted correlations between many dimensions

(Ridgeway, 2011); we must therefore be careful

not to expect that removing meaning along one di-

mension will expel social biases from our models.
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A Embedding Models

We use twelve publicly available embedding mod-

els. We use all public GloVe (Pennington et al.,

2014) models7, FastText (Mikolov et al., 2018)

models8, the original Word2Vec (Mikolov et al.,

2013) model9, and v19.08 of the NumberBatch

(Speer et al., 2017) model.10

B Word Position Measurement Models

Table 3 outlines the word position measurement

models used in the present work. The table pro-

vides information on the authors of the measure,

whether or not embeddings are normalized before

analysis, how words are measured once a direction

has been specified, how a direction is specified,

and whether or not the method is “multi-class,” de-

scribed further below.

Notationally, we have tried to remain as close to

the original works as possible. Therefore, w is the

identity to be measured, and b is the vector indicat-

ing the direction along which it is to be measured.

For Garg et al. (2018), bl and br represent words

in the left-hand dimension-inducing word set (e.g.

“man” and “him” for gender) and br the right-hand

of the dimension-inducing word sets (e.g. “woman”

and “her” for gender). The variables pi,l and pi,r
have similar meanings for Swinger et al. (2019)

and Bolukbasi et al. (2016).

We use the approaches of Garg et al. (2018),

Kozlowski et al. (2019), Ethayarajh et al. (2019),

and Swinger et al. (2019) exactly as described in

the original texts, except for one modification. In

the case where a paired set of terms is required—

all cases except Garg et al. (2018) and Swinger

et al. (2019)—and we have a multi-class measure-

ment (e.g. we measure four different dimensions

of racialized beliefs), we first identify a default di-

mension and then compare all other dimensions to

it. For race, we follow theory on perceptions of

default race categories and assign White to be the

default race (MacLin and Malpass, 2001), and the

comparison point for White, following Kozlowski

et al. (2019), to be Black. For the associative di-

mensions, we select family for the default, and

7https://nlp.stanford.edu/projects/

glove/
8https://fasttext.cc/docs/en/

english-vectors.html
9https://code.google.com/archive/p/

word2vec/
10https://github.com/commonsense/

conceptnet-numberbatch

compare family to politics.

In addition, we consider the possibility that the

computationally appealing approach from (Etha-

yarajh et al., 2019) may be improved by using a

different direction specification approach. There-

fore, we consider two additional word position

measurement models, Ethayarajh et al. (2019) +

Garg et al. (2018), and Ethayarajh et al. (2019) +

Kozlowski et al. (2019), that are the same as the

original model but using the direction specification

method in these two papers instead of the method

from Bolukbasi et al. (2016), as was done in the

original paper.

C Further Details - Identity Selection for

Our Survey Data

In selecting identities for each cluster, we also en-

sured that the words selected were a) expressed

most frequently as identities, b) were in a standard

set of lexical resources and thus common English

terms and c) were used relatively frequently. To

ensure the identities were used first and foremost as

an identity (and not, e.g., as a verb or place name),

we first used both the NLP python library spacy

and Wordnet to identify any identities for which

the dominant sense was a verb (e.g. suspect, ac-

cused) and removed these from consideration. To

ensure that the identities were in common lexical

databases, we removed words which were not in

Wordnet as a noun or an adjective. Finally, to en-

sure that identity words were used frequently, we

checked that they were used frequently in either a

fairly informal medium, Twitter, or in a fairly for-

mal medium, Wikipedia. To check the former case,

we use the frequency counts of words from 56M

tweets given by Owoputi et al. (2013) and retain

only those identities used in more than 2500 tweets.

To check Wikipedia, we first extract all 532,051

“clean” pages from a Wikipedia dump from Decem-

ber, 2015. A clean page is a page that is not labeled

as a stub, that was still active one month after the

dump was created, and that also has more than 50

views over 2 year span, where we pull one random

hour for each day.

D Further Details - Belief Measurement

Data

D.1 Measurement

The slider bar for the affective dimensions gives

labels at different points, ranging from “Infinitely”

to “Slightly” on both ends, with a “Neutral” option



4404

Measure Normalized? Position Measure Direction-Specification Multiclass

Ethayarajh

et al. (2019)

N
〈w,b〉
||b|| Same as Bolukbasi et al. (2016) N

Kozlowski

et al. (2019)

Y
〈w,b〉

||b||||w||

∑

pi∈P
pi,l−pi,r

||P || N

Bolukbasi

et al. (2016)

Y
〈w,b〉

||b||||w|| SV D
(

c
(

pi,j − µpij pi ∈ P
))

N

Swinger et al.

(2019)

Y avgpi∈P
〈w,pi,l〉

||w||||pi,l||
−

avgpi∈P
〈w,pi,r〉

||w||||pi,r||

N/A Y

Garg et al.

(2018)

Y ||w−br||−||w−bl|| bl :=
∑

pi∈pr
pi

||P || Y

Table 3: Details of the prior work on word position measurement models from which we draw. We use each model

listed here, as well as using the approach of Ethayarajh et al. (2019) but using direction specification as described

by Garg et al. (2018) and Kozlowski et al. (2019).

in the middle. The age slider had the following

qualitative labels, spaced equally across the slider

bar: “Baby, Child, Teenager, 20s, 30s, 40s, 50s,

60s, 70s, 80s, 90s, >=100”. The gender slider

had the following labels, spaced equally across the

slider: “Always Male, Mostly Male, Equally Male

or Female, Mostly Female, Always Female”.

For the race/ethnicity beliefs, order of the sliders

was randomized, and the starting value for each

was set to 20%. With respect to discussions about

the 2020 census, most importantly, demographers

have pushed to include Hispanic or Latino as a

racial category rather than to split it out into its

own separate question.

For the associative belief question, presentation

order was randomized. The form of the question

is drawn from other studies seeking to elicit cogni-

tive associations between a term and a set of other

concepts, e.g. from Hill et al. (2015). The specific

institutions were originally drawn from the clus-

tering used to determine our identities. However,

we added the education and religion institutions

after determining they would be necessary for a

more complete meaning space, as suggested by the

institutional settings with which identities are com-

monly associated as discussed by MacKinnon and

Heise (2010).

Finally, pilot testing suggested that respondents

became confused when provided with certain iden-

tities that had meanings that were used to construct

the question - for example, on the race question,

respondents became confused when being asked

“Of all white people, what percentage of them do

you think are ... [White]?” We, therefore, removed

the gender question from the identities guy, boy,

girl, lady, man, and woman, and removed the race

question from the identities Asian, White person,

Black person, Arab, and Hispanic.

D.2 Participant Sample

In total, 252 Mechanical Turk workers completed

the survey. These had greater than a 95% com-

pletion rate and had completed over 1,000 HITs.

These workers also were located within the United

States. In order to ensure this was the case, we

leveraged a tool provided by Winter et al. (2019) to

ensure that participants’ IP addresses were located

within the United States and that they were not us-

ing a VPN. We further ensured competency and at-

tention by including two attention check questions.

Five respondents were rejected because they failed

attention checks. Sample demographics were not

collected for Task 1, because we make the deliber-

ate assumption that measurements from surveys of

any individuals within a national culture can serve

as the foundation for a meaning space. However, as

noted, we do ensure cultural expertise by ensuring

participants are native English speakers located in

the U.S.

D.3 Ethical Approval

This study was approved by the Institutional Re-

view board of the University at Buffalo.

D.4 Summary Results

Figure 6 provides 95% bootstrapped confidence

intervals for the Evaluation, Potency, and Activity

dimensions for each identity in the survey. The
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measurements in our survey are compared to re-

sults from Smith-Lovin and Robinson (2015). The

vast majority of our estimates overlap closely with

theirs, signifying the broad generality of the mea-

surement tools used by ACT across individuals

within a national culture. Where differences arise,

we do not believe one dataset or the other appears

to be universally more accurate, and further, given

the number of comparisons (171, 3 per each of 57

identities), we should expect even by chance some

larger differences in the measurements.

Figure 7 provides full results for associative

meanings. The figure shows that in general, identi-

ties assumed to cluster within a particular institu-

tion were rated as having the highest associations

with that institution. However, it is also clear that

other identities were also strongly aligned with the

various institutions in ways that did not follow ex-

actly from the construction of our identity set. For

example, the identity thug was included as a nega-

tive affect term, but was perceived to have a strong

association to the judicial institution.

Figure 8 provides full results for the expected

age and gender of each identity. Note that some

identities with a denotative meaning aligned with

these dimensions were included, because pilot tests

did not suggest confusion for these identities. We

therefore attempted to include as many identities

as possible in the actual measurement.

Figure 9 provides full results for the race ques-

tion we asked. All identities were assumed by par-

ticipants to be more White than expected by chance.

Recall that the racial question was not posed for the

denotatively aligned racial identities we studied.

E Further Details - Identity Labeling

Task

E.1 Participant Sample

We collected valid data from 402 Mechanical Turk

workers were located in the United States, had

greater than a 95% completion rate and had com-

pleted over 1,000 HITs. To assess accuracy for

respondents, we randomly sampled 5 questions

from each respondent and ensured that answers

did not appear to be entered randomly. The sam-

ple’s gender was 53.7% female, and 45.6% male

(.7% did not say). A total of 89.4% had at least

some college or vocational training, 53.8% of the

sample had completed at least a Bachelor’s degree,

and 16.1% had a post-graduate degree. Almost all

(96.7%) of the sample were born in and had lived

between 75-100% of their life in the United States.

With respect to age, 9.0% of the sample was aged

18-24, 17.2% aged 25-29, 33.3% aged 30-39, and

40.0% aged 40 or older (.5% did not say). Finally,

the sample was largely white, 83.3% of participants

were White or Caucasian.

E.2 Ethical Approval

The survey carried out was approved by the Institu-

tional Review board of Carnegie Mellon University.

E.3 Additional Implementation Details

As noted in the text, and replicated here for clarity,

from the 57 identities in Table 1, we create survey

questions for the identity labeling task as follows:

for a given identity, we generate 14 random sets

of the 56 other identities; each set contains four

identities. We then generate one IsA and one Seen-

With question for each of these sets, where these

four identities constitute the possible answers to

the question, and the given identity is used in the

question text. This process is then repeated ten

times for each identity. This process generates ex-

actly ten questions for each of the 3,19211 identity

pairs for each type of question.

The intention was, therefore, to have exactly ten

questions for each identity pair for each question

type where the first identity in the pair is shown

in the question and the second identity in the pair

is shown as a possible answer. In each case, by

construction, the other possible answers were ran-

domly selected. Unfortunately, our survey suffered

from a bug with the Qualtrics software used, where

the option to present questions an even number

of times fails in unclear cases. Due to this error,

some of our identity pairs were not seen exactly

ten times. Specifically, 3.4% were asked less than

6 times, 40% were asked less than ten times, and

40.4% were asked more than ten times. While this

does not affect our analyses, because they do not

rely on any exact number of questions per identity

pairing, it is important to note for purposes of any

future work with the dataset.

Such issues aside, the process described gener-

ated 15,960 questions. These questions produced

a total of 16,080 responses (a small number of

questions—120, or 0.7%—were asked more than

once in attempts to address the Qualtrics bug) that

were split evenly, 40 questions per respondent.

1157*56=3,192
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E.4 Results

Figure 10 presents full results for the regression

models described in the text to identify the impor-

tance of each dimension for identity labeling.

F Additional Details - RQ2

Figures 11-14 present results from generalized ad-

ditive models with the four dependent variables

described in the main text on the rank-level out-

come variable at the belief level. The models ex-

plain 31.8%, 34.2%, 16.9%, and 21.6% of the de-

viance for the data from this paper, Bolukbasi et al.

(2016), Agarwal et al. (2019), and Smith-Lovin

and Robinson (2015), respectively. Across the four

datasets, the only consistent predictor is the dis-

tance of the survey-based belief measure from the

median. Note, however, that in the data from Smith-

Lovin and Robinson (2015), this pattern does not

hold at the extremes. Further analyses suggests this

is due to a small number of outliers on the extremes

of the Evaluation dimension, and does not appear

to reflect any interesting trend worth additional con-

sideration. Additionally, we note that, the authors

of Bolukbasi et al. (2016) could only provide us

with a mean per-identity estimate, and thus no in-

formation on the variance of those estimates is used

in our results.
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Figure 6: 95% bootstrapped confidence intervals for estimates of the Evaluation, Potency, and Activity dimensions.

Results from the current study are in red, results from a prior study from Smith-Lovin and Robinson (2015) are

given for comparison in cyan.
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Figure 7: Associations for each identity to each of the institutional settings we study. Results are given with 95%

bootstrapped confidence intervals, and each institutional setting is a different subplot. Red estimates represent

identities that were assumed to be clustered on the given institutional setting
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Figure 8: On the left, 95% confidence intervals for the expected age of each identity. On the right, 95% confidence

intervals for the expected gender of each identity, assuming a continuous dimension for gender. Note the gender

labels are slightly shifted inward so labels are readable, meaning some points extend beyond the label itself.
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Figure 9: 95% confidence intervales for the perceived percentage of each identity that are also of a given race. The

five racial/ethnic categories we consider are represented as separate subplots, the red line at 20% gives the expected

value of all races were equally represented for the identity.
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Figure 11: Regression results for survey data from this paper on the belief-level measure
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Figure 12: Regression results for survey data from Bolukbasi et al. (2016) on the belief-level measure
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Figure 13: Regression results for survey data from Agarwal et al. (2019) on the belief-level measure
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Figure 14: Regression results for survey data from Smith-Lovin and Robinson (2015) on the belief-level measure


