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Abstract The prediction of coupled nonisothermal multiphase flow in porous media has been the
subject of many theoretical and experimental studies in the past half a century. In particular, the
evaporation phenomenon from the shallow subsurface has been extensively studied based on the notion
of equilibrium phase change between liquid water and water vapor (i.e., instantaneous phase change). One
of the frequent assumptions in equilibrium phase change approach is that liquid water is hydraulically
connected throughout the vadose zone. Furthermore, classical soil‐water retention curves (e.g., van
Genuchten model), which have been extensively used in the literature to model evaporation process, are
only valid for high and intermediate saturation degrees. Although these limitations have been addressed and
improved in separate studies, they have not yet been rigorously incorporated in the numerical modeling
of nonisothermal multiphase flow in shallow subsurface of in‐field soils. Therefore, the aim of this study is to
investigate the coupled heat, liquid, and vapor flow in soil media through the Hertz‐Knudsen‐Schrage
(HKS) phase change model and by incorporating a water retention model which captures the soil‐water
characteristics from full to oven‐dried saturation degrees. A numerical model is developed and validated
against the in‐field experimental data. Reasonable agreements between the calculated and measured values
of water contents at all depths, as well as the temperature, and cumulative evaporation are observed.
Results also confirm that the contribution of the film flow in overall mass flow in the medium is required for
accurate modeling and cannot be ignored.

1. Introduction

Nonisothermal multiphase flow in porous media is the principal process involved in many engineering
applications such as deep waste repositories, geothermal boreholes, buried high voltage cables (Hruška
et al., 2019; Kroener et al., 2014; Moradi et al., 2016; Nguyen et al., 2017), and agricultural managements,
for example, water availability prediction for the crops with respect to the uncertainties in climate
change and variations of rainfall amounts and dry spell frequencies (Bittelli et al., 2008; Haghighi &
Kirchner, 2017; Strati et al., 2018). Several experimental, theoretical, and numerical studies have been
performed in the past decades to understand the coupled heat, liquid, and vapor flow and its impact on
the temporal variations of temperature and moisture content of soils (Milly, 1982; Mohanty et al., 1998;
Novak, 2010; Philip & De Vries, 1957; Saito et al., 2006).

One of the most important mechanisms concerning multiphase flow is the evaporation from the
soil‐atmosphere interface which plays a critical role in mass and energy exchange across this boundary
(Brutsaert, 2015; Li et al., 2019). Two distinct stages of evaporation have been identified in the literature:
Stage 1 of the evaporation starts at a high rate close to the saturated condition, and it is followed by a drastic
decrease of the evaporation rate (i.e., falling rate) at which Stage 2 starts. Previous research demonstrated
that the Stage 1 evaporation is controlled by the atmospheric demands where the capillary pressure delivers
the pore water from the vadose zone to the soil surface. Stage 2 depends on hydraulic and thermal properties
of the porous medium when a drying front is formed. The formation of the drying front in a deeper soil layer
disrupts the liquid connection to the surface, and consequently, moisture transport occurs only in vapor
diffusion (Or et al., 2013). Fick's law of diffusion is often used to calculate the vapor flow; however, according
to the experimental evidence, it was found that Fick's law may underestimate vapor flow. Hence, the vapor
diffusion enhancement factor was introduced first by Philip and De Vries (1957) to compensate for this
underestimation (Cass et al., 1984).
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Philip and De Vries (1957) proposed a theoretical model (PdV) to analyze the coupled heat, liquid, and vapor
flow in porous media. PdV model has been used thereafter to predict the evaporation in soils (Novak, 2016).
However, the validity of some of the assumptions made by Philip and De Vries (1957) has been questioned in
recent years, such as the chemical and thermal equilibrium conditions (Niessner & Hassanizadeh, 2009b;
Nuske et al., 2014; Ouedraogo et al., 2013; Smits et al., 2011) and vapor diffusion enhancement factor
(Shokri et al., 2009). Shokri et al. (2009) argued the validity of vapor diffusion enhancement factor and stated
that Fick's law can alone approximate vapor diffusion with the proper inclusion of capillary flow. Moreover,
based on equilibrium phase change (EPC) assumption, it has been postulated that the timescale associated
with the phase change (i.e., evaporation/condensation) in natural soils is shorter than the timescale of
environmental forcing. Although, this assumption led to very important insights with less computational
effort in modeling of the nonisothermal multiphase flow (by eliminating the need to calculate for water
vapor density as an independent variable), it has been shown that the EPC assumption is not always valid
(Benet et al., 2009; Chammari et al., 2003). Smits et al. (2011) conducted a numerical comparison between
EPC and nonequilibrium phase change (NEPC) approaches and concluded that NEPC approach captured
their laboratory‐scaled experimental observation with better accuracy than the conventional EPC approach.
Class et al. (2002) developed a numerical solution technique to simulate the nonisothermal multiphase and
multicomponent processes (where fractions of different fluids may exist in liquid and/or gas phases simulta-
neously) based on the thermal and chemical equilibrium assumptions. The advantage of their model was to
incorporate an adaptive switching of the primary variables upon the alteration of the thermodynamics state
of the system (e.g., complete drying). Same concept is adapted in recent studies to model evaporation from
soils by coupling free flow and porous medium flow (Fetzer et al., 2016; Mosthaf et al., 2011; Mosthaf
et al., 2014). Nuske et al. (2014) extended the model proposed by Class et al. (2002) to include the effects of
thermal and chemical nonequilibrium phenomena, where they concluded that considering chemical none-
quilibrium (which may lead to NEPC) is of higher importance than the thermal nonequilibrium. Moreover,
Massman (2015) studied the coupledmass and heatflow duringwildfires considering a NEPCmodel. He pro-
posed that the chemical potential of water cannot be in equilibrium with water vapor for soils closed to dry
condition when almost no liquid water exists. Recently, Novak (2019) extended the PdV model with respect
to NEPC approach to analyze the validity of NEPC from a steady‐state simulation. His analysis showed,
althoughNEPC ismore likely to happen in coarse sands; however, it is negligible, and EPC assumption is still
valid for most in‐field evaporation processes. Assouline et al. (2013) observed an almost dry condition during
Stage 2 of evaporation from a bare soil. They analyzed the dynamics of gravimetric water content obtained
from the in‐field soil samples and observed an almost dry condition for the subsurface soil. They mentioned
that the numerical model, using HYDRUS‐1D software which considers EPC assumption, could not predict
the bare soil evaporation in which the hydraulic continuity is disrupted (Assouline et al., 2013; Assouline
et al., 2014). Same conclusion was drawn by Dijkema et al. (2018) who measured the evaporation and ana-
lyzed heat and moisture distribution from desert sandy soil using a large weighing lysimeter.

Another important part of modeling of the nonisothermal multiphase flow is the soil‐water retention (SWR)
constitutive relation. Van Genuchten (1980) model (VGmodel) has been extensively used in literature. Saito
et al. (2006) utilized the temperature‐modified version of VG model to analyze the nonisothermal flow.
Although this model was proved to be very accurate in capturing SWR behavior of different types of soil
in capillary regime, it failed to predict the adsorption regime in which moisture content is below the residual
water content (Zhang, 2011). Different SWRmodels have been proposed to account for adsorbed water beha-
vior in almost dry condition (Or & Tuller, 1999; Revil & Lu, 2013).

Despite the several research studies over the years, predicting the evaporation rate and understanding the
accurate moisture content for the in‐field top soil are still challenging (Vanderborght et al., 2017).
Recently, Gao et al. (2018) predicted the evaporation rate from soil subsurface observed in a controlled
condition experiment by coupling free flow andmass transfer in porous media. Modeling free flow andmass
transfer in porous media results in a realistic multiphysical interaction between different media (Fetzer
et al., 2017). However, it should be noted that modeling of free flow under real‐time meteorological condi-
tions is complicated and has a high computational cost.

To the authors' knowledge, there are limited studies in the literature, which considered NEPC approach to
simulate the evaporation from the field soil. Beyond this point, none of them could capture the dry zone dur-
ing the bare soil evaporation. Therefore, the objective of this study is to analyze the nonisothermal
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multiphase flow subjected to atmosphere evaporative demand where the evaporation rate at the
soil‐atmosphere boundary is scrutinized considering NEPC model and Fickian diffusion. We assume the
validity of thermal equilibrium within the soil system, while NEPC is considered by utilizing the Hertz‐
Knudsen‐Schrage (HKS) phase change model and incorporation of the liquid‐gas interfacial area. In the pre-
sent nonisothermal multiphase process, the gas phase may contain vapor and dry air where the dissolved gas
in liquid phase is neglected for simplicity. Moreover, the generalized SWR model recently proposed by
Lu (2016), which accounts for capillary and adsorption regimes, is modified to be temperature dependent
and is used in the present analysis. First, details of the theoretical and numerical model are presented,
and then, the performance of the model will be validated against the field measurement which was con-
ducted at École polytechnique fédérale de Lausanne (EPFL) during the summer of 2006 using a weighable
lysimeter filled with fine sand (Assouline et al., 2013). The simulated evaporation obtained by EPC model is
also included for the sake of comparison with NEPC model.

2. Theoretical Formulation of Nonisothermal Multiphase Flow

The nonisothermal multiphase flow is composed of liquid and gas transport in advection and diffusion, and
heat flow in convection and diffusion forms at macroscale. In this study, liquid refers to water, gas is the
mixture of water vapor and dry air, and fluid includes liquid and gas where the dissolved gas in liquid is
disregarded. Moreover, the phase change is assumed to only occur between liquid water and water vapor
(i.e., evaporation/condensation). Hence, macroscopic mass balances of liquid and gas with balance of ther-
mal energy are coupled and solved simultaneously. Furthermore, the phase change is governed by first‐order
macroscopic rate of kinetic mass transfer in porous media to consider NEPC. Here, a 1D model is used to
reduce the computational cost. Therefore, all the formulations are presented along the z‐axis of Cartesian
coordinate system as follows.

2.1. Macroscopic Fluid Balance

The mass balances of liquid and gas phases can be written as (Bear, 2013):

ρl
∂θl
∂ψ

∂ψ
∂t

þ ∂ql
∂z

¼ − _m; (1)

ρg
∂θg
∂ψ

∂ψ
∂t

þ ∂qg
∂z

¼ _m; (2)

where θl and θg (m
3/m3) are the volumetric contents of liquid and gas phases, respectively. ψ (Pa) is the

matric suction and is defined as the difference between gas pressure (pg) and pore liquid pressure (pl) con-
sidering the force equilibrium between fluid phases (ψ = pg−pl). ∂θl/∂ψ = −∂θg/∂ψ is the moisture capacity
and can be obtained from SWR constitutive relation. Please note that pl and pg are the primary variables in
Equations 1 and 2 where the volumetric fluid contents (θl and θg) depend on suction potential through
SWR curve. Moreover, _m (kg/m3/s) is the rate of NEPC; the positive and negative signs indicate condensa-
tion and evaporation, respectively, and will be discussed later.

The relationship between the volumetric liquid and gas contents is defined as θl + θg = nSl + nSg = n
(Sl + Sg), where n (m3/m3) is the porosity of the medium and Sl and Sg (−) are liquid and gas saturation
degrees, respectively.

In Equations 1 and 2, ql and qg (kg/m2/s) are the liquid and gas advective fluxes, respectively, and are
expressed below:

ql ¼
ρlκintκrl

μl

∂
∂z

pl þ ρlgzð Þ; (3a)

qg ¼
ρgκintκrg

μg

∂
∂z

pg þ ρggz
� �

; (3b)

where κint (m
2) is the intrinsic permeability of the medium. κrl and κrg (−) are the relative permeabilities of

liquid and gas phases; μl and μg (Pa·s) are dynamic viscosities of liquid and gas, respectively, and g (m/s2)
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is acceleration of gravity. ρl (kg/m
3) is the density of the liquid, and ρg (kg/m

3) is the density of gas. The
density of gas can be written as the summation of dry air and water vapor densities in which both are
governed by the ideal gas law. Lu and Likos (2004) derived Equation 4 by considering that dry air pressure
is equal to the difference of atmospheric pressure (pa) and the vapor pressure (pv):

ρg ¼
paMa

RT
−

Ma

Mw
− 1

� �
ρv; (4)

where R (Pa·m3/K/mol) is the universal gas constant, Mw and Ma (kg/mol) are the molecular weight of
liquid and dry air, respectively. T (K) is the temperature, and ρv (kg/m

3) is the vapor density.

2.2. Soil‐Water Retention Characteristics

In order to analyze the unsaturated flow in soil media, a constitutive relationship (SWR model) must be
defined between the matric suction and volumetric liquid content. There are several SWR models available
in literature which predict the capillary range of soil‐water characteristics with enough accuracy. Among
those, Lu (2016) proposed an SWR model which accounts for capillary and adsorptive regimes distinctively
from high to low matric potentials (i.e., matric suction) and is presented below. The first step is the decom-
position of the volumetric liquid content into the capillary and adsorbed liquid:

θl ψð Þ ¼ θa ψð Þ þ θc ψð Þ: (5)

In Equation 5, θa and θc are the volumetric contents corresponding to the adsorption and capillary
regimes. The adsorption volumetric liquid content is formulated as follows:

θa ψð Þ ¼ θa;max Tð Þ 1 − exp
ψ − ψmax

ψ

� �M
" #( )

: (6)

In Equation 6, ψmax (Pa) is the highest suction at which volumetric liquid content reaches zero and M is
adsorption strength (0 < M < 1). Clayey soils have higher adsorption capacity as they can retain more
water, and therefore, adsorption occurs for suctions in the order of several hundreds of megapascals.
On the contrary, sandy soils have less adsorption capacity, and it can be triggered for suctions in the order
of several thousands of kilopascals. Moreover, θa,max is the maximum adsorption capacity which can be
interpreted as the residual liquid content commonly used in SWR models. In this study, the maximum
adsorption capacity in the SWR model is defined as: θa,max(T) = θa,max (Tref)[1−c(T−Tref)]. This definition
is the temperature‐dependent form of the residual liquid content which was proposed by She and
Sleep (1998), where Tref (K) is the reference temperature and c (−) is a fitting parameter.

For capillary regime, Lu (2016) proposed a modification for volumetric liquid content with respect to the
water cavitation which involves metastable phase change (Herbert et al., 2006). This modification is consid-
ered as a normal distribution function imposed on VG model as follows:

θcψ ¼ 1
2

1 − erf
ψ − ψcavffiffiffi

2
p

σcav

� �
n − θaψ½ � 1þ αψTj jnVG½ �−mVG ; (7)

where erf() is the error function; ψcav (Pa) is the mean cavitation suction; and σcav (Pa) is the standard
deviation, and it is equal to 0.4ψcav in this study. α (1/Pa), nVG, and mVG = 1–1/nVG are VG model para-
meters. ψ(T) is defined by Grant and Salehzadeh (1996): ψ(T) = [σ (Tref)/σ(T)] ψ (Tref). In which, σ (Pa/m)
is the surface tension. Equations 5, 6, and 7 define a general form of the SWR characteristic with seven
isothermal and two nonisothermal parameters. The presented SWR model serves a significant role in mod-
eling of evaporation from soils close to dry state and is implemented in the numerical model presented in
this study.

In unsaturated flow, the film flowmay have an important contribution to the overall hydraulic conductivity
of a medium when the soil dries out (Smits et al., 2012). Generally, hydraulic conductivity of the saturated
soil can be presented as the decomposition of hydraulic conductivity due to the capillary flow, kcap (m/s)
and the film flow, kfilm (m/s). kcap was described by Van Genuchten (1980): kcap = ksκrl, where ks (m/s) is
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the saturated hydraulic conductivity. The model for hydraulic conductivity due to film flow is adapted from
Zhang (2011), which is a modification of the original model proposed by Tokunaga (2009):

kfilm ¼ f 1 − nð Þ
ffiffiffiffiffiffiffi
2dg

p
π2ρlg
μl

εε0
2σ

� �1:5 kbT
zia

� �3

1þ dgψ
2σ

� �−1:5

; (8)

where f is the dimensionless correction factor, dg (m) is the effective grain diameter, ε = 78.54 is the dimen-
sionless relative permittivity ofwater, ε0=8.85×10−12 (C2/J/m) is permittivity of free space,kb=1.381×10−23

(J/K) is the Boltzmann constant, zi is the dimensionless magnitude of the ionic charge and is assumed to be
equal to 1, and a= 1.602 × 10−19 (C) is the electron charge. The f= 1 correction factor in Equation 8 accounts
for the nonuniformity of the porous media, that is, represents smooth uniform spherical grains. Smits
et al. (2012) and Massman (2015) considered the film flow according to Equation 8 in their models and
acknowledged the importance of considering the hydraulic conductivity due to the filmflow for dry state con-
ditions. But they found no improvement in the numerical results. However, during soil evaporation, when
soil moisture content reaches below residual moisture content, the matric suction increases drastically to a
limiting value of oven‐dried suction (also known as ψmax). In this condition, the capillary liquid conductivity
will be disrupted, and liquid mass transfer will be carried out by the film flow. Therefore, including film flow
in numerical modeling provides a continuous diffusivity of the high suction gradient with respect to the
wetting/drying dynamic cycles in soils and improves the overall convergence of the model. Consequently,
the inclusion of film flow in hydraulic conductivity seems necessary to model the nonisothermal
multiphase flow.

2.3. Vapor Transport

In NEPC approach, vapor density ( ρv) is an independent variable, and it needs to be coupled with the mass
balance equations of liquid and gas as follows:

∂
∂t

θgρv
	 
þ ∂

∂z
ρvug − Dv

∂ρv
∂z

� �
¼ _m: (9)

ug = qg/ρg is the advective gas velocity. Dv (m
2/s) is the effective diffusivity (Dv = τθgDv

0, τ is tortuosity, and
Dv

0 (m2/s) is the binary diffusion coefficient of vapor in gas phase). The vapor diffusion is considered
according to the Fick's first law of diffusion. Note that, unlike many nonisothermal multiphase flow mod-
els, the enhancement factor does not need to be considered in the formulation of effective diffusivity.
Please also note, the definition of vapor density in Equation 9 deviates from its definition in EPC approach
which states that the vapor density is always equal to its saturated state according to Kelvin's law
(Milly, 1982).

2.4. Macroscopic Energy Balance

For nonisothermal flow, Equation 10 presents the heat balance equation (Whitaker, 1977):

ρCð Þm
∂T
∂t

þ ∂
∂z

ρlulCl þ ρgugCg

� �
T − λm

∂T
∂z

� �
¼ −Lv _m: (10)

ul = ql/ρl is the advective liquid velocity. ρm (kg/m3), Cm (J/kg/K), and λm (W/m2/K) are the effective
density, specific heat capacity, and thermal conductivity of the medium, respectively. Cl and Cg are the
specific heat capacities of liquid and gas phases, respectively. Lv (J/kg) is the latent heat of
vaporization. The presented multiphase flow model assumes the local thermal equilibrium among all
the phases (i.e., Tl = Tg = Ts = T).

2.5. Nonequilibrium Phase Change

In porous media, NEPC is controlled by the first‐order rate of kinetic mass transfer between fluid phases
(liquid water and water vapor), and it governs the difference between the actual and equilibrium vapor den-
sities (Niessner & Hassanizadeh, 2009a):
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_m ¼ algκlg ρv; eq − ρv
� �

: (11)

alg (1/m) is the volume‐normalized liquid‐gas interfacial area, κlg (m/s) is the mass transfer rate coefficient,
and ρv,eq (kg/m3) is the equilibrium vapor density. According to Kelvin's law, relative humidity can be
related to the matric suction as follows: RH = ρv/ρv,sat = exp[ψMw/(RTρl)], where ρv,sat (kg/m

3) is the satu-
rated vapor density. Please note that in case of EPC condition, vapor density and equilibrium vapor den-
sity are identical (ρv,eq=ρv).

Different NEPC models have been proposed based on Equation 11 in the literature. Trautz et al. (2015) pre-
formed a numerical comparison among these models and compared the results with the experimental obser-
vation of the bare soil evaporation. In this study, the HKS model is employed, which is a modification of
Hertz‐Knudsen (HK) model of evaporation and condensation. The advantage of the HKSmodel was verified
in the literature through different nonisothermal multiphase analyses of the evaporation process
(Massman, 2015; Trautz et al., 2015). The HKS model is derived based on the kinetic theory of gases as fol-
lows (Kryukov & Levashov, 2011):

_m ¼ θlalg
1

1 − 0:5f c

ffiffiffiffiffiffiffiffiffiffiffiffiffi
RT

2πMw

r
f eρv; eq − f cρv

� �
; (12)

where 1= 1 − 0:5f cð Þ½ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RT= 2πMwð Þp

is the mass transfer rate coefficient (κlg). The volumetric liquid content
is included to express the phase change reaction in terms of mass per unit volume of soil per time (Trautz
et al., 2015). Furthermore, fe and fc (−) are the evaporation and condensation coefficients. fe is the ratio of
number of molecules transferred to the vapor phase to the total number of molecules emitted from the
liquid phase. In analogy, fc is the ratio of the number of molecules adsorbed by the liquid phase to the total
number of molecules impinging on the liquid phase (Marek & Straub, 2001). Despite their physical mean-
ing, evaporation and condensation coefficients are very hard to determine, and there is still ongoing the-
oretical and experimental research to obtain these values (Jafari et al., 2018). Both fe and fc values for water
have been observed to vary from 10−4 to 1, and also, they are not necessarily identical: fe ≠ fc (Marek &
Straub, 2001). Recently, Persad and Ward (2016) conducted an extensive review on theoretical, experimen-
tal, and molecular dynamics studies of evaporation and found out that both coefficients are not always less
than unity. It is evident that both fe and fc are functions of liquid and vapor temperature, heat flux, and
geometry (Jafari et al., 2018). In the literature, fe and fc are often considered according to the Arrhenius
equation by using the surface condensation/evaporation activation energy (Vlasov, 2019). In this study,
the evaporation and condensation coefficients are assumed to be constant and are calibrated with respect
to the accumulative evaporation data which are the same as the procedure performed by Trautz
et al. (2015).

The liquid‐gas interfacial area (alg) can be determined experimentally (Araújo & Brusseau, 2019; Peng &
Brusseau, 2005) or through the pore scale modeling (Jiang et al., 2020; Joekar‐Niasar et al., 2008; Nuske
et al., 2014). The liquid‐gas interfacial area is a function of liquid saturation degree (Sl) and is equal to zero
when Sl = {0 or 1}. In addition, the experimental observation showed that the liquid‐gas interfacial area
reaches its maximum value at a low saturation degree for sands (Costanza‐Robinson & Brusseau, 2002).
Since there is limited research on predicting the interfacial area, a parabolic function proposed by
Costanza‐Robinson and Brusseau (2002) and Massman (2015) is used in this study with a slight
modification:

alg ¼ α1Sl 1 − Slð Þα2 þ α3 Sl 1 − Slð Þ½ �α4 : (13)

α1 = 50, α2 = 20, α3 = 0.22, and α4 = 0.25 are fitting parameters. Considering Equation 13 and the fitting
parameters, the interfacial area reaches its maximum value at Sl = 1%. Please note, for more accurate elu-
cidation of the interfacial area in Equation 13, the specific surface area of the soil should be measured.
Nonetheless, the presented interfacial area (Equation 13) represents our current understanding of inter-
phase between bulk liquid and gas phases in full range of the saturation degree. Bulk liquid refers to
the state when liquid is in capillary regime; therefore, when liquid is adsorbed as film regions on soil par-
ticles, the phase change does not take place.
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All the temperature‐dependent and saturation‐dependent parameters used in Equations 1 to 13 are pre-
sented in Table 1. The rest of parameters are calculated from the formulations provided by the
International Association for the Properties of Water and Steam (IAPWS 2007) (Tamizdoust &
Ghasemi‐Fare, 2020; Wagner & Kretzschmar, 2008). In Table 1, the thermal conductivity of the medium
depends on the volumetric liquid content, temperature, and clay fraction on the medium according to
Bittelli et al. (2015), and it has been incorporated in different numerical models to predict the nonisother-
mal evaporation process (Bittelli et al., 2008; Kroener et al., 2014; Trautz et al., 2015). Figure 1 illustrates
the thermal conductivity of the medium with respect to the volumetric liquid content at different
temperatures.

2.6. Equilibrium Phase Change Formulation

EPC formulation can be retrieved by combining liquid mass balance (Equation 1) and vapor transport
(Equation 9), which eliminates the phase change source term. In EPC approach, the gas pressure is assumed
to be constant in time and space and is equal to atmospheric pressure. Moreover, as stated before, the vapor
density is not an independent variable and is equal to its equilibrium value, that is, ρv,eq = ρv. Furthermore, in
the energy balance equation (EBE), the time variations of equilibrium vapor density and its diffusion in
space are considered as the latent heat source term:

ρl
∂θl
∂ψ

∂ψ
∂t

þ ∂
∂z

ql − Dv
∂ρv; eq
∂z

� �
¼ 0; (14)

ρCð Þm
∂T
∂t

þ ∂
∂z

ρlulClð ÞT − λm
∂T
∂z

� �
¼ −Lv

∂
∂t

θgρv; eq
� �

−
∂
∂z

Dv
∂ρv; eq
∂z

� �� �
: (15)

In Equation 14, the variations of equilibrium vapor density with time are disregarded with respect to time
variations of matric suction. The independent variables in EPC approach are matric suction (ψ) and tem-
perature (T). Moreover, same as in NEPC approach, no enhancement factor is considered for the vapor dif-
fusion. The results of NEPC modeling approach (Equations 1, 2, 9, and 10) and EPC modeling approach
(Equations 14 and 15) will be compared later in the numerical study.

In addition to general heat, liquid, and gas flow in porous media, atmospheric boundary conditions must be
carefully defined to accurately model the bare soil evaporation.

Table 1
The Dependent Parameters Used in the Nonisothermal Multiphase Flow Equations

Parameter Equation

Liquid density (Hillel, 2013) ρl = 1 − 7.37 × 10−6(T − 4)2+3.79 × 10−8(T − 4)3

Relative permeability of liquid (Van Genuchten, 1980)
κrl ¼ Seff 0:5 1 − 1 − Seff

1
mVG

� �nVGh i2a
Relative permeability of gas (Van Genuchten, 1980) κrg ¼ 1 − Seff

	 
0:5
1 − Seff

1
mVG

� �2

Saturated vapor density (Bittelli et al., 2015) ρv,sat = 0.001T −1exp(31.37 − 6014.79T −1
− 0.00792T)

Binary vapor diffusion coefficient (Bittelli et al., 2015) D0
v ¼ 2:92 × 10−5 T=273:15ð Þ2

Tortuosity (Millington & Quirk, 1961) τ ¼ n−2θ7=3g

Surface tension (Grant & Salehzadeh, 1996) σ = 0.1177 – 0.0001535 T

Latent heat of vaporization (Monteith & Unsworth, 2013) Lv = 2.501 × 106 − 2369.2(T + 273.15)

Thermal conductivity of the medium (Bittelli et al., 2015; Campbell et al., 1994)
λm ¼ klθlλl þ kgθgλg þ ks1 − nλs

klθl þ kgθg þ ks1 − n

aSeff = (θl − θa)/(n − θa) is the effective liquid saturation degree.

10.1029/2020WR027381Water Resources Research

TAMIZDOUST AND GHASEMI‐FARE 7 of 23



2.7. Vapor Transport Boundary Condition

Vapor flux, E (kg/m2/s), from the soil‐atmosphere boundary, can be
described using the difference between the vapor density at the soil sur-
face and the equilibrium vapor density of air, ( ρv,eq)a (kg/m

3), at a refer-
ence height, zref (m), and equivalent aerodynamic resistant coefficient to
mass transfer, rv (s/m):

E ¼ 1
rv

ρv − ρv; eq
� �

a

h i
: (16)

rv can be calculated from the explicit approach adapted in Choudhury
et al. (1986) and Sviercoski et al. (2018):

rv ¼ 1
κ2υ

log
zref
z0

� �2

1þ δð Þν; (17a)

δ ¼ 5g
zref − d
	 


T − Tað Þ
Taυ2

; (17b)

ν ¼ −2 δ < 0

−0:75 δ > 0

�
: (17c)

δ (−) is the atmospheric stability factor, υ (m/s) and Ta (K) are the wind
speed and air temperature recorded at the local station at the zref (m)

height, κ = 0.41 (−) is the von Karman constant, z0 (m) is the surface roughness, and d (m) is a constant
parameter. The value of d is zero for soils with no vegetation. Equation 17a yields an exact solution for
atmospheric stable conditions and an approximate value for unstable conditions with a reasonable accu-
racy (Choudhury et al., 1986). Note that 1/rv serves as a vapor mass transfer coefficient.

Different attempts have been made in the literature to modify the vapor mass transfer coefficient by includ-
ing a vapor resistivity parameter in dry layers. van de Griend and Owe (1994) proposed an empirical equa-
tion to predict the soil vapor diffusivity resistance which is frequently used in the bare soil evaporation
(Bittelli et al., 2008; Smits et al., 2011). In this approach, the value of liquid water content at the top 1 cm
is required. Another approach was proposed by Shokri et al. (2009) to directly estimate the evaporation rate
from the soil by utilizing the Fick's law for the shallow depth of the drying layer. This approach is based on
the knowledge of the dry layer thickness which can be difficult to determine for field conditions (Smits
et al., 2012).

Combining Equations 16 and 17a–17c is the simplest form of the vapor flux from soil‐atmosphere boundary
which controls the upper boundary condition of vapor transport (Equation 9) in case of NEPC approach, or
liquid water and vapor transport (Equation 14) in case of EPC approach. As it will be seen later, Equation 16
can adequately predict the evaporation rate using the presented nonequilibriummodel in comparison to the
equilibrium model. Furthermore, the aerodynamic resistant coefficient remains the sole transfer coefficient
to couple the atmospheric condition with the shallow subsurface flow.

2.8. Energy Balance Equation

In case of the evaporation across the soil‐atmosphere boundary, a coupled energy exchange between porous
media and free flow should be established (Brutsaert, 2005). In the literature, it is suggested that a boundary
layer may exist above the soil surface for themomentum,mass, and energy transport. Although the existence
of the boundary layer alone may not accurately represent the actual in‐field condition (Vanderborght
et al., 2017), however, it can be used as a suitable approximation instead of coupling free flow and flow in por-
ous media. Hence, EBE in the boundary layer is described as:

G ¼ Rn −H − LvE: (18)

G,Rn, andH (W/m2) are the surface, net solar radiation, and sensible heatflux from the top boundary, respec-
tively, and LvE is the latent heat of evaporation. On the right‐hand side of the Equation 18, the positive sign
represents the incoming fluxes towards the soil surface and the negative signs demonstrate the outgoing flux.

Figure 1. Thermal conductivity of the medium.
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The solar radiation is composed of net shortwave (Rns) and longwave (Rnl) radiations as follows:

Rn ¼ Rns þ Rnl ¼ 1 − αalbð ÞSn þ εsσs 1 − 0:84cf
	 


εa þ 0:84cf
� 

Ta
4 − T4

� �
: (19)

When the sky is cloudy, the atmospheric emissivity is defined as [(1 − 0.84cf)εa + 0.84cf] (Monteith &
Unsworth, 2013), where cf is the cloud factor. In Equation 19, Sn (W/m2) is the incoming solar radiation
obtained from meteorological data. αalb and εs are surface albedo and soil surface emissivity, respectively,
and σs = 5.67 × 10−8 (W/m2/K4) is the Stefan–Boltzmann constant (Bittelli et al., 2015). Calculations of
surface albedo, soil surface emissivity, and air emissivity are given in Appendix A.

The sensible heat flux due to convection is given by

H ¼ Cv

rH
T − Tað Þ: (20)

Cv (=1,200 J/m
3/K) is the volumetric heat capacity of the air, and rH (s/m) is the aerodynamic resistance to

heat transfer and is assumed to be equal to rv.

The evaporation across the soil‐atmospheric boundary and the heat, liquid, and gas flow in soil media can be
predicted by coupling the balance of fluid and heat with vapor transport equations considering the EBE
boundary equation in a finite element numerical model. Hence, the developed model is used to analyze
the evaporation in a field condition considering temperature‐modified Lu and VG models and NEPC and
EPC approaches.

3. In‐field Experiment and Numerical Simulation Descriptions
3.1. Description of the Field Experiment

In order to evaluate the capability of the theoretical model presented above, the evaporation from a bare soil
is simulated in this study. The experiment was performed at the EPFL in the summer of 2006 from June 29 to
July 3 for 120 h (Assouline et al., 2013). A cylindrical weighable lysimeter as a polyester reinforced fiberglass
tank was placed below the ground in which the surface of the tank was exposed to the natural atmospheric
condition. The tank was filled mostly with local fine sand which contained 98% sand, 1% silt, and 1% clay.
Tensiometer and thermocouple sensors were embedded to measure the capillary head and the temperature
at different depths. The experiment was carried out staring with saturating the soil from the bottom of the
tank and then lowering the water table to the depth of z = −80 cm before the beginning of the experiment.
The experiment was executed under the atmospheric forcing according to the climatic data from a microme-
teorological station located 10 m away from the site. The micrometeorological data and more details on the
lysimeter experimental procedure are available in Assouline et al. (2013). Please see Appendix B for more
details.

The hydraulic properties used in the numerical model are borrowed from the field measurements and are
presented in Table 2. However, prior to the multiphasic numerical modeling, the SWR model proposed by
Lu (2016) and Van Genuchten (1980) are compared with the experimental measurement from the under
study sand and another similar sandy soil called “Shonai dune sand” (93.3% sand, 1% silt, and 5.7% clay)
(Mehta et al., 1994) which are presented in Figures 2a and 2b, respectively. The mean cavitation and max-
imum pressure as well as the adsorption strength in the SWR model (Equation 7) are determined with
respect to fitting procedure with the SWR experimental data for Shonai dune sand. As it can be seen in
Figure 2b, Lu's model captures the SWR characteristics of Shonai dune sand reasonably well for low liquid

Table 2
Hydraulic Properties of Fine Sand and Shonai Dune Sand

Soil n (m3/m3) θa,max (m
3/m3) Ks (m/h) nVG (−) α (1/m) c (−) ψcav (MPa) ψmax (MPa) M (−) f (−) dg

a (mm) fe (−) fc (−)

Fine sand 0.376 0.02 0.791 2.15 8.3 0.015 15 300 0.005 50 0.17 0.06 0.065
Shonai dune sand 0.43 0.044 0.360 4.95 4.07 N/Ab 15 300 0.005 N/A N/A N/A N/A

aEstimated based on hydraulic conductivity (Ks) using Kozeny–Carman model (Chapuis & Aubertin, 2003). bNot applied.
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volumetric content. Comparably, same fitting parameters for mean cavitation, maximum pressure, and
adsorption strength are used for the fine sand in this study.

3.2. Description of the Numerical Model

A finite element numerical model is adapted to solve the set of highly nonlinear equations described in the
previous section using COMSOL Multiphysics software v5.3a. The initial and boundary conditions are
explained below.

According to the field condition, the water table is initially considered at z=−80 cm to calculate hydrostatic
pore liquid pressure. In both EPC and NEPC modeling approaches, no‐flux boundary condition is assumed
for liquid flow in bottom boundary. Moreover, the initial temperature for the soil domain and the bottom
boundary is considered as 23°C based on the field measurement. The EBE equation is assigned for the top
boundary for Equations 10 and 15 to consider the heat transfer across the land‐atmosphere interface accord-
ing. In EPC model, the evaporation rate (Equation 16) governs the top boundary condition for liquid and
vapor flow (Equation 15). In NEPC model, the initial and top boundary conditions for gas pressure are
assigned to be equal to atmospheric pressure, and no gas flow boundary is assumed for the bottom boundary.
Initial vapor density is assumed to be equal to its equilibrium value. Since the evaporation is happening from
the soil surface, the time‐dependent vapor transport from top boundary is also considered according to the
Equation 16. Vapor density gradient with respect to z‐axis in bottom boundary is set to zero (i.e., no flow).

The length of the subsurface soil is 100 cm, and after mesh sensitivity analysis, the domain is discretized with
200 two‐noded beam elements. The model is solved using the PARADISO direct matrix solver built in
COMSOL Multiphysics. The relative tolerance for the nonlinear analysis is set to 0.001.

4. Numerical Results and Interpretation of the Data
Figures 3a and 3b present the variations of volumetric liquid content and temperature of the soil medium at
different depths and compare the numerical (NEPC approach) and experimental results. In general, volu-
metric liquid contents obtained from the numerical model match with experimental observations at all three
depths. Please note that the experimental data were obtained from the tensiometers and the volumetric
liquid contents were calculated based on the VG model; however, according to the Figure 2, both Lu and
VG models coincide for liquid water contents higher than the maximum residual liquid content.
Therefore, same liquid water contents reported in Assouline et al. (2013) are used for validation of the
current simulation. Please note, for any liquid water content below the residual value, this comparison will
have some discrepancy unless liquid water contents are measured directly. The nonisothermal diurnal fluc-
tuations of volumetric liquid contents due to variations in atmospheric conditions follow the same trend as

Figure 2. Comparison of Lu (2016) water retention curve used in this study and VG model with the experimental data of
(a) fine sand and (b) Shonai dune sand.
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were observed in the field with a minor underestimation at z = −10 cm. The results of simulated liquid
volumetric content obtained in this study are improved compared to the original numerical study
performed by Assouline et al. (2013) in which the pattern of the fluctuations could not be captured. It is
interesting to note that, considering the pore liquid and gas pressures as primary variables in Equations 1
and 2, instead of using volumetric liquid and gas contents, improves the results. Furthermore, using the
temperature‐dependent maximum adsorption capacity in SWR model controls the magnitude of diurnal
fluctuations of volumetric liquid content. Moreover, the simulated temperature variations at different
depths match well with the field observations (Figure 2b).

Figures 4a and 4b show the measured and simulated cumulative evaporation for the 5 days and for the last
day of the experiment, respectively. The simulations carried out considering both NEPC and EPC
approaches. Furthermore, temperature‐modified Lumodel is comparedwith the VGmodel to better perceive
the effect of SWRmodels on evaporation dynamics in soils. Figure 4a confirms the accuracy of NEPC model

Figure 3. Simulated variations of (a) volumetric liquid content and (b) temperature at different depths considering
NEPC approach with comparison to the experimental observations (Assouline et al., 2013).

Figure 4. Simulated cumulative evaporation with comparison to experimental observations (Assouline et al., 2013):
(a) for 5 days of the experiment and (b) last day of the experiment.
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which can predict the cumulative evaporation as observed in the field, while EPC model overestimates the
cumulative evaporation during the time of the experiment. In both EPC and NEPC approaches, the VG
model's predictions are slightly lower than the temperature‐modified Lumodel which stem from the fact that
VG model allows no further liquid reduction from the soil system when it reaches to its residual value;
however, this limitation has been relaxed in Lu model. In Figure 4b, the changes in cumulative evaporation
are illustrated which were measured from early in the morning (7:00) to the evening (19:00) on the last day.
The predicted cumulative evaporation with NEPC model matches well with the experimental data, while
EPC model underestimates the last day's cumulative evaporation. The underestimation of cumulative eva-
poration in the last day of experiment is because of the higher evaporation rate predicted by EPC approach
in the first 2 days of the experiment. In EPCmodel, the liquidwater content has already been evaporated from
the shallow subsurface soil, and there is extensively lower liquid water for phase change and evaporation for
the last day. Moreover, as it can be seen in Figure 4b, both Lu and VGmodels yield almost the same result in
both EPC and NEPC modeling approaches.

Assouline et al. (2013) simulated the cumulative evaporation of the last day using the equation originally
proposed by Shokri et al. (2009) which is based on Fickian vapor diffusion and considering the thickness
of dry soil layer. They measured the thickness of dry soil layer from the gravimetric liquid content profile
of the top layer of soil obtained from destructive sampling (the experimental data are available in

Figure 5. The simulated (a) matric suction, (b) relative humidity, (c) temperature, and (d) vapor density for two different
hours of the first and last day of the experiment with EPC and NEPC approaches.
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Figure 8). They concluded that the model proposed by Shokri et al. (2009) underestimates the cumulative
evaporation of the last day. Therefore, they suggested an additional advective vapor transfer equation to
account for the evaporation that happens in the morning with respect to the atmospheric evaporative
demand. In this study, the evaporation and condensation processes are carefully accounted through
NEPC approach. As it was mentioned earlier, nonequilibrium model relaxes the equilibrium assumption
where the vapor density does not have to be equal to its equilibrium value. Figure 4b indicates the fact that
the evaporation flux can be governed by Fickian diffusion if the actual vapor density is calculated by NEPC
model and is employed in Equations 16 and 18.

To further investigate the effect of NEPC approach on the evaporation process, the dynamics of matric
suction, relative humidity, temperature, and vapor density are shown in Figures 5a–5d for the first and last
day of the experiment in the morning (8:00) and in the afternoon (16:00). For the sake of comparison, the
results of EPC approach using same SWRmodel (Lumodel) are also included in Figure 5. Figure 5 compares
the different dynamics of thermal and hydraulic behavior of the soil in the vicinity of the natural evaporative
boundary obtained from EPC and NEPC approaches. These differences result in deviation of actual and
equilibrium vapor densities in the soil.

Figure 5a shows minimal changes in matric suction for the first day of the experiment simulated by NEPC
model, which implies that the atmospheric demand has a little effect on the initially hydrostatic condition
of the soil during the first day. EPC model predicts same type of behavior in the morning; however, in the
afternoon (at 16:00), much higher suction is evident in the top 0.5 cm of the soil in comparison to NEPC
model. Moreover, intense changes in matric suction from early morning to the afternoon are evident in
the last day. This fluctuation occurs due to the hourly variations of atmospheric conditions and relatively
dryer soil layer in comparison to the first day. According to EPC modeling approach, the influential zone
of high matric suction is about 2 cm below the ground in the afternoon while it is controlled by the capillary
suction in deeper soil layers. The influential zone of high matric suction calculated by NEPC model is about
1.5 cm below the ground for the same time. As it can be seen from Figure 5a, EPC model predicts much
higher matric suction day than NEPC model (except only for the morning of the first day). It should be
mentioned that Smits et al. (2011) and Li et al. (2019) also concluded that EPC model predicted a very high
and sudden jump in the matric suction when soil dries out which, consequently, resulted in overestimation
in matric suction compared to their laboratory experimental observations. Figure 5a also illustrates that,
early in the morning, due to the low atmospheric demand, matric suction is only increased for a few milli-
meters below the soil surface; however, later in the day, suction increases at deeper depths since the atmo-
spheric demand is higher. This implies evaporation occurs from the deeper soil layers in the afternoon in
comparison to the early morning. It is also observed that the maximum matric suction is always observed
at the soil surface.

Figure 5b depicts the corresponding relative humidity of the soil which depends on matric suction
through Kelvin's law (RH = exp[ψMw/(RTρl)]). It is understood that only high matric suction values
decrease the relative humidity to values lower than unity. Therefore, the matric suctions calculated by
NEPC approach do not affect the relative humidity of the soil except the afternoon of the last day in
which it is decreased to ≈0.92. On the contrary, EPC approach predicts lower relative humidity on the
first and last of the experiment, where the minimum calculated relative humidity is as low as 0.45 in
the afternoon of the first day.

In Figure 5c, temperature changes are shown in the top 50 cm of the soil. Both models yield almost similar
temperature variations except in the afternoon of the first day, where this discrepancy reaches to the depths
of about z = −30 cm. As it can be seen in the figure EPC model predicts lower temperature. The reason can
be because of the high matric suction at 16:00 of the first day predicted by EPC model which leads to devel-
opment of a thin dry layer immediately below the surface while such dry layer is not developed in the first
day according to NEPC approach calculations. As the thermal conductivity decreases for dry layers of soils
(Figure 1); therefore, the ability to transfer heat from the atmospheric heat sink to deeper layers of the soil
would be reduced which results in lower temperature variations.

In Figure 5d, the nonequilibrium and equilibrium vapor densities, which are calculated by NEPC and EPC
models, respectively, are presented for different times of the first and last day. Equilibrium vapor density
highly depends on the magnitude of matric suction and temperature of soils, while the nonequilibrium
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vapor density as an independent variable is not only affected bymatric suction and temperature variations but
also by the explicit expression of phase change rate defined in Equation 12. For thefirst day of the experiment,
as shown in Figure 5d, the magnitude of nonequilibrium (actual) vapor density is lower than its equilibrium
value for few millimeters of the top layer of the soil at 8:00. As both models yield relatively similar matric
suction, relative humidity, and temperature changes for this particular time; therefore, the difference
between the vapor densities may be associated with nonequilibrium and EPC rates. This will be elaborated
later in more detail. In the morning of the last day, the equilibrium vapor density is slightly smaller than
the one obtained by nonequilibrium model for depths above z = −0.5 cm due to the slightly lower
temperature changes predicted by EPC model, while relative humidity for both models is 1.However, in
the vicinity of the atmospheric boundary, the reverse behavior is observed. Later in the afternoon of the
first day, calculated equilibrium vapor density is lower than the nonequilibrium one below z = −0.5 cm,
because the lower temperature predicted by EPC results in smaller saturated vapor density (please see the
definition of saturated vapor density in Table 1) and consequently the lower equilibrium vapor density. A
distinct change of slope above z = −0.5 cm in the calculated equilibrium vapor density is evident from the
fact that relative humidity from this point upward is strongly decreased. Same trend is observed in the
afternoon of the last day for equilibrium vapor density except the change of slope occurs deeper at about
z = −1.75 cm. Same shift is evident for nonequilibrium vapor densities in both days at 16:00, but there is
no drastic change in the slope.

Figure 6 displays the latent heat source in the soil domain (i.e., right‐hand side of the Equations 10 and 15,
respectively, for NEPC and EPC approaches) to better illustrate how EPC and NEPC rates happen in shallow
depths. The negative sign shows the evaporation, whereas the positive sign shows the condensation process.
On the first day at 8:00 am, no evaporative process can be observed from EPC model; on the other hand,
NEPC approach shows low evaporation at and close to the surface. Later for the same day at 16:00, an extre-
mely high evaporation magnitude yet in a very narrow zone can be seen at about z = −0.3 cm in EPC model
estimation. In comparison, for NEPC approach, a very wide zone of evaporation from the surface is evident
which is extended to z = −2 cm but in much lower magnitude in comparison to EPC model. The reason for
different evaporative behavior obtained from NEPC approach can be investigated by referring to
Equation 13, in which the interfacial area is zero when soil is completely dry (Sl = 0) and it reaches to the
maximum value when soil retains very small saturating liquid (Sl = 1%). Furthermore, according to the
HKS phase change model, the rate of phase change is proportional to the square root of the soil's tempera-
ture which further explains the dynamics of the phase change throughout the day with variations of tem-
perature in soil as shown in Figure 5c.

Figure 6. Latent heat source for selected times of the first and last day of the experiment: (a) EPC latent heat source and (b) NEPC latent heat source.
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In the morning of the last day, same narrow evaporation zone close to the surface is simulated by EPC
approach but much lower magnitude with respect to the evaporation at the same time in the first day.
This behavior refers to the point that the top layer of the soil has been resaturated in the morning time
(because evaporation takes place in close to the surface); however, the liquid water availability is not as
much as the first day of the experiment; hence, the evaporation magnitude is lower. Similarly, NEPC model
shows lowmagnitude on evaporation, but the influential zone is wider than in EPCmodel. Later in the after-
noon, both models estimate that the evaporation zone recedes deeper in the ground where the plateau of the
NEPC latent heat of evaporation is about eight times lower than the one estimated by EPC model.

The evaporation/condensation from soil's subsurface is the source of alterations in the matric suction.
Figure 7a shows the variations of the calculated matric suction at the soil surface with time\ and with
respect to both EPC and NEPC approaches (temperature‐modified Lu SWR model is incorporated in
Both approaches). The fluctuation occurs due to the daily variations of atmospheric evaporative demand.
The high suction gradients due to drying/wetting phase cycles are smoothly predicted using both

Figure 7. The simulated (a) matric suction and (b) liquid degree of saturation at the top the soil boundary versus the time of the experiment.

Figure 8. Variations of gravimetric liquid content in shallow depth of the soil on the last day of the experiment and the
comparison of the simulations (NEPC) with the measured ones by Assouline et al. (2013): (a) temperature‐modified Lu
and (b) van Genuchten models.
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modeling approaches which implies the advantage of the hydraulic conductivity model with respect to
capillary and film flow. This conclusion emphasizes the importance of the film flow in numerical model-
ing of nonisothermal multiphase flow to capture wetting/drying cycles below the residual liquid content
with high matric suction. It is observed that the definition of film flow is necessary for numerical model-
ing convergence while dealing with high matric suction in dry‐out zones. As explained earlier, EPC model
impose a higher matric suction comparing to NEPC model, especially in the first heating phase. Figure 7b
illustrates the changes in degree of saturation of liquid water at the soil surface with time. The gradual
decrease in liquid degree of saturation after each wetting/drying cycle is evident from this figure. It is
shown that EPC model leads to a faster and stronger desaturation with a weaker resaturation of the sur-
face in comparison to NEPC model.

For the next step, NEPC model is used to analyze the dynamics of the gravimetric liquid content at the shal-
low subsurface during the bare soil evaporation. Figures 8a and 8b show the variation of gravimetric liquid
content in the last day of the experiment in the vicinity of the soil‐atmosphere boundary with the compar-
ison between temperature‐modified Lu and VG SWRmodels. According to Assouline et al. (2013), the gravi-
metric liquid content experimental data were measured in the laboratory from the destructive sampling that
was performed at the end of the experiment. Please note in‐filed and laboratory liquid water measurements
are compared separately in Figures 3 and 8, respectively. In Figure 8a, numerical results show that the gravi-
metric liquid content at the vicinity of the soil‐atmosphere boundary stays below the residual value with a
small resaturation between 7:20 and 10:00 am at the top boundary. The evaporation results in reduction
of liquid content and thickening of the dry soil layer below the subsurface. In contrast to the Lu SWRmodel's
predictions, Figure 8b emphasize on the inability of the VG model to capture the moisture dynamics below
the residual liquid content; however, VG model simulates the thickening of the dry soil layer below the
subsurface.

Figure 9. 1D schematic representation of the gravimetric liquid content in shallow depth of the soil on the last day with
respect to different evaporation coefficients.
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Although, NEPC model overestimates the gravimetric liquid content at the top layer compared to field
measurements, but it shows the ability of the model to reasonably capture the dry state during the bare soil
evaporation (in case of using a SWR model with the ability to capture the oven‐dried saturation states). The
reason for the overestimated gravimetric liquid content is further investigated through a sensitivity analysis
which is done by considering different evaporation coefficients (fe = 0.07 and 0.08). Figure 9 provides the
gravimetric liquid content contours with depth at different times. It can be perceived from Figure 9 that
increasing fewill result in development of a thicker dry layer of soil. This comparison confirms the capability
of the present model to capture the evaporation from deeper soil with proper incorporation of the SWR
model. However, increasing fe may lead to higher cumulative evaporation.

Figures 10a and 10b show the effects of larger evaporation coefficient (fe) and liquid‐gas interfacial area (alg)
on the cumulative evaporation. The comparison of Figures 9 and 10a shows higher fe results in better estima-
tion of thicker dry soil layer at the last day of the experiment, while it overestimates the accumulative
evaporation for the 5 days. This comparison indicates that evaporation coefficient may not be constant
throughout the evaporation process as it may depend on liquid content and temperature of the soil. Same
conclusion has been drawn by Trautz et al. (2015). However, proposing accurate evaporation coefficient
needs much effort and is beyond the scope of this paper. Further investigation on the basis of NEPC
approach is needed to understand the nonisothermal drying of the topsoil layers subjected to diurnal atmo-
spheric conditions. Figure 10b demonstrates that larger liquid‐gas interfacial areas result in higher cumula-
tive evaporation. In general, by referring to Equation 12, increasing the liquid‐gas interfacial area (or the
mass transfer rate coefficient) to an infinitely large number forces the system to reach EPC condition. The
latter was denoted by Li, Vanderborght, and Smits (2019). In present study, when alg

* = 100 × alg, EPC is
almost obtained.

5. Conclusion

In this study, the nonisothermal multiphase flow in shallow subsurface is carefully examined by utilizing
NEPC approach. In the interest of comparison with NEPC approach, conventional EPC approach is also
considered to point out the main differences of the two theoretical models. The developed models are incor-
porated in a finite element model to simulate the experimental observations of the evaporation from a fine
sandy soil which was performed at the EPFL in 2006. During this experiment, soil was subjected to dynamic
atmospheric conditions which enabled us to analyze the capability of NEPC approach with respect to the
in‐field evaporation process. Considering NEPC approach relaxes the restriction of the vapor density to be
always equal to its equilibrium value. NEPC approach yields different matric suction, relative humidity,
temperature, and evaporation/condensation behavior in a few centimeters below the soil surface than

Figure 10. The effect of different (a) evaporation coefficient values and (b) liquid‐gas interfacial area on the cumulative
evaporation.
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EPC approach. Moreover, NEPC approach curbs the intense and highly localized phase change zone
predicted by EPC through the macroscopic HKS phase change model. This marks the main difference of
the two modeling approaches. The proposed (NEPC) model shows that evaporation from bare soil can be
predicted with reasonable accuracy without using the enhancement factor nor knowing the depth of the
vaporization plane. It is also found that, to capture the dynamics of fluid flow and liquid content due to
the dry‐out evaporation process, hydraulic conductivity of the film flow and the generalized SWR model
to account for capillary and adsorption regime (temperature‐modified Lu model is considered here) are sig-
nificant. The evaporation/condensation coefficients are key parameters in controlling the evaporation rate.
Although the constant values for evaporation/condensation coefficients considered in this study lead to
rational results, further research is needed to analysis their dependency on state variables, such as tempera-
ture and volumetric liquid content.

Appendix A.

Surface albedo and soils surface emissivity depend on the surface volumetric liquid content, θl,top, and are
formulated as below.

αalb ¼ 0:25 θl; top < 0:1

αalb ¼ 0:1 θl; top < 0:25

αalb ¼ 0:35 − θl; top 0:1 ≤ θl; top < 0:25

8><
>: (A1)

εs ¼ min 0:90þ 0:18θl; top; 1:0
	 


(A2)

Atmospheric emissivity is defined as follows:

εa ¼ 0:70þ 5:95 × 10−5eaexp
1500
Ta

� �
; (A3)

ea ¼ 0:611exp
17:27 Ta − 273:15ð Þ

Ta − 35:85

� �
RHa; (A4)

where Ta is expressed in Kelvin. ea (kPa) is the atmospheric vapor pressure, and RHa is the relative humid-
ity of the air which is given in Appendix B. The cloud factor is calculated from the atmospheric transmis-
sion coefficient for solar radiation, Tt:

0 ≤ cf ¼ 2:33 − 3:33Tt ≤ 1; (A5)

Tt ¼ Sn
Qp

: (A6)

Qp = 1,360 × cosθ (W/m2) is the potential daily global solar radiation, and θ is solar elevation zenith angle
given by

cosθ ¼ sinλsinδ þ cosλcosδ 0:2618 t − t0ð Þ½ �; (A7)

sinδ ¼ 0:3985sin 2π
DOY
365

− 1:414þ 0:03345sin 6:224þ π
DOY
365

� �� �
: (A8)

In Equation A7, λ is the latitude, δ is the solar declination, t is time, and t0 is the time of solar noon. In
Equation A8, DOY represents a day of the year.

Appendix B.

The micrometeorological data which are used to model the lysimeter test are presented in Figure B1

10.1029/2020WR027381Water Resources Research

TAMIZDOUST AND GHASEMI‐FARE 18 of 23



Nomenclature

M (−) Adsorption strength
θa (m

3/m3) Adsorption volumetric content
rH (s/m) Aerodynamic resistance to heat transfer
rv (s/m) Aerodynamic resistant to mass transfer
Cv (J/m

3/K) Air volumetric heat capacity
α (1/Pa) Air‐entry parameter
εa (−) Atmospheric emissivity
pa (Pa) Atmospheric pressure
δ (−) Atmospheric stability factor
Dv

0 (m2/s) Binary diffusion coefficient of vapor in gas phase
kb (J/K) Boltzmann constant
kcap (m/s) Capillary hydraulic conductivity
θc (m

3/m3) Capillary volumetric content
cf (−) Cloud factor
fc (−) Condensation coefficient
d (m) Constant parameter
f (−) Correction factor
μg (Pa·s) Dynamic viscosity of gas
μl (Pa·s) Dynamic viscosity of liquid
ρm (kg/m3) Effective density of medium
Dv (m

2/s) Effective diffusivity
dg (m) Effective grain diameter
Cm (J/kg/K) Effective heat capacity of medium
λm (W/m2/K) Effective thermal conductivity of medium
a (C) Electron charge
ρv,eq (kg/m

3) Equilibrium vapor density
(ρv,eq)a (kg/m

3) Equilibrium vapor density of air
fe (−) Evaporation coefficient
kfilm (m/s) Film flow hydraulic conductivity
c (−) Fitting parameter

Figure B1. The climate data used to simulate the atmospheric condition: relative humidity and temperature of the air
(left), global radiation and wind velocity (right).
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α1–4 (−) Fitting parameters
qg (kg/m

2/s) Gas advective flux
ρg (kg/m

3) Gas density
pg (Pa) Gas pressure
Sg (−) Gas saturation degree
ψmax (Pa) Highest suction
Sn (W/m2) Incoming solar radiation
κint (m

2) Intrinsic permeability
Lv (J/kg) Latent heat of vaporization
ql (kg/m

2/s) Liquid advective flux
ρl (kg/m

3) Liquid density
Sl (−) Liquid saturation degree
zi (−) Magnitude of the ionic charge
κlg (m/s) Mass transfer rate coefficient
ψ (Pa) Matric suction
θa,max (m

3/m3) Maximum adsorption capacity
ψcav (Pa) Mean cavitation suction
Ma (kg/mol) Molecular weight of dry air
Mw (kg/mol) Molecular weight of liquid
Rnl (W/m2) Net longwave radiation
Rns (W/m2) Net shortwave radiation
ε0 (C

2/J/m) Permittivity of free space
_m (kg/m3/s) Phase change rate
pl (Pa) Pore liquid pressure
n (m3/m3) Porosity
zref (m) Reference height
Tref (K) Reference temperature
RH (−) Relative humidity
κrg (−) Relative permeability of gas
κrl (−) Relative permeability of liquid
ε (−) Relative permittivity of water
ks (m/s) Saturated hydraulic conductivity
ρv,sat (kg/m

3) Saturated vapor density
H (W/m2) Sensible heat flux
εs (−) Soil surface emissivity
Rn (W/m2) Solar radiation
alg (1/m) Liquid‐gas interfacial area
σcav (Pa) Standard deviation for cavitation
σs (W/m2/K4) Stefan‐Boltzmann's law of radiation constant
αalb (−) Surface albedo
G (W/m2) Surface heat flux
z0 (m) Surface roughness
σ (Pa/m) Surface tension
T (K) Temperature
τ (−) Tortuosity
R (Pa·m3/K/mol) Universal gas constant
ρv (kg/m

3) Vapor density
E (kg/m2/s) Vapor flux
nVG (−) VG parameter
mVG (−) VG parameter
θg (m

3/m3) Volumetric gas content
θl (m

3/m3) Volumetric liquid content
κ (−) von Karman constant
υ (m/s) Wind speed
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Data Availability Statement

All the meteorological, and experimental data are available through Assouline et al. (2013) and Mehta
et al. (1994). The Experimental datasets used in this study are included in the paper in Figures 2a, 3, 4,
and 8 and in Appendices A and B. The results of numerical model used during the study appear in the
submitted article.
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