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Abstract

Understanding the nature of representation in neural networks is a goal shared by
neuroscience and machine learning. It is therefore exciting that both belds converge
not only on shared questions but also on similar approaches. A pressing question
in these areas is understanding how the structure of the representation used by
neural networks affects both their generalization, and robustness to perturbations.
In this work, we investigate the latter by juxtaposing experimental results regarding
the covariance spectrum of neural representations in the mouse V1 (Stringer et al)
with artibcial neural networks. We use adversarial robustness to probe Stringer
et alOs theory regarding the causal role of a 1/n covariance spectrum. We empiri-
cally investigate the benebpts such a neural code confers in neural networks, and
illuminate its role in multi-layer architectures. Our results show that imposing
the experimentally observed structure on artibcial neural networks makes them
more robust to adversarial attacks. Moreover, our Pndings complement the existing
theory relating wide neural networks to kernel methods, by showing the role of
intermediate representations.

1 Introduction

Artibcial neural networks and theoretical neuroscience have a shared ancestry of models they use and
develop, this includes the McCulloch-Pitts mod&8]| Boltzmann machinesl] and convolutional

neural networks16, 31]. The relation between the disciplines, however, goes beyond the use of
cognate mathematical models and includes a diverse set of shared interests b importantly, the overlap
in interests increased as more theoretical questions came to the fore in deep learning. As such, the
two disciplines have settled on similar questions about the nature of OrepresentationsO or neural codes:
how they develop during learning; how they enable generalization to new data and new tasks; their
dimensionality and embedding structure; what role attention plays in their modulation; how their
properties guard against illusions and adversarial examples.
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Central to all these questions, is the exact nature of representations emergent in both artibcial
and biological neural networks. Even though relatively little is known about either, the known
differences between both offer a point of comparison, that can potentially give us deeper insight
into the properties of different neural codes, and their mechanistic role in giving rise to some of the
observed properties. Perhaps the most prominent example of the difference between artibcial and
biological neural networks is the existence of adversarial example23$, 25, 44]b arguably they

are of interest primarily not because of their genericl, 5], but because they expose the stark
difference between computer vision algorithms and human perception.
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Figure 1: Studying the benebts of the spectrum of neural code for adversarial robustness. The
neural code of the biological brain shod power-law spectrum and also robust. Meaningful
manifolds in the input space can gain nonlinear features or lose their structure depending on the
power-law exponent. Using artibcial neural networks and statistical whitening, we investigate how
the OdimensionalityO, controlled!hyof the neural code impacts its robustness.

In this work, we use adversarial robustness to probe ideas regarding the OdimensionalityO of neural
representations. The neuroscience community has advanced several normative theories, which
include optimal coding4], sparse codingl[7, 35], as well a host of experimental data and statistical
models B, 18, 20, 22, 42] b resulting in, often conf3icting, arguments in support of the prevalence

of both low-dimensional and high-dimensional neural codes. By comparison, the machine learning
community inspected the properties of hidden unit representations through the lens of statistical
learning theory 15, 34, 47], information theory 40, 46], and mean-beld and kernel methodg,[

27, 36]. The last two, by considering the limiting behavior as the number of neurons per layer goes

to inPnity, have been particularly successful, allowing analytical treatment of optimization, and
generalizationZ, 6, 7, 27].

Paralleling this development, a recent study recorded from a large number of mouse early visual
area (V1) neurond4B)]. The statistical analysis of the data leveraged kernel methods, much like
the mean-peld methods mentioned above, and has revealed that the covariance between neurons
(marginalized over input) had a spectrum that decayedlas @ower-law regardless of the input
image statistics. To provide a potential rationale for the representation to be poised between low
and high dimensionality, the authors developed a corresponding theory that relates the spectrum of
the neural repertoire to the continuity and mean-square differentiability of a manifold in the input
space 43]. Even with this proposed theory, the mechanistic role oflitme neural code is not known,

but Stringer et al[43] conjectured that it strikes a balance between expressivity and robustness.
Moreover, the proposed theory only investigated the relationship between the input and output of
the neural network; as many neural networks involve multiple layers, it is not clear how the neural
code used by the intermediate layers affects the network as a whole. Similarly existing literature
that relates the spectra of kernels to their out-of-sample generalization implicitly treats multi-layer



architectures as shallow onés 6, 10]. It is therefore desirable that a comprehensive theory ought to
explain the role that the covariance spectrum plays at each layer of a neural network.

In this work, we empirically investigate the advantages oflam neural code, by enforcing the
spectral properties of the biological visual system in artibcial neural networks. To this end, we
propose a spectral regularizer to enforclra eigenspectrum.

With these spectrally-regularized models in hand, we aim to answer the following questions:

¥ Does having aii/n neural code make the network more robust to adversarial attacks?
¥ For multi-layer networks, how does the neural code employed by the intermediate layers
affect the robustness of the network?

The paper is organized as follows: we prst provide a brief review of the empirical and theoretical
results of Stringer et a[43], followed by background information on deep neural networks. We then
propose a spectral regularization technique and employ it in a number of empirical experiments to
investigate the role of th&n neural code.

2 Background: I/n Neural Representation in Mouse Visual Cortex

In this section, we brieRy recap results from Stringer ef48]. To empirically investigate the neural
representation utilized in the mouse visual cortex, the authors recorded neural activity ft6f@00
neurons while the animal was presented with large sets of images, incidfgimages from
ImageNet B9]. They observed that the eigenspectrum of the estimated covariance matrix of the
neural activity follow a power-law, i.€., " n" ' regardless of the input statistics, where for natural

images a universal exponentloft 1 was observed.

The authors put forward a corresponding theory as a potential rationale for the existence of the
1/n spectra; importantly, the properties of the representation were investigated in the asymptotic
regime of the number of neurons tending to inPnity. $& RY% be an input to a network, where

p(s) is supported on a manifold of dimensid®6 ds, and letx $ RN be the corresponding neural
representation formed by a nonlinear encoding.e. x = f(s). Let"; & ", & 44& "\ be

the ordered eigenvalues obv(f (s)). Under these assumptions Stringer e{48] proved that as

N'( ,", mustdecay fasterthan ' where! =1+2/d forf to be continuous and differentiable,

i.e.f locally preserves the manifold structure.

While continuity and differentiability are desirable properties, the advantages of a representation with
eigenspectrum decaying slightly faster than* is not apparent. Moreover, the theory abstracts away
the intermediate layers of the network, focusing on the propertiesot not its constituents in a
multi-layered architecture whefe= f;) adafp. To investigate further, we turn to deep neural
networks as a testbed.

3 Spectrally regularized Deep Neural Networks

Consider a feed-forward neural network with inpais R% , D layers of weightsw *,..., WP,
biasesp?, ..., bP, andD layers of neural activityx*, ..., xP, wherex' $ RN, W' $ RN1#Nit 1
andb' $ RN'. The neural activity is recursively debned as,

| " .
x'=fix" Y =#W'x"1+ b |, forl=1,444D, 1)

wherex? = s, #(3 is an element-wise non-linearity abd$ R\ is a bias term. We dePne the mean
and covariance of the neural activity at layexsp' = E[x'Jand! ' = E[(x' * p")(x'* u")®],
respectively. Note that the expectation marginalizes over the input distribptien, which we
assume has bnite mean and variance,ji®2.< ( andTr(! %) < ( , whereTr(§ is the trace
operator.

To analyze the neural representation of ldyae examine the eigenspectrum of its covariance matrix,
I'!, denoted by the ordered eigenvaltigs& ", & 4a& "}, and corresponding eigenvectors

Vi, ,v}ql . While the theory developed by Stringer et[dI3] dealt with inPnitely wide networks, in
reality, both biological and artibcial neural networks are of bnite width; although, empirical evidence



has shown that the consequences of inbnitely wide networks are still felt by Pnite-width networks
that are sufbciently wide2[7, 36].

3.1 Spectral regularizer

In general, the distribution of eigenvalues of a deep neural network (DNN) is intractable and a
priori there is no reason to believe it should follow a power-law N indeed, it will be determined
by architectural choices, such as initial weight distribution and non-linearity, but also by the entire
trajectory in parameter space traversed during optimizafi@n36]. A simple way to enforce a
power-law decay without changing its architecture is to use the Pnite-dimensional embedding and
directly regularize the eigenspectrum of the neural representation used dt |apethis end we
introduce the following regularizer:

| | _ $ #h$n| oA * 2 wl ol * %
RICL k)= o ChI%* 17+ max(0,"h1% * 1), @

noe"

where?, is a target sequence that followsa'' power-law,& is a cut-off that dictates which
eigenvalues should be regularized @&hi$ a hyperparameter that controls the strength of the reg-
ularizer. To construcy, we create a sequence of the fo¥n= 'n"'' where' is chosen such

that"! = 9%. Since% = "!, the ratio"! /% for n & & serves as a proxy measure to compare
the rates of decay between the eigenvallgsand the target sequené4,. Leveraging this ratio,

("1 /9% * 1)? penalizes the network for using neural representations that stray away/frone

note that this term equally penalizes a ratio that is greater than or less than 1. Noting that having a
slowly decaying spectruni, /% > 1, leads to highly undesirable properties (viz. discontinuity and
unbounded gradients in the inbnite-dimensional casa)(0,"! /% * 1) is used to further penalize

the network for having a spectrum that decays too slowly.

3.2 Training scheme

Naive use of2) as a regularizer faces practical difbculty as it requires estimating the eigenvalues
of the covariance matrix for each layleof each mini-batch, which has a computational complexity

of O(N2). Obtaining a reasonable estimate' §falso requires a batch size at least as large as the
widest layer in the networKi[l]. While the second issue is unavoidable, we propose a work around
for the brst one.

Performing an eigenvalue decompositior dfgives

L= vmlv§, (3)
whereV | is an orthonormal matrix of eigenvectors ahtis a diagonal matrix with the eigenvalues
of I ' on the diagonal. Usiny | we can diagonalizé ' to obtain

vty =t (4)

1tOs evident frorfd) that given the eigenvectors, we could easily obtain the eigenvalues. Thus, we
propose the following approach: at the beginning of each epoch an eigenvalue decomposition is
performed on the full training set and the eigenvectdrsfor | = 1,4aaD, are stored. Next, for

each mini-batch we construct and compute

vty =0 (5)

and the diagonal elements'8f are taken as an approximation for the true eigenvalues and used to
evaluate 2). This approach is correct in the limit of vanishingly small learning radék [

When using the regularizer for training, the approximate eigenvectors are Pxed and gradients are not
back-propagated through them. Similar to batch normalizafié; {he gradients are back-propagated
through the construction of the empirical covariance matrlx,

4 Experiments

To empirically investigate the benebts of a power-law neural representation and of the proposed
regularization scheme, we train a variety of models on MNISJ.[While MNIST is considered



a toy dataset for most computer vision tasks, it is still a good test-bed for the design of adversarial
defenses41]. Moreover, running experiments on MNIST has many advantages: 1) its simplicity
makes it easy to design and train highly-expressive DNNs without relying on techniques like dropout
or batch-norm; and 2) the models were able to be trained using a small learning rate, ensuring the
efbcacy of the training procedure detailed in section 3.2. This allows for the isolation of the effects of
al/n neural representation, which may not have been possible if we used a dataset like CIFAR-10.

Recall that the application of Stringer et §3]Os theory requires an estimate of the manifold
dimensiond, which is not known for MNIST. However, we make the simplifying assumption that it

is sufbciently large such that+ 74 # 1 holds. For this reason we det = 1 for all experiments.
Based on the empirical observation of Stringer e{48], we set& = 10 as they observed that

the neural activity of the mouse visual cortex followed a power-law approximately after the tenth
eigenvalue. For all experiments three different value® afere tested$ $ {1, 2, 5}, and the results

of the best one are shown in the main text (results for all valuésaoé deferred to the appendix).

The networks were optimized using Adag®], where a learning rate df0’  was chosen to ensure

the stability of the proposed training scheme. For each network, the batch size is chosen to be 1.5
times larger than the widest layer in the network. All results shown are based on 3 experiments with
different random seeds

The robustness of the models are evaluated against two popular forms of adversarial attacks:

¥ Fast gradient sign method (FGSM): Given an input image and corresponding labely,
FGSM [23] produces an adversarial imags,, by

Sn = sn + (sign(+s, L(f (sn3)). Yn)), (6)
wherel (4 3 is the loss function and sigd is the sign function.

¥ Projected gradient descent (PGD): Given an input imageand corresponding label,,
PGD [32] produces an adversarial imags, by solving the following optimization problem

argmaxL(f (sn + !;"),Vn),

(7
suchthat ,!,g %¢(.
To approximately solver)), we use 40 steps of projected gradient descent
b= Proj,. . (x(t+*+ L(fF(sn+1:")yn)), (8)

where we set = 0.01and Proj, .. ( 4(3 is the projection operator.

The models are also evaluated on white noise corrupted images though we defer these results to the
appendix.
To attempt to understand the features utilized by the neural representations, we visualize

wD

)= ©

where" D is thenth eigenvalue of P . To computg9), the full data set is passed through the network
to obtain! P . The eigenvalues are then computed and gradients are back-propagated through the
operation to obtaing).

4.1 Shallow Neural Networks

To isolate the benebts oflan neural representation, we begin by applying the proposed spectral
regularizer on a sigmoidal neural network with one hidden lay& o0& 2,000 neurons with batch

norm [26] (denoted by SpecReg) and examine its robustness to adversarial attacks. As a baseline, we
compare it against a vanilla (unregularized) network.

Figure2A, demonstrates the efbcacy of the proposed training scheme as the spectra of the regularized
network follows1/n pretty closely. Figure&B and C demonstrate that a spectrally regularized
network is signipcantly more robust than itOs vanilla counterpart abathd8GSM and PGD attacks.

2Code is available dittps://github.com/josuenassar/power_law


https://github.com/josuenassar/power_law

While the results are nowhere near SOTA, we emphasize that this robustness wasngiioed
training on a single adversarial image, unlike other approachése spectrally regularized network

has a much higher effective dimension (F24\), and it learns a more relevant set of features as
indicated by the sensitivity maps (FigD). We note that while the use of batch norm helped to
increase the effectiveness of the spectral regularizer, it did not affect on the robustness of the vanilla
network. In the interest of space, the results for the networks without batch norm are in the appendix.
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Figure 2: Al/n neural representation leads to more robust networks. A) Eigenspectrum of a
regularly trained network, Vanilla, and a spectrally regularized network, SpecReg. The shaded grey
area are the eigenvalues that are not regularized. Star indicates the dimension at which the cumulative
variance exceeds 90%. B & C) Comparison of adversarial robustness between vanilla and spectrally
regularized networks where the shaded regianh sstandard deviation computed over 3 random
seeds. D) The sensitivity 6f, with respect to the input image.
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4.2 Deep Neural Networks

Inspired by the results in the previous section, we turn our attention to deep neural networks.
Specibcally, we experiment on a multi-layer perceptron (MLP) with three hidden layers where
N1 = N, = N3 = 1,000and on a convolutional neural network (CNN) with three hidden layers:

a convolutional layer with 16 output channels with a kernel size of (3, 3), followed by another
convolutional layer with 32 output channels with a kernel of size (3, 3) and a fully-connected layer of
width 1,000neurons, where max-pooling is applied after each convolutional layer. To regularize the
neural representation utilized by the convolutional layers, the output of all the channels is Rattened
together and the spectrum of their covariance matrix is regularized. We note that no other form of
regularization is used to train these networks i.e. batch norm, dropout, weight decay, etc.

We demonstrate empirically the importance of intermediate layers in a deep neural network, as
networks with "bad" intermediate representations are shown to be extremely brittle.

4.2.1 The Importance of Intermediate Layers in Deep Neural Networks

Theoretical insights from Stringer et §3] as well as other works[ 27] do not prescribe how the
spectrum of intermediate layers should behave for a OgoodO neural representation. Moreover, it is not
clear how the neural representation employed by the intermediate layers will affect the robustness
of the overall network. The theory of Stringer et[@3] suggests that the intermediate layers of the
network do not matter as long as the neural representation of the last hidden l&yer is

To investigate the importance of the intermediate layers, we ObreakO the neural representation of the
second hidden layer by whitening its neural activity

¥? = R, x2 p?) (10)
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Figure 3: Sensitivity maps for 3-layer multi-layer perceptrons. Each row corresponds to a different
experiment: (A) MLP with whitening layer, (B) SpecReg only on the last layer after whitening,
(C) SpecReg only on the last layer, (D) Vanilla MLP, (E) SpecReg on every layer, (F) Jacobian
regularization. Each sensitivity image corresponds tantiie eigenvalue on the last hidden layer.

whereR , is the Cholesky decomposition bf?, leading to a Rat spectrum which is the worst case
scenario under the asymptotic theory in Stringer et4d]. To computg(10), the sample mear@?,

and covariance®?, are computed for each mini-batch. Training with the whitening operation is
handled similarly to batch norn2f], where gradients are back-propagated through the sample mean,
covariance and Cholesky decomposition.

Figure 4: Spectral regularization does not rescue robustness lost by whitening the intermediate
representation. (A,B) For MLP, adversarial robustness for FGSM and PGD indicates a more fragile
code resulting from whitening. Spectral regularization of the last hidden layer does not improve
robustness. (C,D) For CNNs, spectral regularization of the last layer enhances robustness, but for
MLPs it does not. Same conventions as Rg,C and Fig.3.

When the intermediate layer is whitened, the resulting sensitivity features lose structur@(Fig.
compared to Fig3D). This network is less robust to adversarial attacks (#4gB dashed black)
consistent with the structureless sensitivity map.

We added spectral regularization to the last hidden layer in hopes of salvaging the network (see
Sec.3.2for details). Although the resulting spectrum of the last layer sho#/a aail (Fig. A10), the
robustness is not improved (FA,B). Applying the asymptotic theory to the whitened output, the



neural representation is ObadO and the manifold becomes non-differentiable. Spectral regularization
of the last hidden layer cannot further bx this broken representation even in a bnite-sized network
(Fig. 3B).

Interestingly, for the MLP, regularizing only the last hidden layer (without whitening) improved the
sensitivity map (Fig3C) but had no effect on the robustness of the network @gB), suggesting

that al/n neural representation at the last hidden layer is not sufbcient. In contrast, regularizing the
last hidden layer of the CNN does increase the robustness of the network@r).

4.3 Regularizing all layers of the network increases adversarial robustness

The previous section showcased the importance of the intermediate representations in the network.
The MLP results showcased that regularizing just the last hidden layer is not enough. Thus, we
investigate the effect of spectrally regularizing all the hidden layers in the network. As an additional
comparison, we train networks whose Jacobian is regular24@8, 38]

P : 2
$7] §+L(f (Sﬂi))vyn)g (11)

B - +S, -

where(s,, yn) is then' training data pointB is the batch size arfj| is the strength of the regularizer
where we follow P4] and set$; = 0.01. We compare against this type of regularization as it is one of

Figure 5: Spectral regularization of all layers improves robustness in 3-layer MLP and CNN. Same
conventions as Figtl.

the few approaches that do not rely on training on adversarial examples nor does it require changing
inputs, nor models. The spectra of the networks are in the appendix.

Regularizing all the layers of the MLP leads to an increase in robustness, as is evident indagBres

The neural representation induced by the regularizer fasmoieothey more global features. This
characteristic is shared both by our proposed regularization technique as well as Jacobian regulariza-
tion, as can be seen in bgBelnterestingly, these observations Pnd a counterpart in existing results

on adversarial robustness in CNN]J.

While the regularizer was able to enforcé&/a decay for the last hidden layer of the network, its
effect was less pronounced at earlier layers where it was observed that that the networks preferred to
relax towardsl/n as opposed to every hidden layer havinfjra neural representation. This suggests

an alternative approach where we slowly decréasger depth! ; & ! ; & ad%p = 1; we leave

this for future work. While regularizing all the layers in the CNN leads to an increase in robustness
bPgure5C,D, the effect is comparable to just regularizing the last layer @igD). We note that
regularizing the spectra is inferior to regularizing the Jacobian in terms of adversarial robustness.
Interestingly, when evaluating the robustness of the networks on white noise corrupted images,
the gap in performance between the Jacobian regularized and the spectrally regularized networks
decreased (FigA21, A25) where for the CNNSs, the spectrally regularized networks performed better
than the Jacobian regularized networks (FAg5). Examining the spectra in bguréd 8, A22,

we see that the neural representation utilized by the Jacobian regularized networks do not follow
1/n . Thus, while networks whose neural representation hava aigenspectrum are robust, robust
networks do not necessarily possedgra neural representation.



5 Discussion

In this study, we trained artibcial neural networks using a novel spectral regularizer to further
understand the benebts and intricacies bhaspectra in neural representations. We note that our
current implementation of the spectral regularization is not intended to be used in general but rather a
straightforward embodiment of the study objective. As the result suggests, a general encouragement
of 1/n -like spectrum could be benebcial in wide neural networks, and special architectures could be
designed to more easily achieve this goal. The results have also helped to elucidate the importance
of intermediate layers in DNNs and may offer a potential explanation for why batch normalization
reduces the robustness of DNNIOJ. Furthermore, the results contribute to a growing body of
literature that analyzes the generalization of artibcial neural networks from the perspective of kernel
machines (viz§, 27]). As mentioned before, the focus in those works is on the input-output mapping,
which does away with the intricate structure of representations at intermediate layers. In this work,
we take an empirical approach and probe how the neural code for different hidden layers contributes
to overall robustness.

From a neuroscientibc perspective, it is interesting to conjecture whether a similar power-law code
with a similar exponent is a hallmark of canonical cortical computation, or whether it rel3ects the
unique specialization of lower visual areas. Existing results in theoretical neuroscience point to the fact
neural code dimensionality in visual processing is likely to be either transiently increasing and then
decreasing as stimuli are propagated to downstream neurons, or monotonically dec@G&ih§.[
Resolving the question of the ubiquity of power-law-like codes with particular exponents can therefore
be simultaneously addressed in-vivo and in-silico, with synthetic experiments probing different
exponents at higher layers in an artibcial neural network. Moreover, this curiously relates to the
observed, but commonplace spectrum Rattening for random deep neural ne®@rkafl questions

about its effect on information propagation. We leave these questions for future study.

Broader Impact

Adversarial attacks pose threats to the safe deployment of Al systemsb both safety from malicious
attacks but also robustness that would be expected in intelligent devices such as self-drivigg]cars [
but also facial recognition systems. Our neuroscience-inspired approach, unlike widely use adversarial
attack defenses, does not require generation of adversarial input samples, therefore it potentially
avoids the pitfalls of unrepresentative datasets. Furthermore, our study shows possibilities for the
improvement of artibcial systems with insights gained from biological systems which are naturally
robust. Conversely it also provides a deeper, mechanistic understanding of experimental data from
the Peld of neuroscience, thereby advancing both belds at the same time.
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