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A B S T R A C T

In recent years, significant progress has been made in the development of high-resolution ocean reanalysis

products. This paper compares aspects of the Gulf Stream (GS) from the Florida Straits to south of the Grand

Banks—particularly Florida Strait transport, separation of the GS near Cape Hatteras, GS properties along the

Oleander Line (from New Jersey to Bermuda), GS path, and the GS north wall positions—in 13 widely used

global reanalysis products of various resolutions, including two unconstrained products. A large spread across

reanalysis products is found. HYCOM and GLORYS2v4 stand out for their superior performance by most metrics.

Some common biases are found in all discussed models; for example, the velocity structure of the GS near the

Oleander Line is too symmetrical and the maximum velocity is too weak compared with observations. Less than

half of the reanalysis products show significant correlations (at the 95% confidence level) with observations for

the GS separation latitude at Cape Hatteras, the GS transport, and net transport across Oleander Line. The cross-

stream velocity structure is further discussed by a theoretical model idealizing GS as a smoothed PV front.

1. Introduction

A complete quantification of ocean variables through their hor-

izontal and vertical extents is needed to initialize and validate ocean

circulation models and the oceanic component of climate models.

Errors in specifying the state of the ocean are, therefore, a major source

of uncertainty in climate modeling at this time.

Numerical modeling of the global ocean has seen significant pro-

gress in recent years. Large errors do, however, remain; many of these

errors can be attributed to inadequate grid resolution, poor para-

metrization of key processes, errors in initialization, and propagation of

numerical errors. In an effort to circumvent these shortcomings, re-

analysis products have been developed in which the models are con-

strained to be consistent with available observations using data as-

similation procedures. Reanalysis products are expected to provide

more accurate information than unconstrained numerical models, with

the caveat that significant errors are likely to remain because of in-

adequate coverage of the ocean by observation networks (Balmaseda

et al., 2015; Toyoda et al., 2017). In addition, inconsistencies among

different reanalyses also exist due to differences in resolutions, model

physics, and data assimilation methods.

Reanalysis intercomparisons are well-established in the atmospheric

science community, but have only recently become common in ocea-

nography. For example, Balmaseda et al. (2015) presented an ocean

reanalysis intercomparison focused on global features of the ocean,

such as heat content, sea level, steric height, surface heat fluxes, mixed

layer depth, salinity, depth of 20 °C isotherm, and sea ice for the period

1993–2010. The authors compared several reanalyses with different

resolutions, atmospheric fluxes or assimilation methods and found

several areas of large uncertainty (differences among models) and

systematic biases with respect to observations, pointing to the need for

continuous model improvement. Through the comparison of several

long-term reanalysis products, Stammer et al. (2010) found an in-

creasing tendency of the spread across these products toward present.

They suggested the convergence of different products in early years

might be determined by boundary forcing and initial conditions, while

the large discrepancies close to the end of the estimation period are due

to the different assimilation approaches. Lee et al. (2009) reviewed

existing reanalysis products and their application to meridional over-

turning circulation, pointing out the challenges in robustly estimating

the uncertainties of models and observations. Stammer et al. (2016)

reviewed applications of the ocean data assimilation in climate re-

search, pointing out the necessity of fully coupled Earth system models

for climate forecasts. The reader is referred to the special issue on re-

analysis intercomparisons in volume 49, issue 3, of Climate Dynamics for

a more comprehensive overview of the current state of ocean reanalysis

intercomparisons.

The intercomparison presented in this paper is narrower in scope

than the previous efforts, with a focus on the Gulf Stream (GS) from the

Florida Straits to south of the Grand Banks. The GS is not only the

western boundary current of the North Atlantic subtropical gyre, but

also a branch of the Atlantic meridional overturning circulation
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(AMOC). As such, the GS has a major influence on the dynamics and

climate of the North Atlantic, as well as the climates of eastern North

America and Europe (Kelly et al., 2010; Kwon et al., 2010; Palter 2015).

A practical motivation for the present intercomparison is to provide an

evaluation of reanalysis products for those involved in GS research.

Furthermore, the goal of ocean modeling—and reanalysis in parti-

cular—is to produce a model of reality. The underlying hope is that

these models will eventually converge on the same result—in which

case, we can say that we've learned something about the physical

system. The fact that reanalyses often disagree with observations and

each other tells us that we have some distance to go before realizing this

goal. Therefore, a detailed validation of reanalysis products is valuable

in its own right.

The GS is one of the most densely observed oceanic features in the

world. One expects these observations should place a particularly heavy

constraint on reanalysis products compared to more sparsely observed

parts of the ocean and that this would tend to minimize inter-model

differences. In this sense, the GS represents perhaps the most favorable

setting in which to assess the skill of the reanalysis products—if they

fail to adequately represent this observation-dense region of the ocean,

there is little reason to expect that they will provide useful results in

data-poor regions, such as the Southern Ocean.

Several previous works have compared the GS in numerical models

but with different focus than this paper. Hurlburt and Hogan (2000)

and Chassignet and Xu (2017) evaluated the GS in a series of numerical

models with horizontal resolution varying from ∼1/10° to ∼1/50°,

concluding that the GS simulation benefits from higher resolution.

Specifically, a significant improvement of the GS simulation is found

once the resolution is sufficiently fine to resolve submesoscales (∼1/

50°) (Chassignet and Xu, 2017). Hurlburt et al. (2011) investigated the

multi-year mean GS path and its separation near the Cape Hatteras in

several eddy-resolving numerical models and found a very positive

impact on the GS path simulation from data assimilation.

In this paper, we evaluate the mean state and variability of several

GS features in the reanalysis products and observational data listed in

Section 2. Specifically, the following aspects will be discussed in

Section 3: the Florida Current transport (FCT); the separation of GS

from the coast at Cape Hatteras; the GS transport and structure along

the Oleander Line (a transect from New Jersey to Bermuda); and the

positions of the GS path and the GS north wall. In Section 4, a simple

theoretical model is employed to explain the cross-stream structure of

the Gulf stream, and the overall performance of the numerical products

is discussed. Finally, the paper is summarized in Section 5.

2. Datasets

2.1. Reanalyses

Table 1 lists the reanalysis datasets used in this study. All of these

products are based on one of four ocean general circulation models

(OGCMs):

(a) MIT general circulation model (MITgcm, Marshall et al., 1997);

(b) HYbrid Coordinate Ocean Model (HYCOM, Bleck 2002);

(c) Modular Ocean Model (MOM, Pacanowski and Griffies 2000;

Griffies et al., 2004);

(d) Nucleus for European Modelling of the Ocean (NEMO,

Madec 2008).

The products based on NEMO use the Louvain-la-Neuve Sea Ice

Model (LIM) and those based on MOM4 and MOM5 use the Sea Ice

Simulator (SIS) to simulate sea ice. Products based on HYCOM and the

MITgcm use those OGCM's built-in sea ice models, while OFES and

GODAS are run without sea ice. Further, OFES and ECCO2 are un-

constrained; that is, they are run without assimilated data. They are

included in this research as examples of free-run results.

The reanalysis products can be divided into three groups based on

their horizontal resolution:

(a) eddy-resolving, with resolutions of ∼0.1° or finer (HYCOM and

OFES),

(b) eddy-permitting, with resolutions of∼0.25° (ORAP5, C-GLORSv5,

GLORYS2v4, UR025.4, SODA3.3.1 and ECCO2),

(c) and coarse resolution, with resolutions of ∼0.5° or coarser (CFSR,

ECCOv4r2, GODAS, GECCO2 and ECDAv3.1).

The eddy-resolving and eddy-permitting products will be considered

as high-resolution numerical products in this paper. An overlapping

period of all reanalysis products, 1993–2010, is used in all following

analysis unless otherwise noted. The numerical products are always

listed in order of their resolution (from high-resolution to low-resolu-

tion).

2.2. Observations

The observationally based datasets used to verify the numerical

models are described in this section.

2.2.1. EN4 (version 1.1)

EN4 (version 1.1) is a 1° gridded temperature and salinity dataset

based on objective analysis of observations since 1900. It is produced

by the UK Met Office Hadley Centre (Good et al., 2013) and widely used

in oceanic and climate research (Armour et al., 2016; Dieng et al., 2015;

Häkkinen et al., 2015). In this paper, it is considered as the refer-

ence—or “true”—temperature when in-situ observations are unavail-

able.

2.2.2. Absolute dynamic topography (ADT)

Absolute dynamic topography (ADT) is the sea surface height (SSH)

with respect to the geoid. The filtered along-track ADT (product version

5.0) and the all-satellite-merged 0.25° gridded ADT (product version

5.0) are used to detect the GS path. Both of them are distributed by

Aviso,1 and the gridded ADT product is referred as Aviso-ADT in this

paper.

2.2.3. Armor3D (v3.1)

Armor3D (v3.1) consists of monthly-mean gridded temperature,

salinity, SSH, and horizontal velocity reconstructed from observations

at 0.25° resolution in the upper 1500 m. The temperature below sea

surface is based on synthetic analyses and optimal interpolation. First, a

synthetic temperature anomaly field is derived from sea level anomaly

(SLA) and sea surface temperature (SST) via multiple linear regression.

Then, the final temperature field is generated by combining the syn-

thetic results (temperature anomaly plus climate mean temperature)

and in-situ observations though optimal interpolation (Guinehut et al.,

2012). The SSH and horizontal velocity data (computed from the

thermal wind equation) is borrowed from its companion dataset, Sur-

couf3D (Mulet et al., 2012). Please note that Armor3D is a gridded

product derived from observations. It is included to complement the

EN4 data set and provide an estimate of observational errors.

2.2.4. The Florida Current transport (FCT)

The Florida Current transport (FCT) is well observed via underwater

cables and cable-calibration cruises since 1982. Daily FCT data is

available from the project website.2 One large gap during 1998–2000

and a few small gaps exist in the records. Meinen et al. (2010) reviewed

the historical FCT observations, suggesting that an accurate estimate of

1 The altimeter products were produced by Ssalto/Duacs and distributed by Aviso, with

support from Cnes (http://www.aviso.altimetry.fr/duacs/).
2 http://www.aoml.noaa.gov/phod/floridacurrent/index.php.
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monthly mean FCT requires at least 20 daily observations. To get a

continuous time series of monthly mean FCT, the transport in the

months with less than 20 observations are derived from another FCT

dataset based on satellite altimetry (Goni et al., 2017).

2.2.5. The Oleander project

The Oleander Project has observed temperature and velocity via

XBTs and a ship-mounted-ADCP along a transect between New Jersey

and Bermuda (the Oleander Line, black dashed line in Fig. 1) regularly

since 1992 (Flagg et al., 1998; Rossby et al., 2014; Rossby and Gottlieb

1998). Velocity data is available to 400 m prior to 2005 and to 800 m

after that, with a one-year gap in 2008. The XBT observation only

covers half of the Oleander Line (from New Jersey to the GS) before

2009.

In addition to in-situ data, the Oleander Project also provides esti-

mates of the GS position along the Oleander Line and six-month run-

ning-mean transports across the Oleander Line.

3. Comparison between observations and models

3.1. Florida Current transport

The climate mean of the FCT is 32.1±0.2 Sv (Meinen et al., 2010)3

with annually averaged values varying between 29.0 Sv and 34.6 Sv

(Sanchez-Franks 2015). The FCT is a combination of transports from

North Atlantic subtropical gyre and the upper limb of Atlantic mer-

idional overturning circulation (AMOC). If all upper limb AMOC

transport crossed 26○N via Florida Strait, 17.2 Sv (transport of AMOC

at 26○N, McCarthy et al., 2015) of the FCT is from AMOC, and the rest

(14.9 Sv) is from the subtropical gyre. By analyzing water properties,

Schmitz and Richardson (1991) find that the near-surface (tempera-

ture > 24 °C) flow and near-bottom (temperature between 7 and 12 °C)

flow across the Florida Strait are primarily AMOC components origi-

nating from South Atlantic, while the waters found mid-depth (tem-

perature between 12 and 24 °C) are mainly from the North Atlantic

subtropical gyre. Xu et al. (2012, 2016) find similar results in their

numerical simulations. Szuts and Meinen (2017) discuss the fate of the

waters passing through the Florida Strait, finding that the near-bottom

water, the intermediate water on the west side, and part of the inter-

mediate water on the east side contribute to the AMOC. In contrast, the

near-surface water and the remaining intermediate water on the east

side return to the subtropical gyre. The interannual variability of FCT

during 1982–1998 has been explained by wind stress curl near 27°N

and the NAO via a Rossby wave mechanism; however, this mechanism

fails to explain the variability of the FCT outside of this period (DiNezio

et al., 2009; Meinen et al., 2010). Even though the Florida Current

marks the upstream end of the GS, Sanchez-Franks (2015) shows that

FCT is uncorrelated with GS transport across the Oleander Line.

Fig. 2 shows boxplots of annual mean FCT during 1993–2010 from

direct observations via underwater cables, an observationally based

dataset (Armor3D), and numerical models (in order of coarser resolu-

tion from left to right). The means and standard deviations of the FCT

are also shown in Table 2, which summarizes the results of this study.

All high-resolution models (horizontal resolution ≤ 0.25○) have lower

median and mean FCT than the observations, while some coarse-re-

solution models obtain higher median and mean FCT values. However,

the Interquartile Range (IQR) and median absolute deviation (MAD) of

the FCT is much larger in the numerical models (>0.99 and >0.51,

respectively) than in observations (0.66 and 0.29, respectively). The

four models with mean FCT closest to the observations are ORAP5,

CFSR, ECCOv4 and ECDAv3.1. The four models with standard deviation

of FCT closest to the observations are HYCOM, OFES, GLORYS2v4 and

ECCO2.

The annual mean FCTs in most numerical models are significantly

correlated to the observations at 95% level with a highest coefficient of

0.74 (GLORYS2v4), while large spread exists between different seasons

(Table 3). Generally, the numerical models perform better in summer

Table 1

Reanalysis products used in this paper. The third column gives the resolution and temporal coverage of the product. (Only the years with at least 6 months of data are counted). The last

column of the table provides the major assimilation method used in the corresponding dataset and which variables are assimilated in the dataset, where T/S is vertical temperature/

salinity profiles, SIC is sea ice concentration, and SIT is sea ice thickness.

Name Forcing Resolution and Period Oceanic Model Assimilation method and assimilated data

HYCOM Reanalysis expt-19 CFSR 0.08° HYCOM 3DVAR

(Allard et al., 2013) (1993–2012) (Energy loan Sea ice) (SST/SLA/T/S)

OFES NCEP 0.1° MOM3 Unconstrained

(Sasaki et al., 2008) (1950–2011) (No sea ice) (N/A)

ORAP5 ERA-Interm 0.25° NEMOv3.4+ LIM2 3DVAR

(Zuo et al., 2015) (1979–2013) (SST/SLA/SIC/T/S)

C-GLORSv5 ERA-Interm 0.25° NEMOv3.2+ LIM2 3DVAR

(Storto and Masina 2016) (1980–2015) (SST/SIC/SITa/SLA/T/S)

GLORYS2v4 ERA-Interm 0.25° NEMOv3.1+ LIM2 Kalman Filter + 3DVAR

(Garric and Parent, 2017) (1993–2015) (SST/SLA/SIC/T/S)

UR025.4 ERA-Interm 0.25° NEMOv3.2+ LIM2 OI

(Haines et al., 2013) (1989–2010) (SST/SLA/SIC/T/S)

SODA 3.3.1) MERRA2 0.25° MOM5+SIS OI

(Carton et al., 2018) (1980–2015) (Unknown)

ECCO2 JRA-25 0.25° MITgcm (/w sea ice) Unconstrainedb

(Menemenlis et al., 2008) (1992–present) (N/A)

CFSR coupled model 0.5° MOM4+SIS 3DVAR

(Saha et al., 2010) (1979–2010) (SST/SIC/T/S)

ECCOv4r2 ERA-Interm 1° MITgcm (/w sea ice) 4DVAR

(Forget et al., 2015) (1992–2011) (SST/SLA/T/S)

GODAS NCEP Reanalysis 2 1° MOM3 (No sea ice) 3DVAR

(Behringer and Xue, 2004) (1980–present) (SST/T)

GECCO2 NCEP Reanalysis 1 1° MITgcm (/w sea ice) 4DVAR

(Köhl 2015) (1948–2014) (SST/SLA/T/S)

ECDAv3.1 coupled 1° MOMv4+ SIS Ensemble Kalman Filter

(Chang et al., 2013) (1961–present) (SST/T/S)

a Derived from the Pan-Arctic Ocean Modeling and Assimilation System.
b Several 1–2-year-long constrained products are publically available, but the continuous 24-year-long product is unconstrained (Menemenlis, 2016).

3 The± 0.2 Sv is the statistical standard error of the mean.
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(JAS) and autumn (OND) than in winter (JFM) and spring (AMJ). Only

1 (0) of the 13 numerical models shows significant correlation with the

observations at zero lag in winter (spring), while in summer (autumn),

6 (9) models show significant correlations. At 90% confidence level,

GLORYS2v4 is the only reanalysis product in which the FCT is sig-

nificantly correlated to the observations in all four seasons. A similar

seasonal pattern also exists in the observational dataset Armor3D. The

seasonal dependence of correlation indicates that the mechanism

driving FCT variability may change with season.

3.2. The Gulf Stream separation at Cape Hatteras

After the Florida Straits, the GS flows northward as a narrow, stable

current along the coast until Cape Hatteras, where it turns eastward and

separates from the coast. This separation point is considered a key test

of GS simulations as it is not reproduced well by many models.

Hurlburt and Hogan (2000) suggest that 1/32° horizontal resolution is

required for the robust simulation of the separation in unconstrained

models. Following Gangopadhyay et al. (1992), the separation latitude

(Fig. 3) used in this paper is defined as the latitude where GS crosses the

2000-m isobath.4 The mean separation latitude during 1993–2010 is

34.25°N with a standard deviation of 0.15° This is ∼ 1○ south of the

separation latitude found by Gangopadhyay et al. (1992). However, the

GS path used in their research is detected via frontal analysis from

Fig. 1. The GS path based on 0.29-m ADT contour from satellite altimeter (solid red line) and the GS north wall derived from the 15 °C isotherm at 200 m from EN4 (dashed orange line).

The black dashed line indicates the Oleander Line (a transect between New Jersey and Bermuda). The green dashed lines indicate tracks of satellite altimeter with track numbers noted at

the south end of each track. The background color shows the topography and the black solid line is the 2000 m isobath. The circles mark the locations used in the calculation of Joyce's

Gulf Stream index (Joyce et al., 2009). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Box plots of annual mean Florida Current

transport from different sources. The horizontal lines

in the boxes indicate medians, and the circles in-

dicate mean values. The lower and upper boundaries

of the boxes indicate Q1 (the 25% percentile) and Q3

(the 75% percentile), and values more than

1.5(Q3−Q1) away from the box boundaries are

marked by red crosses. The horizontal resolution of

the numerical models gets coarser from left to right

and is marked on the top of the figure.

4 The details of GS path detection are introduced in Section 3.4.1.
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satellite infrared images, which is closer to the definition of GS north

wall (further discussed in Section 3.4.2). Since the GS north wall is

always located north to the GS path, the difference between the se-

paration latitude derived in this paper and derived by

Gangopadhyay et al. (1992) is probably a result of the different defi-

nitions of the GS path.

The observed separation latitude via Aviso-ADT data is highly stable

except for a slight northward movement during 1998–2000 and an

extreme southward shift in 2010 (Fig. 3). This extreme event (Event,

2010) lasted about 3 months with minimum monthly latitude of 32.2°N

in February 2010, which is 4.7σ south of its mean position. The cause of

this event is still unknown, but it might be related to the sharp decrease

in AMOC transport and the extremely low NAO event in the winter of

2009–2010 (McCarthy et al., 2012; Bryden et al., 2014). The DJF-mean

NAO index in 2010 was –1.67, which is the lowest value since 1950.

Only Armor3D and 3 of the 13 numerical models, HYCOM, GLORYS2v4

and UR025.4, can reproduce this event with more than a 3σ southward

shift from its mean latitude.

Fig. 4 shows the climate mean separation latitudes for each month

with boxplots derived from Aviso-ADT. An annual cycle with a maximum

latitude in September is clearly visible. Although most of the numerical

models can reproduce a seasonal cycle with low separation latitude in

winter and spring, and high separation latitude in summer and autumn,

only a few of them can reproduce the sharp peak in September. To

evaluate the seasonal cycle in each numerical model, root-mean-square

error (RMSE) is calculated for each dataset (Table 2) as

∑= −
=

RMSE Slat Slat
1

12
· ( ) ,

i

normmodel i normob i

1

12

, ,
2

where Slatnormob i, is the 1993–2010 mean observed separation latitude for

month i and the subscript model indicates that the separation latitude is

from a numerical model. The separation latitudes were normalized be-

fore the calculation of RMSE. Lower RMSE indicates a seasonal cycle

closer to the observed one. The four numerical models with smallest

RMSE are HYCOM (0.11°), GLORYS2v4 (0.12°), UR025.4 (0.12°), SODA

3.3.1 (0.12°), CFSR (0.12°), GECCO2 (0.09°) and ECDAv3.1 (0.12°).5

To evaluate the interannual variability of the numerical models,

boxplots of annual mean separation latitudes from observations and all

Table 2

Summary of the GS properties in different products. All results are derived from annual mean values during 1993–2010 unless otherwise noted. The bold numbers indicate the

reanalysis product closest to observations; the four reanalyses closest to the observations at each aspect are marked by shaded backgrounds. The value for Armor3D is also

marked by shading background if it's performance is comparable with the four best reanalyses in the corresponding aspect. For correlation coefficients, only those significant at

95% level are listed.

aThe values are the southernmost monthly latitudes in 2010 compared to their mean value in units of their standard deviation. Only values exceeding 3σ are listed.
bThe RMSE is derived from the 1993–2010 mean separation latitude in each month.
cThe correlation between RGSI-E8 and GSI-E8 during 1993–2010.
dThe structure is discussed during 2005–2010 due to the availability of in-situ observations.
eThe averaged bias of the mean maximum velocity positions in reanalysis products at 55 m, 200 m, 400 m, 600 m. Negative values indicate northward biases.
f,gAveraged kurtosis (skewness) of the horizontal GS velocity structure at 55 m, 200 m, 400 m and 600 m; results from coarse-resolution reanalyses are omitted.
hAveraged at 200 m, 400 m and 600 m during July 2009–December 2010.

5 Seven models are listed here because five of them share similar value of RMES

(0.12°).
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datasets are shown in Fig. 5. The GS in GODAS and GECCO2 does not

separate from the coast at Cape Hatteras, while in ECCO2, ECCOv4 and

ECDAv3.1, the GS separates from the coast too early. The four 1°-re-

solution models (ECCOv4, GODAS, GECCO2 and ECDAv3.1) have the

largest mean or median bias except ECCOv4, consistent with the

common agreement that 1° horizontal resolution is not sufficient for

proper simulation of GS separation. (Chassignet and Marshall, 2008)

As expected, Armor3D is correlated with observations at better than

95% confidence, while the correlation coefficients from only 2 of the 13

numerical models—HYCOM and GLORYS2v4—are also significant at

95% confidence level.

3.3. Oleander Line

The Oleander Line (the black dashed line in Fig. 1) is a section

between New Jersey and Bermuda with regular observations since 1992

using XBT and ship-mounted-ADCP6 (Flagg et al., 1998; Rossby et al.,

2014). It is nearly perpendicular to the mean GS path, making the cross-

Oleander Line velocity a good approximation of the downstream velo-

city of the GS. The long-term continuous observations are very useful

for comparison with the GS in numerical models. Note that the

Oleander Line crosses the GS near a point where the latitudinal varia-

bility of the GS is minimal (Cornillon 1986). For a specific numerical

model, its capacity to simulate this variability minimum will likely af-

fect their agreement with Oleander observations.

3.3.1. GS vertical and horizontal structure

The structure of GS velocity across the Oleander Line is shown in a

natural coordinate where maximum velocity is located at the origin

(Figs. 6 and 7). The 75 kHz ADCP data—which can reach more than

800 m depth—is available since 2005. Only 46 cruises provide suffi-

cient coverage to calculate the velocity distribution in the GS. These

cruises are seasonally biased, with 31 of the cruises in May-September

during 2005–2010. To compensate for this seasonal bias, only velocities

from the corresponding months from Aromr3D and numerical models

are used in this section.

The observed GS is about 200 km wide (distance between the first

zero downstream velocity position north/south to the GS path at 55 m

depth) at the Oleander Line. In high-resolution models, the GS is about

Table 3

Correlation coefficients of FCT from observations and other datasets during 1993–2010. The values significant at 95% confidence

level are in bold with a shaded background.

Fig. 3. Monthly (thin line) and annual (thick line) GS separation latitude from Aviso ¼° gridded ADT data.

6 Data available at http://www.po.gso.uri.edu/rafos/research/ole/index.html.
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250–300 km wide, while it is much broader ( ≫ 300km) in the coarse-

resolution models. This is consistent with the extremely small down-

stream velocities in the coarse resolution models (maximum velocity

across the Oleander Line is less than 0.3 m s−1) and the correct order of

net northward transport in the western boundary. Because the hor-

izontal GS velocity structures in coarse-resolution models are very un-

realistic, only the structures in high-resolution models will be discussed

further.

The observed downstream velocity shows significant horizontal

asymmetry (black lines in Fig. 6a–d). The velocity north of the GS path

(the negative distance region in Fig. 6) decreases much faster than to its

south (the positive distance region). To further discuss the horizontal

structure quantitatively, kurtosis and skewness are employed by taking

the downstream horizontal velocity as a probability distribution func-

tion. Negative velocity is ignored during this calculation. The asym-

metry of the horizontal velocity decreases with depth, with a skewness

that decreases from 0.88 at 55 m to 0.33 at 600 m. The sharp decrease

in the velocity to the north of the maximum likely results from the

strong potential vorticity front near the north wall of the GS (see

Section 4). The horizontal downstream velocity structure in both the

observationally based Armor3D and most of the numerical models are

nearly symmetric (Figs. 6 and 7). This is also shown by the average

skewness of horizontal velocity structure at 55 m, 200 m, 400 m and

600 m depth (Table 2). The average skewness from observations is 0.58,

while the largest skewness from numerical models is 0.20 (ORAP5 and

GLORYS2v4).

Besides, the velocity decreases more slowly away from the peak in

Armor3D and the numerical models compared to observations above

600 m. The kurtosis of the observed horizontal GS velocity structure

(3.16) is larger than that in the numerical models (no more than 2.83);

that is, the horizontal velocity distribution is compared to its tails in

observations than in numerical models. In observations, the kurtosis of

horizontal GS velocity decreases with depth. The ratio of observed

kurtosis at 600 m and 55 m is 0.75. This vertically decreasing pattern is

well captured by ORAP5, the ratio in which is 0.77. The ratio is 0.89 in

Armor3D, 0.83 in GLORYS2v4 and no less than 0.90 in the other high-

Fig. 4. Climate mean GS separation latitude

for each month from observed ADT (Box

plots). The boxplots are as in Fig. 2. Other

solid and dashed lines indicate climate

mean value from different datasets. The la-

titudes from GODAS (36.6°N) and GECCO2

(38°N) are too high to be shown in this

figure. (For interpretation of the references

to color in this figure legend, the reader is

referred to the web version of this article)

Fig. 5. Boxplot of annual mean GS separation following the convention of Fig. 2. The numbers on the figure are (upper) correlation coefficients and (lower) corresponding p-values to the

observed separation latitude.

L. Chi et al. Ocean Modelling 125 (2018) 1–21

7

Christopher L. Pitt Wolfe




resolution models.

A southward shift of the maximum velocity axis of the GS with

depth (black line in Fig. 6e) can be found in ADCP observations.

Ratsimandresy and Pelegri (2005) attributed this to the horizontal

temperature gradient and the thermal wind relation. The GS axis shift

with depth in most of high-resolution models is near the observed shift

(Figs. 6e and 7e). A slightly northward shift of the GS axis is observed

below 800 m in the high-resolution models, except ORAP5, in which a

northward shift occurs below 1000 m (not shown); however, it is dif-

ficult to determine whether this is a real effect because this region is not

covered by observations. The GS axis has a near constant position at all

depths in Armor3D; this is probably due to the synthetic analysis

method used in Armor3D (see Section 2 for more details).

Surprisingly, both the observationally based dataset Armor3D and

the numerical models, including the eddy-resolving models, sig-

nificantly underestimate the maximum downstream velocity across

Oleander Line (Figs. 6f and 7f). The maximum downstream velocity is

1.91 m s−1 in the observations, while it is only 1.10 m s−1 in Armor3D,

1.08 m s−1 in HYCOM, 1.02 m s−1 in GLORYS2v4 and less than

1 m s−1 in the others. This bias is not significantly smaller in the eddy-

resolving models (HYCOM and OFES) than in the eddy-permitting

models. The underestimation of the peak velocity due to two factors:

first, the numerical models underestimate the transport of the GS

(Section 3.3.2); second, the GS is broader in the numerical models than

in observations, so the already weak transport is spread over a larger

cross-sectional area.

To evaluate the temperature structure in the numerical models,

Fig. 8 shows the averaged 15 ○C isotherm in XBT observations, ob-

servationally based dataset Armor3D and numerical models along the

Oleander Line during July 2009–December 2010. The 15○C isotherm

is shown because its position at 200 m depth is used as the position of

the GS North Wall (Fuglister and Voorhis 1965; Joyce et al., 2000;

Joyce et al., 2009). A sharp shoaling of the 15 ○C isotherm can be

found between 36.5○N and 38○N in the XBT observations (black solid

line). Southeast of the sharp slope, the isotherm is horizontal for ∼ 1○

(35.5○N–36.5○N), then gently shoals toward the southeast. The posi-

tion of the 15 ○C isotherm along the Oleander Line is consistent with

observations in most of the constrained high-resolution models, except

in ORAP5 in which the 15○C isotherm is several hundred meters below

the observed one north of 37○N. The large bias in ORAP5 is due to the

overshooting of the GS after Cape Hatteras. The isotherms in the two

unconstrained products (OFES and ECCO2) at any specific time show a

similar pattern as the observation: a sharp slope near the GS axis (not

shown). The near-constant slope of the long-term mean isotherm in the

two models is a result of their GS paths having more variability than

observed. The slopes of isotherms in EN4, Armor3D and the numerical

models are flatter with a shallower maximum depth than in the XBT

observations. The slope in HYCOM is closest to the observations, and

the slopes from Armor3D, GLORYS2v4, UR025.4 and SODA 3.3.1 are

closer to the XBT observations than that from EN4. As with the down-

Fig. 6. 2005–2010 mean GS velocity in m s−1 across the Oleander Line in natural coordinates, where 0 km is the position of the maximum velocity at 55 m. The negative (positive) region

is north (south) of the maximum velocity. Only data in months with in-situ observations are averaged. (a)–(d): velocity at different depth divided by its maximum value; (e) positions of

the maximum velocity with depth; (f) the maximum velocity with depth.
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stream velocity along the Oleander Line, the isotherms in all coarse-

resolution models are flatted compared to the observations.

To compare the slope and its position in different products quanti-

tatively, the horizontal absolute distance between the 15 ○C isotherms

in the observationally based Armor3D, numerical models and in ob-

servations along the Oleander Line is calculated at 300 m, 400 m and

500 m. The distance averaged over the three layers is shown in Table 2.

The averaged distance indicates a combination bias of both the mean

position and the slope of the isotherm in each dataset. The 15 ○C

isotherm in HYCOM is closest to the observation with only a 6.4 km

bias. The averaged distance for EN4 is 62.6 km, which is larger than

most high-resolution models and observationally based dataset Ar-

mor3D.

3.3.2. Gulf Stream transport across the Oleander Line

Transport across the Oleander Line consists of three parts: the Slope

Sea Current (part of the Northern Recirculation Gyre), the GS, and the

Southern Recirculation Gyre in the Sargasso Sea. Rossby et al. (2014)

estimated GS transport across the Oleander Line by the velocity at

∼55 m, which is just below the Ekman layer. Based on previous ob-

servations, they estimated that the GS transport integrated to 2000 m

was 700 times the transport at 55 m. To be consistent with the observed

transports, the transports across the Oleander Line in numerical models

are also estimated from the velocity at a single layer at 55 m (unit:

m3 s−1 m−1, or m2 s−1). Thus, the “GS transport” is the velocity at 55 m

normal to the Oleander Line, integrated between where the normal

velocity first reaches zero from either side of the GS axis. The Slope Sea

transport is the normal velocity at 55 m integrated from the northern

edge of the GS to continental shelf (39.31°N, 72.57°W) and the Sargasso

Sea transport is the normal velocity at 55 m integrated from the

southern edge of the GS to near Bermuda (32.78°N, 64.89°W). The “net

transport” is the sum of the transport in Slope Sea, the GS and the

Sargasso Sea. Note that both the Slope Sea Current and the current in

the Sargasso Sea are southwestward, and a large part of the two

southwestward currents will join the GS. As a result, the net transport

across the Oleander Line is smaller than the GS transport. Transports

from observationally based Armor3D and numerical models are

smoothed using a six-month running mean to be consistent with how

the observational transports from the Oleander Project are processed.

The transports from in-situ observations, Armor3D and numerical

models are shown in Fig. 9; the errors of the transports in Armor3D and

models are shown in Fig. 10.

All numerical models evaluated in this paper underestimate the GS

transport, the Slope Sea transport and the Sargasso Sea transport across

the Oleander Line (Fig. 9).7 The Slope Sea Current is missing in coarse-

resolution models. And among all high-resolution models, only HYCOM

and UR025.4 reproduce the Slope Sea transport with the correct order

of magnitude. The magnitude of Sargasso Sea transport is close to the

observations in all high-resolution models except ECCO2.

Fig. 7. As with Fig. 6, but for different models.

7 In fact, the mean and median GS transports of the numerical models are smaller than

more 75% of the observed transport values.
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The biases of the net transport in the numerical models are much

smaller than the GS transport, which indicates that the GS transport

bias in numerical models is mainly due to the underestimated trans-

ports of the two southwestward currents. More specifically, the error of

the Slope Sea transport contributes more to the GS transport bias than

the error of Sargasso Sea transport in most high-resolution models. In

contrast, the error of the Sargasso Sea transport contributes more to the

GS transport bias than the error of Slope Sea transport in the coarse-

resolution models, even though the Slope Sea Current is missing in

these models. (Fig. 10).

Similar results are shown by the time series of GS transports and net

transports (Figs. 11 and 12). Generally, the GS transports in the high-

resolution models are between the observed GS and net transports,

while both transports in the coarse-resolution models are closer to the

observed net transport. The observed net transport is locally maximum

around January 2005, while all numerical models—as well as the ob-

servationally based Armor3D—show decreasing net transport at this

time. The reason for this discrepancy is unclear.

Four of the thirteen numerical models are correlated to the ob-

servations in GS transport at 95% confidence level: HYCOM (55%),

GLORYS2v4 (59%), GECCO2 (49%), and ECDAv3.1 (40%). HYCOM

(41.0%), GLORYS2V4 (38%), CFSR (−36%), and GODAS (36%) are

correlated to the observations in net transport across the Oleander Line

at 95% confidence level. Note that CFSR's correlation is negative.

Further, GLORYS2v4 is more highly correlated with the Oleander ob-

servations of both GS and net transport than the observationally based

Armor3D.

3.3.3. GS position at Oleander Line

The GS position at the Oleander Line is defined as the position of

maximum downstream velocity at 55 m (Sanchez-Franks 2015). How-

ever, some numerical models occasionally give two velocity maxima

within a single monthly mean at the Oleander Line. This may be due to

switching of the path of GS within the month. In such cases, the peak

closest to the GS path detected via Aviso-ADT (see Section 3.4.1) is

considered as the primary axis of the GS.

The annual mean GS latitude along the Oleander Line from in-situ

observations, Armor3D, and other numerical models is shown in

Fig. 13. The observed position does not have a trend. The GS latitude is

not significantly biased in the numerical models except in OFES (un-

constrained), ORAP5, ECCO2 (unconstrained), GODAS (after 2005),

and GECCO2 (after 2002); it is, however, more variable in the

Fig. 8. Mean 15 °C isotherm along Oleander Line during July 2009 and December 2010.
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numerical models than in the observations. The latitude fluctuations in

4 of the 13 models are significantly correlated with observations at the

95% level: HYCOM (88%), GLORYS2v4 (68%), UR025.4 (72%) and

ECCOv4 (67%).

The seasonal cycle of the GS position along the Oleander line is not

shown because it is weak in observations, with a small southward shift

in Spring.

3.4. GS path and its North Wall

3.4.1. GS path

The “GS path” is the maximum velocity axis of GS. It is difficult to

identify precisely and several different proxies are used in practice. One

such proxy is the ADT contour of a specific value, which is usually 0.25

m (Rossby et al., 2014; Andres 2016). The 0.5-m sea surface height

anomaly is also used in some cases (Gangopadhyay et al., 2016).

However, the SSH reported by the numerical models is not generally

referenced to the same geoid used by observational datasets and so it is

necessary to determine an appropriate SSH contour separately for each

model. In each model, we choose the SSH contour that most frequency

coincides with the location of maximum velocity at the 8 satellite-al-

timeter tracks shown in Fig. 1. More precisely, the chosen SSH contour

is south (or north) of the velocity maximum at 50% of the space-time

points defined by the altimeter tracks. When applied to the altimeter

observations, this method gives the 0.29 m ADT contour as the GS path.

This ADT value is sufficiently close to that used by Rossby et al. (2014)

and Andres (2016) that we consider the method to be validated. In the

following, we therefore use the 0.29-meter ADT contour to define the

GS path in observations and similarly obtained SSH contours (ranging

from –0.19 m to 0.31 m) to define the GS path in the numerical models.

The mean GS path from AvisoADT during 1993–2010 is shown in

Fig. 14 (dashed black lines). The mean path of the GS is flat west of

65°W, with a few small undulations appearing to the east. In all con-

strained high-resolution models except ORAP5, the mean GS path

Fig. 9. The net transport, Gulf Stream transport, Slope Sea transport and Sargasso Sea transport across the Oleander Line. Negative values indicate southwestward transport.

Fig. 10. Error of the net transport, Gulf Stream transport, Slope Sea transport and Sargasso Sea transport across the Oleander Line in different products.
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between 75°W and 50°W is close to the observed path (Fig. 14a and b).

The GS path from ORAP5 overshoots northward after Cape Hatteras

(between 74°W and 70°W), which indicates that ORAP5 does not re-

produce the separation from the coast adequately. Considering ORAP5,

C-GLORSv5 and UR025.4 are all based on NEMO, use the same

horizontal grid, similar forcing and assimilation methods, the over-

shooting problem in ORAP5 is probably not due to its grid resolution or

assimilation method. Both ORAP5 and C-GLORSv5 have Slope Sea

transports which are in the opposite direction as observed (Fig. 9),

which could contribute to the GS overshoot (Zhang and Vallis, 2007);

Fig. 11. Six-month running mean GS transport across the Oleander Line.

Fig. 12. Six-month running mean net transport across the Oleander Line.
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however, the overshoot in C-GLORSv5 is much smaller than in ORAP5

even though its Slope Sea transport is more in error than ORAP5. A

possible source of the overshooting GS path in ORAP5 is its sub-grid

scale parameterization methods. The unrealistically large undulations

throughout the GS path in ORAP5 indicates errors in the potential

vorticity (PV) balance of the GS, which is sensitive to the details of the

sub-grid scale parameterization.

In the two unconstrained models, OFES and ECCO2, the GS paths

depart from the observed path at most longitudes. The GS paths in all

coarse-resolution models (Fig. 14c) are biased between 75°W and 70°W,

and show fewer undulations east of 70°W. The bias between 75°W and

70°W may due to the unrealistic topography in the coarse-resolution

models.

In order to quantify model bias in the GS path, we calculated the

absolute error area for the GS path (AEA-GS), which is the area between

monthly snapshots of the GS path in numerical models and Aviso-ADT

from 73°W to 55°W. An exampe of the AEA-GS calcultion is shown in

Fig. 15. The mean length of the GS path between 73°W and 55°W is

about 2140 km, so a ∼47 km meridional bias of the GS path results in

10 ×1010 m2 AEA-GS. Since the SSH in Armor3D is based on satellite

observations, its mean AEA-GS value provides an estimate of errors due

to interpolation.

HYCOM has the minimum mean AEA-GS among the numerical

models (Fig. 16). On average, the GS path in HYCOM is biased by about

0.25°. GLORYS2v4 and UR025.4 show the second and third minimum

mean AEA-GS. Not surprisingly, the two unconstrained models OFES

and ECCO2 show the largest mean AEA-GS. The mean AEA-GS from all

the other models are in a range from a little below 1 ×1011 m2

(ECCOv4) to 1.75 ×1011 m2 (GECCO2). The AEA-GSs in coarse-re-

solution models are comparable to that in some of the high-resolution

models. Note that the AEA-GS is an estimate of the GS path bias be-

tween 73°W and 55°W and does not reflect the error in separation la-

titude; that is, a smaller AEA-GS does not necessarily imply a more

accurate GS separation position at Cape Hatteras.

3.4.2. North Wall position

The northern edge of the GS is referred as the north wall for its

strong horizontal temperature gradient persisting to great depth. It is

occasionally visible in low-level atmospheric features due to strong

local air-sea interaction (Sweet et al., 1981; Young and Sikora 2003).

The meridional position of the north wall has proven to be important

not only in local climate (Joyce et al., 2009; Kwon and Joyce 2013;

Taylor 1996), but also in marine biology (Nye et al., 2011; Saba et al.,

2015).

A number of operational definitions for the position of the north

wall have been proposed, the most common being (1) the 15 °C iso-

therm at 200 m (Joyce et al., 2000; Joyce et al., 2009); (2) the 12 °C

isotherm at 400 m (Bryan et al., 2007); (3) the location of SST front by

IR satellite (Taylor and Stephens 1998); and (4) the location of tem-

perature 2 °C lower than the maximum temperature in the current

(Rossby and Gottlieb 1998). We use the 15 °C isotherm at 200 m to

identify the north wall position in this paper, as the location of the 15 °C

is readily obtained from hydrographic measurements going back sev-

eral decades. We regard the 15 °C isotherm at 200 m from EN4 (dashed

orange line in Fig. 1) to be the “observed” north wall position.

The biases of the mean north wall position (Fig. 17) from numerical

models are similar to their biases of the mean GS path (Fig. 14). The

topography changes dramatically near Cape Hatteras (Fig. 1) from more

than 3000 m southeast of the north wall position to less than 100 m

northwest of the north wall at (75°W, 36°N). Due to its coarse resolu-

tion, EN4 fails to recognize this sharp topography change. The north

wall path from EN4 at 75°W, which is derived from 15 °C isotherm at

200 m, is located at a position shallower than 200 m. This is why the

north wall in most high-resolution models is south to its position in EN4

at 75°W. The discrepancy of the north wall position close to its west end

among coarse-resolution models is also partly due to their poor re-

solution of topography.

The overall bias of the north wall position in each model is esti-

mated by the area between monthly snapshots of the GS north wall

position derived from the model and EN4 from 73°W to 55°W, or ab-

solute error area for north wall position (AEA-NW). The mean AEA-NW

Fig. 13. Annual mean GS latitude at the Oleander Line.
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during 1993–2010 in each dataset is shown in Fig. 18. ECCOv4, with 1°

horizontal resolution, has the smallest AEA-NW, which is smaller than

the bias in the observationally based dataset Armor3D. The AEA-NW in

HYCOM, C-GLORSv5, GLORYS2v4, UR025.4 and ECDAv3.1 are slightly

larger than that in Armor3D. Note that smaller error in ECCOv4 may

partly be due to the horizontal resolution of the reference dataset

(EN4), which is the same as in ECCOv4.

Several different indices have been introduced to describe the

meridional position of the north wall as a whole. One which is well

suited to model-data comparison is the Gulf Stream index (GSI) in-

troduced by Joyce et al. (2000) and Joyce et al. (2009). It is defined as

the first principal component of 200 m temperature at nine points along

the mean north wall position (shown in Fig. 1). The loading pattern of

the first EOF is positive at all the nine points (Joyce et al., 2009), so

positive (negative) values of its principal component indicate a co-

herent northward (southward) shift of the north wall.

The original GSI is derived from sparse in-situ temperature profiles

from the World Ocean Database (WOD). Joyce et al. (2009) first in-

terpolated 200 m temperature into 1° x 1° grids in the middle of each

season, where the temperature at each grid is the weighted average of

all available temperature within± 1 year in time,± 1○ in latitude

and± 2○ in longitude. A Gaussian taper is applied during the

Fig. 14. 1993–2010 mean GS path from different datasets.

Fig. 15. An example of how the area between a

reanalyzed SSH contour and the observed GS

path (0.29-m ADT from satellite altimeters) is

calculated. The solid black line is GS path from

Aviso ¼° gridded ADT and the orange line is an

SSH contour from HYCOM. The shading in-

dicates regions between the two curves from

73°W to 55°W (black dashed lines). The red

(blue) shading shows areas where the specific

HYCOM SSH contour is north (south) to the

observed GS path. The total area of both red and

blue shaded regions is the absolute error area

between the SSH contour from HYCOM and ob-

served GS path. (For interpretation of the refer-

ences to color in this figure legend, the reader is

referred to the web version of this article.)
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interpolation with e2-folding scale of 0.5 year in time, 1○ in latitude

and 2○ in longitude. Finally, temperature at the nine selected points

are interpolated from the gridded temperature.

For the comparison in this paper, we calculated a modified GSI (GSI-

E8) with two major differences from the GSI introduced by Joyce et al.

(2009). First, only the eastern 8 of the 9 locations are used since the

actual water depth at the west-most point used by Joyce et al. (2009) is

less than 200 m. Second, the temperature at the eight points are in-

terpolated from the seasonal mean temperature provided by EN4 (no

Gaussian taper is applied). Detrended and normalized annual mean GSI

and GSI-E8 are shown in Fig. 19. The annual mean GSI-E8 follows GSI

well with a correlation coefficient of 79.6% at 99% confidence level.

Fig. 16. Mean absolute error area (mean AEA-GS) of the GS path in each dataset during 1993–2010. 10× 1010 m2 AEA-GS is equivalent to 46.7 km GS path bias in meridional direction.

The horizontal resolution of the numerical models gets coarser from left to right and is marked on the top of the figure.

Fig. 17. The climate mean Gulf Stream northern wall positions from the 15 ○C isothermals at 200 m during 1993–2010.
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The PC of EOF depends sensitively on the analysis period of data,

and only 18 years of data (1993–2010) can be obtained from the nu-

merical models, which is much shorter than the interval used to cal-

culate the GSI-E8 (1954–2012). Hence, to keep the reconstructed GSI-

E8 (RGSI-E8) derived from Armor3D and numerical models consistent

with the GSI-E8 derived from EN4, RGSI-E8 is derived via a fixed

loading pattern, which is the loading pattern of first EOF mode during

the calculation of GSI-E8 from EN4. Annual mean RGSI-E8 (detrended

and normalized) is shown in Fig. 20. The correlation coefficients be-

tween annual RGSI-E8 and GSI-E8 are significant at 95% confidence

level in 9 of the 13 numerical models: HYCOM (79%), C-GLORSv5

(83%), GLORYS2v4 (64%), UR025.4 (80%), SODA 3.3.1 (66%), CFSR

(79%), GODAS (81%), ECCOv4 (65%), ECDAv3.1 (62%), and the ob-

servationally dataset, Armor3D (87%).

4. Discussion

4.1. The cross-stream GS structure

The skewness and kurtosis of the observed GS can be explained by

noting that the GS is a PV as well as a temperature front, separating the

high PV waters of the Slope Sea to the north from the low PV waters of

the Sargasso Sea to the south. The PV increases rapidly as the core of

the GS is crossed to the north, either at constant depth or while fol-

lowing a surface of constant density (Todd et al., 2016). A simple model

of the GS can be formulated as an ideal PV front using the reduced

gravity equations. We idealize the GS as a thin jet and, following

Cushman-Roisin et al. (1993), make use of the reduced gravity equa-

tions on an f-plane. For the present case, it is only necessary to consider

a single moving surface layer.

The PV in the moving layer is given by

= − +
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where u is the downstream velocity, y is the cross-stream distance, h is

the thickness of the moving layer, and subscripts indicate partial dif-

ferentiation. We take y=0 as the location of the PV front. For an ideal

front, the PV distribution is
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where Hs and Hn are interpreted as the depths of the thermocline far to

the south and north, respectively, of the GS.8 Eqs. (1) and (2) provide a

relationship between the layer thickness, velocity, and the conditions

far from the front. The system is closed by the geostrophic relation
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where g′ is the reduced gravity. Inserting (3) into (1) and (2) gives a

differential equation in h:
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The solution to (4) for the ideal PV distribution (2) gives this

downstream velocity profile
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are the Rossby deformation radii on the south and north side of the GS.

An important feature of the solution (4) is its asymmetry about the

origin—the velocity decays away from the core of the GS more slowly

to the south than to the north because the Rossby radius is larger on the

southern side of the GS than on the northern side. The velocity profile

(4) is compared to the Oleander velocity observations at 55 m in

Fig. 21. The only adjustable parameters in (4) are the two Rossby radii;

these were determined by a least-square fit to the Oleander observa-

tions over the range where the observed velocity is positive. The op-

timal radii, Ls=46 km and Ln=22 km, are broadly consistent with the

observed Rossby radii in the Sargasso and Slope Seas (e.g.,

Chelton et al., 1998). The RMS error in the fit is 8%—remarkably small

for such a simple model.

The observed velocity profile is smoother than the ideal-front ve-

locity profile and the velocity profiles obtained from the numerical

models are smoother still. Any amount of turbulence or numerical

dissipation will erode a sharp front like that given in (2) resulting in a

smoother PV distribution and, as a result, a smoother velocity profile. A

crude model of diffusive spreading of the PV front can be constructed

by imagining that the ideal front (2) is representative of the GS

Fig. 18. Mean absolute error area of the GS north wall position (AEA-NW) in different datasets during 1993–2010. The horizontal resolution of the numerical models gets coarser from left

to right and is marked on the top of the figure.

8 The downstream direction is inclined with respect to due east at the Oleander Line, so

“north” and “south” in this context are more precisely “northwest” and “southeast”.
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structure immediately after separation at Cape Hatteras; thereafter, the

PV front is advected downstream and diffused laterally. In steady state,

the PV budget is

=uq K qx e yy (6)

where x is the downstream coordinate, Ke is an eddy diffusivity of PV,

and u is the mean downstream velocity which, for simplicity, we con-

sider to be independent of the cross- and downstream coordinates. The

solution to (6) with upstream conditions (2) is

⎜ ⎟ ⎜ ⎟= ⎛
⎝ + ⎞

⎠ +
⎛
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erf

2
,

sn n s (7)

where

=d K x

u

2 e

and x is the downstream distance from Cape Hatteras to the Oleander

Line (about 600 km). Note that the PV distribution (7) is the same as

that obtained by convolving the ideal-front distribution (2) with a

Gaussian with standard deviation d.

The equation for the moving layer thickness (4) is challenging to

solve analytically with the PV distribution (7), but it is readily solved

numerically by finite differences. The solutions presented here were

obtained by discretizing (7) on a domain of width 10Ls with a grid

spacing of 0.001Ls. As with the ideal-front model, the Rossby radii and

smoothing width are found by a least-squares fit to the Oleander ob-

servations. The best fit, shown in Fig. 21, has Rossby radii Ls=43 km

and Ln=17 km, and a smoothing width of d=10 km. Note that the

maximum velocity obtained from the smoothed-front model is dis-

placed toward the low-PV side (i.e., the south side); the profile in

Fig. 21 has been shifted horizontally so the maximum velocity is again

found at y=0. The optimal Rossby radii are not significantly different

Fig. 19. Annual mean Gulf Stream Index (GSI) from Joyce et al. (2009) (solid line with circles) and reproduced GSI (GSI-E8) from EN4 based on the eastern 8 locations (dashed line with

asterisks). Both indexes are normalized and detrended.

Fig. 20. the GSI-E8 derived from EN4 and reconstructed GSI (RGSI-E8) from Armor3D and reanalysis products. The shaded region is one standard deviation of GSI-E8 uncertainty from

EN4. The numbers in the legend are the correlation coefficients between the RGSI-E8 from reanalyses and GSI-E8 from EN4. The insignificant correlation coefficients (p-value > 0.05) are

not shown.
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from the ideal-front model. If we use 600 km and 1 m s−1 for the

distance to Cape Hatteras and the advecting velocity, respectively,

d=10 km corresponds to a cross-stream eddy diffusivity for PV of Ke ≈

166 m2 s− 1. The smoothed-front model fits the observations slightly

better than better than the ideal-front model, with an RMS error of 5%.

The smoothed-front model is fit to the remaining observational and

high-resolution products; the PV front is too diffuse in the coarse-re-

solution models to reliably estimate the required fitting parameters.

The fit to the HYCOM velocity profile is shown in Fig. 21. The best-fit

Rossby radii are similar to those obtained from the Oleander observa-

tions (Ls=38 km and Ln=11 km), but the smoothing width is sig-

nificantly larger at d=58 km. The equivalent cross-front diffusivity is

Ke ≈ 5500 m2 s− 1, about thirty-three times larger than that inferred

from observations. The PV front in the HYCOM product is therefore

significantly broader and smoother than that found from observations.

This indicates that the subgrid-scale parameterizations of dissipation

used by HYCOM are unrealistically efficient at mixing PV across the GS,

the core of which has been found to be a barrier to mixing by numerous

studies (e.g., Bower et al., 1985; Bower and Rossby 1989; Bower 1991;

Samelson 1992; Bower and Lozier 1994; Lozier et al., 1997). The im-

plication is that, even at 1/12° resolution, HYCOM's dynamics are

simply too diffuse to properly represent the sharpness of the GS PV

front. Data assimilation cannot force the model to maintain a PV front

which is sharper than its dynamics allow, although it may prevent the

front from spreading beyond this fundamental limit.

The results obtained from fitting the smoothed-front model to the

other high-resolution products (and Armor3D) are summarized in

Fig. 22. The misfit is always less than 11% and the Rossby radii are all

within a physically reasonable range, though with some variation. With

the exception of the Oleander observations, the smoothing widths are

all about 1–1.5 times the southern Rossby radius and the implied PV

diffusivities are nearly two orders of magnitude larger than that in-

ferred from the observed velocity profile. Armor3D is a gridded, but

observationally-based, data set and therefore does not have the PV

mixing dynamics of the numerical models. In this case, the smoothing

kernels inherent in the optimal interpolation procedure play a role si-

milar to PV mixing; the inferred PV diffusivity could thus be thought of

as an effective diffusivity induced by the interpolation.

When the smoothing width exceeds the Rossby radii on the northern

and southern flanks of the GS, the scale of the velocity's decay from its

maximum value is dominated by the smoothing scale. The velocity

profiles obtained from the gridded dataset and numerical products are

thus broader and more symmetric than the observed velocity profile.

For a given transport, the peak GS velocity must decrease as the GS

becomes broader. As all of the numerical products have excessively

broad GSs, they all underestimate the maximum GS velocity. Products

which also significantly underestimate the GS transport have even

smaller peak velocities.

4.2. Overall performance of the numerical models

The performance of each dataset discussed in Section 3 is sum-

marized in Table 2. To show the overall performance of each dataset

more clearly, the models closest to observations in each aspect is

marked in bold and the four models closest to the observations are

marked by shaded backgrounds in the table. Two of the models,

HYCOM and GLORYS2v4, are among the best for nearly all aspects.

HYCOM is among the top 4 models in 21 of the 25 listed aspects in

Table 2. And GLORYS2v4 is among the top 4 numerical models in 20 of

the 25 aspects. Generally, high-resolution models perform better than

coarse-resolution models. The noteworthy performance of HYCOM

might be expected since it is the highest-resolution constrained product

discussed in this paper; however, it is not a priori clear that assimilation

of sparse observational data should lead to similar improvements an

eddy-resolving model as seen in more coarsely resolved models. In the

case of HYCOM, it appears that data assimilation continues to yield

dividends at high resolution. In contrast, the superiority of GLORYS2v4

over ORAP5, C-GLORYSv5 and UR025.4 is surprising because all the

four constrained models are based on NEMO, sharing same horizontal

gird and similar forcing. One possible reason is that GLORYS2v4 is

constrained via a reduced order Kalman filter method,9 while ORAP5,

C-GLORYSv5 and UR025.4 are constrained via 3DVAR method. The

Kalman filter method has been shown to give better performance than

3DVAR in many cases (Miyoshi, 2005; Whitaker et al., 2008; Yang

et al., 2009).

5. Summary

An observationally based 3D ocean dataset (Armor3D) and thirteen

numerical models, including eleven ocean reanalysis products

(HYCOM, ORAP5, C-GLORSv5, GLORYS2v4, UR025.4, SODA 3.3.1,

CFSR, ECCOv4, GODAS, GECCO2, ECDAv3.1) and two unconstrained

ocean simulations (OFES, ECCO2), are compared with in-situ, analyzed,

and remote observations. The intercomparison is focused on the Gulf

Stream from the Florida Straits to south of the Grand Banks and con-

siders the Florida Current transport, the separation of Gulf Stream at

Cape Hatteras, Gulf Stream transport, position and structure along the

Oleander Line, Gulf Stream path, and the north wall of the Gulf Stream.

The variations between products in the cross-stream structure of the GS

is explained using a simple model of the GS as a smoothed PV front.

Broader PV fronts lead to broader and more symmetric velocity profiles

as well as lower peak velocities. It is suggested that the failure of the

numerical models to reproduce the observed peak GS velocity is due to

Fig. 21. GS at 55 m velocity in m s−1 from the

Oleander Project (black solid line), ideal front

(pink solid line), smoothed-front (cyan dashed

line) models as a function of cross stream dis-

tance in km. The axis is oriented as if the viewer

were looking downstream, so y increases toward

the south. Also shown are the velocity profile

obtained from the HYCOM product (orange solid

line) and a smoothed-front fit to the HYCOM

profile (red dashed line). (For interpretation of

the references to color in this figure legend, the

reader is referred to the web version of this ar-

ticle.)

9 The 3DVAR method is also applied to correct the large-scale temperature and salinity

distribution in GLORYS2v4 when enough observations are available (Garric and

Parent, 2017).
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overly-aggressive sub-grid scale dissipation which erodes the GS PV

front.

Among the 13 numerical models, the GS in two of them, HYCOM

and GLORYS2v4, is closest to the observations. HYCOM's primary ad-

vantage is likely its high resolution (1/12○); the good performance of

GLORYS2v4 may be due to its assimilation method (Kalman filter).

Even though reanalysis products are expected to improve numerical

simulations and provide near-observation results, they do not have to

be so. We show in this paper that, in fact, most available reanalysis

products fail to adequate represent some of the most basic features of

the Gulf Stream. Excluding the two free-run simulations, OFES and

ECCO2, less than half of the 11 constrained products are significantly

(95% level) correlated with the observations in the Gulf Stream se-

paration latitude, the Gulf Stream and the net transport along the

Oleander Line. In some of the models, the 11-year mean values may

also be largely biased, such as the Gulf Stream transport across the

Oleander Line. In addition, some common errors exist in the numerical

models discussed in the paper. None of the models can reproduce the

correct horizontal structure and maximum value of the velocity along

the Oleander Line. There is thus much work to be done before ocean

reanalyses can be regarded as approximations to reality with the same

confidence commonly attached to atmospheric reanalyses.
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