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a b s t r a c t

One of the major endeavors of modern cyberinfrastructure (CI) is to carry content produced on remote
data sources, such as sensors and scientific instruments, and to deliver it to end users and workflow
applications. Maintaining data quality, data resolution, and on-time data delivery and considering the
increasing number of computing, storage, and network resources are challenging tasks that require a
receptive system able to adapt to ever-changing demands. In this paper, we propose a mathematical
model of such system by expressing the dynamic stages of different resources in the context of edge
and in-transit computing. By considering resource utilization, approximation techniques, and user
constraints, our proposed model generates mappings of different workflow stages on heterogeneous
geographically distributed resources. Specifically, we propose an autonomic runtime management layer
that adapts the data resolution being delivered to the users by implementing feedback loops over
the resources involved in the delivery and processing of data streams. The implementation of our
model is based on a subscription-based data streaming framework that enables the integration of large
facilities and advanced CI. Moreover, the idea of stream or request aggregation is incorporated into our
framework, which eliminates redundant data streams to save bandwidth. Experimental results show
that dynamically adapting data resolution and stream aggregation can overcome bandwidth limitations
in wide-area streaming analytics by leveraging the resources at the edge and in-transit.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Large-scale observatories, such as the Laser Interferometer
Gravitational-Wave Observatory (LIGO) [1], Large Synoptic Survey
Telescope (LSST) [2], Large Hadron Collider (LHC) [3], Square
Kilometer Array (SKA) [4], NSF Ocean Observatories Initiative
(OOI) [5], and National Ecological Observatory Network
(NEON) [6], are designed to provide the scientific community
with open access to data and data products generated from ge-
ographically distributed instruments and sensors. As the number
of sensors and their accuracy (e.g., image resolution and sampling
rate) increases over time, the volume, variety, and velocity of gen-
erated data exponentially grow. In such ecosystems, processing
large volume of data requires a large amount of resources, which
are typically not co-located with the data sources [7].

Data processing is usually carried out in outsourced and re-
mote locations within well-provisioned data centers in public or
private clouds or academic institutions. Advanced cyberinfras-
tructure (ACI), such as XSEDE (e.g., Jetstream [8]) and commercial
cloud resources (e.g., Amazon Web Services and Google Cloud),
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play an important role in addressing access limitations to com-
pute and storage resources by providing elastically provisioned
on-demand resources to users. To use remote ACI, the data should
be outsourced to remote resources for further processing [9],
which is not trivial as data rates grow.

In this context, end users and applications require to re-
ceive processed or transformed data and data products meet-
ing specific constraints, such as deadline, budget, and quality.
We refer to these constraints as quality of service (QoS). How-
ever, guaranteeing on-time data delivery within specific con-
straints imposed by users in environments composed of hetero-
geneous resources, such as network links, virtual machines, and
bare-metal servers, requires sophisticated service/resource or-
chestration. Furthermore, the implementation of complex work-
flows based on streamed data and online data product genera-
tion while maintaining QoS requirements require comprehensive
monitoring.

Widely adopted technologies for data stream processing, such
as Apache Storm [10], are typically deployed within a cluster or
datacenter; however, as data processing is conducted closer to the
edge, centralized on-time stream processing is not possible due
to the size of the data and network bandwidth limitations [11].
Recent research efforts have addressed this issue by introducing
the concept of edge computing and filtering the data at the
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edge of the network [11–14]. As opposed to existing works,
our proposed solution considers stream-oriented workflows on
edge and in-transit nodes and combines data streams to reduce
data movement based on resource location, resolution, and user
constraints.

In this paper, we propose a framework that integrates and
utilizes heterogeneous and distributed resources to process data
while they move toward the users and manages data resolution
to satisfy QoS requested by the users. We demonstrate that edge
and in-transit resources can be leveraged to process the data and
adjust the data quality or resolution while they move between
geo-distributed nodes. The framework considers user constraints
(deadline, budget, and data resolution) and status of the resources
in deploying workflows and coordinating data streams. A key fea-
ture of our approach is the ability to manage the data resolution
being delivered to users at runtime based on the comprehen-
sive monitoring of the streams. Our proposed framework targets
large-scale observatory applications, along with infrastructure
with similar characteristics, such as the Internet of Things (IoT)
applications and cyber–physical scientific experiments. The main
contributions of this study are summarized as follows:

• Proposes the deployment and scheduling of the workflow
stages over geo-distributed resources located between the
data source and its destination

• Leverages on-demand feedback loops to ensure end-to-end
QoS for the users and dynamically adjusts the quality of data
at runtime

• Provides a design and deployment of a subscription-based
data streaming framework, consisting of Apache Kafka clus-
ters [15], which incorporate edge and in-transit resources to
workflow deployments

• Formulates a model to deploy stream-oriented workflows
on heterogeneous resources

• Proposes a data stream aggregation or clustering mechanism
to reduce the network traffic and remove redundant data
transfer and processing

The remainder of this paper is organized as follows. Current
data delivery limitations in scientific observatories are discussed
in Section 2. The problem of allocating workload using a com-
prehensive mathematical model is formulated in Section 3. The
proposed framework and its implementation are explained in
Sections 4 and 5, respectively. Experimental results are presented
in Section 6, followed by related work in Section 7. Finally, the
conclusions and summary of the results are provided in Section 8.

2. Data delivery limitations in scientific observatories

Large-scale scientific facilities are an essential part of the
science and engineering enterprise. Generated data products from
sensors and instruments within these facilities are made to be
accessible for users around the world. For instance, the OOI cur-
rently serves data from 57 stable platforms and 31 mobile assets,
carrying 1,227 instruments and providing over 100,000 scientific
and engineering data products [16,17].

Every second, a massive amount of data are generated from
distributed devices that need to be processed in a timely manner.
As the size of the data grows, processing and storing these data
become challenging, costly, and time consuming. These chal-
lenges cause limitations that have negative impacts on scientific
discoveries. Although tremendous efforts have been made by the
community to use public or private cloud and ACI services [18–
20], a huge gap between ACI and scientific facilities still exists,
which makes users a part of the deployment and delivery cycles.

In such environments, more effective data delivery mech-
anisms that can better integrate large facilities with cyberin-
frastructure (CI) services, dynamically and automatically provide
execution environments, and leverage multiple resources from
different entities to provide QoS for the users are needed. Fur-
thermore, the quality of data flowing toward users needs to be
reduced or adjusted (if applicable) at runtime to satisfy more
requests from users and overcome network bandwidth limita-
tions [21,22].

As the resources near the sensors and devices are limited,
data are usually processed at centralized data centers. However,
with the current trend in big data applications and network
limitations, this model is no longer sustainable. Hence, a new
model that can integrate the edge resources (closer from the
data source) and in-transit nodes (between edge and core re-
sources) can increase the efficiency of workflow execution and
data processing by filtering unwanted data and reducing network
traffic. As such, edge and in-transit nodes have better network
connection compared with data centers located far away from
data sources.

Our proposed framework aims at executing stream-oriented
workflows considering user requirements and constraints using
geo-distributed resources. The framework makes decisions re-
lated to data movement between different components and the
quality of processed data being delivered to users. These decisions
are static (to map workflow stages to the resources) and dynamic
(based on the current state of the resources, timing, and data res-
olution). Current observatories and IoT applications require such
framework to effectively deliver and process data by considering
the heterogeneous nature and properties (computing power and
cost) of the resources and constraints expressed by users. Hence,
a system that monitors the progress of the workflow to meet
user demands is necessary. Finally, such framework can integrate
ACIs into the processing cycles and fill the gap between ACIs and
large-scale observatories.

3. Problem definition and model

In this section, a mathematical model that enables the map-
ping of the workflow stages to available heterogeneous geograph-
ically distributed resources considering deadline and budget con-
straints is proposed. The objective is to minimize the overall
wide area network (WAN) traffic caused by each stream. The
inputs of the model are the workflow description and constraints
(deadline and budget) that are imposed by users and status of
resources. The output is the mapping between workflow stages
and resources. Each stage, except the source and sink, acquires
data from the previous stage, performs several operations on the
data, and provides the data to the next stage.

Processing each consumer request is a computational job in
the system. Any given job J is represented by a sequence of
stages S : {S0, S1, . . . , SZ , SZ+1}, forming a workflow pipeline. The
data production stage is considered S0, and the data consumption
stage is considered SZ+1. Fig. 1 describes an overview of the
pipeline workflow model. The processed data need to be sent
to the consumer site for storage, visualization, and potentially
additional offline processing with historical data.

The constraints of a job J includes a deadline (Deadline(J))
by which results have to be placed at the destination, typi-
cally determined by users, and a budget (Budget(J)) describing
the maximum amount available to the users to spend on the
computing job J .

A set of q geographically distributed computing resources
(nodes) R : {r1, . . . , rq} are in charge of data processing and
applying part of the workflow. r0 and rq+1 represent the producer
and consumer hops, respectively. Consequently, the available set
of hops is defined as H : {r0, r1, . . . , rq, rq+1}. The following
variables are used to characterize the problem:



A.R. Zamani, D. Balouek-Thomert, J.J. Villalobos et al. / Future Generation Computer Systems 110 (2020) 107–118 109

Fig. 1. Workflow pipeline.

• Task_num(J, Si): The number of tasks that is associated with
stage Si. Note that each stage is composed of several tasks
that should be executed sequentially in order complete
stage Si.

• P(ri): The average number of tasks that resource ri executes
per unit of time.

• E(J, ri): The time job J spent computing at resource ri.
• ES(J, Si, rj): The time job J spent computing stage Si at re-

source rj.
• CompCost(ri): The cost per unit of time for using resource ri

for computation.
• T (J, ri, rk): The time spent transferring data between re-

sources ri and rk for job J .
• CostNet(ri, rk): The cost of using the network channel per

unit of data size, between resources ri and rk.
• Bandwidth(ri, rj): The available network bandwidth, between

resources ri and rj.
• Dist(ri, rj): The geographic distance between ri and rj.

Additional variables Li,j(J) are used to determine the mapping of
stage Si to node rj.

Li,j(J) :

{
1 → if stage Si is mapped to resource rj
0 → if stage Si is not mapped to resource rj

The production and consumption stages are mapped to the pro-
ducer and the consumer sites, respectively.

Each stage is mapped to exactly one hop. Eq. (1) shows that
stage i of the workflow should be executed on exactly one node
and the stages are not preemptive.
q+1∑
j=0

Li,j(J) = 1 (1)

As depicted in Fig. 1, the size of data generated at stage i is
assumed to be Di. Other than D0, which is the data generated
from devices, the data resolution affects the size of the data
generated in each stage. For the mapping function, we considered
the minimum acceptable resolution to determine the size of data
at each stage. The overall time needed to process a job J is defined
as:

CompTime(J) =

q+1∑
j=0

E(J, rj) + Transfer(J)

the Transfer(J) and E(J, rj) are measured as follows:

Transfer(J) =

z∑
i=0

T (J, Si)

E(J, rj) =

Z+1∑
i=0

ES(J, Si, rj) ∗ Li,j(J)

ES(J, Si, rj) = Task_num(J, Si)/P(rj)

Basically, the total transfer time of job J is equal to the sum
of the time spent transferring data for each stage (between the
current stage and next stage) excluding the consumption stage.
We consider that the time it takes for the producer to generate
raw data and for the consumer to consume the processed data
are negligible.

The data transfer time between stage i and stage i + 1 can be
measured as follows:

T (J, Si) =

q+1∑
j=0

q+1∑
k=0

Li,j ∗ Li+1,k ∗ Di/Bandwidth(rj, rk)

The cost of computing job J , Cost(J), is defined as:

Cost(J) = CostExec + CostNet

where the computational cost (CostExec) is defined as:

CostExec =

q+1∑
i=0

[CompCost(ri) ∗ E(J, ri)]

The cost of transferring data associated with a job (CostNet) is
defined as:

CostNet =

q+1∑
j=0

q+1∑
k>j

[Datasize(J, rj, rk) ∗ CostNet(rj, rk)]

Where the data size between two resources rj and rk is measured
as follows:

Datasize(J, rj, rk) =

z∑
i=0

Li,j ∗ Li+1,k ∗ Di (2)

Eq. (2) is derived by considering execution of stage Si on rj and
stage Si+1 on rk.

These general formulations are subject to ensuring the QoS
requirements of each processed job:

CompTime(J) ≤ Deadline(J) (3)

Cost(J) ≤ Budget(J) (4)

Aside from satisfying user constraints, as the network band-
width plays an important role in streaming engines, the objective
of this model is to minimize the overall WAN traffic between
different components for each stream. Aside from minimizing the
network bandwidth usage, the secondary effect of this objective
is to minimize the amount of energy that is being consumed
due to data transfer. The geographical distance between different
components and data size are considered for the data movement
minimization. Our overall objective is to minimize the function
below:
q+1∑
i=0

q+1∑
j=0

Datasize(J, ri, rj) ∗ Dist(ri, rj) (5)

Fig. 2 summarizes the inputs and outputs of our model. The
proposed model is solved using the linear programming opti-
mizer PuLP [23] to determine Li,j(J). [24] has mathematically
proven that the mapping of linear workflows on heterogeneous
resources is NP-complete and finding an optimal solution can
take a prohibitive time if the number of resources dramatically
increases. However, an approximate solution can be reached by
considering a subset of the nodes for the optimization process. Of
note, the model presented in this paper is designed to minimize
the amount of WAN traffic. Other strategies, such as randommap-
ping, minimization of cost, or execution time, can be considered
and deployed [25,26].

4. Stream-oriented data processing framework

In this section, a framework that targets the execution of
stream-oriented pipeline workflows or applications is proposed.
These applications are modeled and executed as sequential func-
tions and modules [24], which traditionally have been called
linear workflows. The proposed framework is built on top of
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Fig. 2. Overview of the inputs and outputs of our mathematical model.

Fig. 3. Services involved in data delivery and processing.

the geo-distributed ACIs and deploys the workflow stages on
available resources at different locations based on the origin and
destination of data. Moreover, it monitors the execution and
progress of the workflows at runtime.

4.1. Overall architecture

An overview of the architecture of the framework is illustrated
in Fig. 3.

Execution/delivery space consists of geo-distributed resources
and data sources, such as sensors and instruments that are part
of the observatories. Resources join the execution/delivery space by
executing lightweight agents in charge of giving resources access
to the federation layer, managing local resources, and sending
status reports. The main components of the execution/delivery
space are as follows:
CDN servers: CDN servers are responsible for forwarding data to-
ward the clients. The proposed streaming engine relies on Apache
Kafka, a distributed streaming platform that stores streams of
records in categories called topics [15].
Producer and consumer nodes: Producer nodes are responsi-
ble for acquiring data from large-scale observatories and storing
them in one of the available CDN servers. Consumer nodes are
end-user requested processed data with specific constraints.
Compute nodes: Compute nodes process data streams and apply
workflow stages or functions on data while they move toward a
destination.

The federation layer enables the coordination of resources and
allows them to join and leave the federation as needed. The broker
provides an interface for the programmers and end users to in-
teract within the framework. It translates high-level instructions
from users to low-level instructions used by the runtime layer.
Constraints, priorities, and workflow description are provided by
users through the broker. The focus of this study is on the runtime
layer, which provides the following capabilities:

1. Scheduling: This function maps the stages of the workflows
to the heterogeneous resources considering QoS, location,
and available bandwidths.

2. Deployment: After the scheduling stage, the deployment
layer installs the routes between the nodes and starts the
execution by setting the nodes ready for the requested
stream.

3. Monitoring: Our framework deploys control loops to mon-
itor the status and progress of the workflows or streams.
The monitoring service defines the execution plan and
rules for the nodes and requests them to notify the mon-
itoring service if the progress of the workflow does not
follow the execution plan.

4. Stream database: This module stores an up-to-date infor-
mation regarding the status of the streams currently being
delivered to users. The main benefit of this module is
to help schedulers in reducing the amount of streams or
data moving toward the users and clustering the requests,
which is further explained below.

4.2. Combining user requests

In scientific and IoT ecosystems, a significant amount of tem-
poral locality exists among the client requests [27]. Moreover, in
large-scale observatories, users or applications are interested in
particular data sources or request to apply the same workflow on
the same data [27,28]. For example, users may want to receive
the processed data if a specific event occurs in one of the data
sources or if applications running on distributed nodes request
information generated from the same data sources in (near) real
time. In [27], Shannigrahi et al. explored current request patterns
in large climate data distribution. They have shown that the
requests are indeed aggregatable and data aggregation can reduce
the load on the servers.

In this context, we propose to leverage shared resources wher-
ever and whenever possible to optimize resource usages and
process more requests by sharing resources across requests. If
the data source and workflow that are requested by users are
similar, then leveraging this approach causes multiple streams
to be clustered together, which reduces redundant executions
and data transfers. The main benefits of this approach are the
reduction of the bandwidth and computation of resource usage
per request by sharing resources for multiple requests. Combining
or clustering of the streams is performed based on the user
geographic location, requested data, and workflow, the current
stream being delivered, and user preferences.

5. Implementation

5.1. Subscription-based data movement

A publish/subscribe messaging system is the main technique
for data movement between components. When the manager
receives a request from a consumer, it maps the workflow stages
to the nodes and finds an appropriate path. Then, the deploy-
ment layer installs the necessary subscriptions on the nodes that
will be involved in each particular data stream. After the data
path is set, the stream of data moves toward its destination.
Fig. 4 shows how subscription-based data movement is per-
formed within the execution space. Specifically, the deployment
layer provides each node with topics and IP addresses for the
publish/subscribe method. By using this approach, data move
toward the clients without any requirement on handling the data
transfer procedure for every data chunk. If part of the execution
is assigned to any of the compute nodes, then it subscribes to the
associated data topic and CDN server, applies the function on the
stream, and publishes the partially or completely processed data
back to the CDN server (as depicted in Fig. 4).
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Fig. 4. Subscription-based data movement using distributed Apache Kafka
clusters.

Fig. 5. Comparing regular stream processing with combining requests approach.
Worker nodes have not shown here for simplicity.

5.2. Resource join procedure

Each component (CDN, producer, consumer, and compute) can
access the execution space by knowing the IP address of one of
the bootstrap nodes and sending join/leave requests to that IP.
Upon receiving a join request, the service coordinator provides
the IP address of CDN servers present in the system. Each compo-
nent runs iperf [29] to the provided IP addresses to measure the
available bandwidth between itself and remote IP addresses. This
bandwidth information is reported to the manager that stores
them in a database and virtually creates a network of nodes.
This information is periodically measured and reported to the
manager. Based on the network connectivities, the manager as-
signs a CDN server to providers, consumers, and compute nodes.
A production solution can be built on top of perfSONAR [30],
which is a multi-domain network monitoring and measurement
framework.

5.3. Monitoring and approximation

The monitoring is implemented through a series of rules/
thresholds, actions, and reactions, which are established by the
manager. Rules/thresholds, actions, and reactions create feedback

Table 1
Conditions and monitoring reactions.
Condition Timing (s) Monitoring reaction

Very early 2 < diff Increase resolution by 5%
Early 1 < diff ≤ 2 Increase resolution by 2%
On-time 0 ≤ diff ≤ 1 N/A
Late −1 ≤ diff < 0 Decrease resolution by 5%
Critically late diff < −1 Decrease resolution by 10%

Fig. 6. Sliding window and image pyramids.

Fig. 7. Infrastructure consisting of producer, edge, in-transit, and core resources.

loops between the resource and monitoring systems, which al-
lows the monitoring service to control infrastructure and work-
flow progress. Rules/thresholds are constraints that are installed
on the compute nodes. They are locally checked by each node
before and after the execution of each stage. Each of the rules/
thresholds is associated with an action that is also installed on
the compute nodes and indicates an action that each node should
take if one of the thresholds is met or rules are violated. For each
stream, a thread is created at each of the corresponding compute
nodes that is responsible to acquire or publish the data, provide
the data for compute process, and check the rules/thresholds and
take actions if needed.

We consider data approximation, i.e., adjusting the data reso-
lution, in two different ways. (i) In the scheduling procedure, the
minimum resolution that is needed for each request is considered
for scheduling. (ii) Approximation is tied to monitoring services,
such that the rules and threshold can identify monitoring ser-
vices if the resolution of data is sufficient. Then, based on this
information, at runtime, the framework can change the resolution
of the generated data at each node by increasing or decreasing
it if needed. The increase or decrease in the data resolution is
amended for the next data chunk by instructing previous nodes
to publish data with higher or lower resolution. The decrease in
resolution is also applied for the current data chunk by publishing
lower-resolution data to the next node.

Here, the action at each node is to inform monitoring service.
The reaction is the decision of the monitoring service, which is
data resolution adjustment for upstream nodes. Considering the
deadline and estimated data transfer and execution time, the
manager estimates the arrival time of data at each node. Based
on the difference between the actual arrival time and estimated
arrival time of data (called diff ), five different categories are
considered in this study. The thresholds and reactions are listed
in Table 1.

The runtime strategy for the data resolution is to start the de-
livery of the streams with the minimum required resolution and
adjust the resolution at runtime. Of note, we used fixed timing
and conditions. However, strategies where timing and conditions
are different for various requests and changing at runtime can be
considered and deployed. In this study, the resolution reduction
rate is set higher than the induction rate (as mentioned in Table 1)
to ensure that data are delivered without delay.
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Fig. 8. Utilization and the number of streams without approximation, edge, and
in-transit resources.

5.4. Combining the requests at runtime

Once a request is submitted to the system by users or ap-
plications, such request is evaluated and the workflow on the
geo-distributed resources is scheduled. However, the scheduler
first contacts the stream database and inquires for any possi-
ble way that this request can be satisfied using the existing
data streams that are currently being served. If the requested
resolution, data source, and workflow can be satisfied by other
requests or streams, then these information will be sent to the
deployment module. Then, the deployment module adds more
steps that should be taken to combine these requests. Next, the
processed data will be delivered to the users or applications
and the request will be satisfied. If satisfying the new request
could not be accomplished by combining the requests, then the
scheduler would try to schedule the workflow from scratch using
the model explained in Section 3.

In addition, as our proposed framework is based on a pub-
lish/subscribe model, clustering the streams is fast and feasible
without the need to adjust existing streams. It is fast and feasible
because once the new request can be satisfied using existing data
streams, then we just need to add few additional subscriptions
between the new data path and previous existing path. For exam-
ple, in Fig. 5, after the clustering of new requests with an existing
one is determined by the runtime layer and manager, the client
or user program is instructed to subscribe to the corresponding
topic and data that are already existent in the CDN node to start
receiving processed data.

The main advantage of our proposed approach is shown in
Fig. 5. In regular streaming approaches, separate data streams
with the same content are sent to different users. However, in
this work, we send one stream for the same data source and
workflow to a specific geographic region and add subscriptions at
proper locations to save computing resources and, more impor-
tantly, network bandwidth resources. Clearly, when the request
clustering is available, redundant data transfers are eliminated.

6. Experimental evaluation

6.1. Workflow

In this work, our target is to use images captured by OOI’s [16]
high-quality underwater cameras as our image stream inputs.
These images are processed to identify the different types of fish
appearing in them. The image processing and object detection
workflow used in this study are derived from Dalal et al. [31]. This
method, which is traditionally called sliding window and image
pyramids, is mainly used for object detection algorithms in image
data sets. A stage of the workflow is shown in Fig. 6. Accordingly,
three consecutive sliding window stages are considered for this
study (three-stage workflow).

6.2. Experimental setup and scenario

The experimental setup is comprised of three types of re-
sources: Edge, in-transit, and core resources with 10, 20, and
60 compute nodes (each node has 1 CPU at 2.4 GHz and 1 GB
RAM), respectively. Edge resources are the closest resources to
the producer, and the producer-edge bandwidth is higher than
the producer-in-transit and producer-core bandwidths. Evalua-
tion is performed on CloudLab [32], a distributed testbed for the
computer science research community. It provides on-demand
servers and virtual machines over distributed sites in the United
States. Hierarchical token bucket (HTB) [33] has been used to de-
ploy links with different bandwidths. Fig. 7 presents a schematic
view of our infrastructure. Note that the experimental setup fol-
lows what has been described in Section 5. However, to simplify
the figure eliminated the details in Fig. 7.

The cameras generate 10 MB size images every 10 s. The
QoS constraints are the deadline, budget, and data resolution. If
the system can process and deliver data within the requested
constraints, then it accepts user requests and starts the delivery
of the processed images.

In total, 194 users have joined the system, with each user
requesting an independent image stream for a random period of
time between 50 and 400 s. Users joined the system following a
Poisson distribution with a mean of 15 min and variance of 7 min.
We considered a period of 30 min for each experiment. In all
of the scenarios, for each request, we used the model described
in Section 3 to map workflow stages to the available resources.
We also considered a deadline of 25 s and assigned $1 budget
for each image in the stream. The Amazon EC2 prices for the
bandwidth and the t2.micro template size for compute nodes [34]
are considered in this work. The main focus of this study is
the deadline and resolution constraints. If the system accepts to
deliver and satisfy the minimum QoS requested by the users, then
the minimum bandwidth that can satisfy such request will be
allocated for that user and other streams cannot use that amount
of bandwidth until the stream stops. This method is enforced
by controlling the amount of data that each node is allowed to
produce per second for a specific stream.

6.3. Results

In this section, several scenarios with various parameters for
deadline and resolution are considered to indicate the effec-
tiveness of our framework in various conditions by comparing
the number of streams being delivered, resource utilization, and
handling change in execution conditions. Our baseline is a current
state-of-the-art solution, which streams all data to one central
well-provisioned data center for processing. That is, all data go to
the core resources and the workflow stages implemented at the
central core data center using three workers for each stream. In
the baseline scenario, each stream of data will only be processed
using the 60 compute nodes at the core of the network. In other
word, data does not get prepossessed using resources close to
the data sources. Fig. 8 shows the utilization of the resources
and number of streams being delivered to the users at any given
time throughout the experiment for baseline scenario. Fig. 8
demonstrates that although free resources are available at the
core, they remain unused as the bandwidth resources are lim-
ited and used for previous requests. In other words, not enough
bandwidth is available for the new requests. The utilization of the
infrastructure at best is 55%, and only 11 concurrent streams are
guaranteed for the delivery with the requested QoS.

With the availability of edge and in-transit resources, the
number of streams delivered over time is measured using the
same setup. As shown in Fig. 9, if the data resolution requested
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Fig. 9. Number of streams delivered to users over time for different minimum
acceptable data resolutions.

Fig. 10. Comparing acceptance ratio in baseline and edge/in-transit enabled
scenarios for different qualities.

for the streams decreases, then the concurrent number of streams
that can be processed and delivered increases. This case shows
the effectiveness of our model in taking advantage of edge and
in-transit resources to reduce the data size going toward core and
end users.

To compare the baseline scenario with scenarios where edge,
in-transit, and approximation resources are available, we com-
pare the acceptance ratio of different scenarios. Acceptance ratio
is the percentage of the accepted requests to the total number of
requests. Fig. 10 proves that using heterogeneous resources near
data sources and using them to filter unwanted data increase the
number of accepted requests and potentially user satisfaction.

The resource utilization for the edge, in-transit, and core re-
sources for three different data resolutions is shown in Fig. 11.
With 80% data resolution, the utilization of core resource can
reach 48%, which is slightly less than our baseline due to edge
and in-transit participation. However, for 60% and 50% data res-
olutions, the maximum utilization of 63% and 71% have been
reached, respectively, which are higher than the baseline scenario
(55%). By comparing these figures, we conclude that by leverag-
ing edge and in-transit resources, data are filtered before they
reach bottleneck links and more data can be injected to the core
resource, which results in more utilization at the core.

Next, we show how the system dynamically adjusts the stream
resolution when the execution or delivery environment is changed
at runtime. We used 12 concurrent streams for three different
resolutions (100%, 80%, and 60%), with four streams each. We
use the same infrastructure depicted in Fig. 7. After 220 s, the
network bandwidth between in-transit and core nodes cuts down
to 200 Mbit/s. Fig. 12 shows the number of streams and the
average resolution of the streams delivered to the users for
various request types. For high-resolution requests (e.g., 100%),
the streams are stopped and nothing will be delivered to the
corresponding users as the 100% strict condition does not allow

the system to adjust the resolution and perform anything to
recover the delivery of the streams. Moreover, the number of
streams for 100% resolution decreases after the incident and
reaches zero (note: a zero resolution means no streams for such
resolution requirement are being delivered). For 80% minimum
resolution requirement, our system shows more resistance by
first reducing the resolution and then stopping the streams.
However, for 60% resolution, the system can continue flawlessly
by reducing the quality of the streams for a while. Of note, the
resolution of 60% requests increases once other streams (100%
and 80%) are dropped and more network bandwidths are avail-
able for the remaining streams (60%). The reason that the system
drops the high resolution requests is because it reduces the data
resolution until it reaches the minimum acceptable resolution
requested by the user. Once the system reaches the point where
it cannot satisfy the QoS by reducing the resolution, it drops such
requests. Hence, the system dynamically adjusts the resolution
at runtime and overcomes the changes in the execution space by
reducing the resolution of the streams if users are willing to sac-
rifice the resolution. After high-resolution streams are dropped,
more bandwidth resources become available for low-resolution
requests. Hence the actual delivery resolution for 60% streams
increases toward the end of the experiment.

Finally, we examined the effect of different deadlines on the
data resolution and number of accepted streams. We used a
similar setup as the previous experiment and considered the
80% minimum acceptable resolution. The deadlines are 20, 25,
and 30 s uniformly distributed across the requests. Clearly, the
requests with a longer deadline require less bandwidth as they
have more time available for data transfer. Hence, in general,
more streams with a higher deadline are accepted (as shown in
Fig. 13(a)) and data are delivered with a higher resolution for
longer deadline requests (as shown in Fig. 13(b)).

6.4. Request aggregation

In this section, we run another set of experiments in order to
show the effectiveness our proposed solution in request aggre-
gation/combination. In this section, data delivery and processing
without request aggregation is considered as our baseline sce-
nario. We consider two metrics: (i) acceptance ratio and (ii) the
number of requests being served throughout the experiment.
Then, we measure these two metrics for the baseline scenario
and request aggregation-enabled approach and demonstrate the
advantage of our approach. Note that the baseline scheduling
technique that has been considered in this experiment is similar
to the one used in previous experiments.

The experimental setup of this experiment is similar to that
of previous experiments shown in Fig. 7. The duration of the
experiment is 30 min, in which 194 users joined the system with
the Poisson distribution with a mean of 15 min and variance of
7 min. Users stayed for a random period of time and requested the
camera images to be processed using the sliding window image
pyramid (shown in Fig. 6) and delivered to them with 100% image
resolution. The deadline is set to be 25 s. The only different in this
experiment is the number of available data sources (cameras). We
increased the number of available data sources or cameras. We
also considered 10, 20, 30, 50, and 100 data sources for different
scenarios. Users randomly picked one of the data sources and
requested data to be processed and delivered to them. All of the
users were located in close proximity with one another. We also
assume that the users were located in one geographic region.

To prove the effectiveness of our request aggregation ap-
proach, we measured the acceptance ratio for the mentioned
scenarios. In general, when the number of available data sources
decreases, the possibility to choose a common data source for



114 A.R. Zamani, D. Balouek-Thomert, J.J. Villalobos et al. / Future Generation Computer Systems 110 (2020) 107–118

Fig. 11. Utilization of resources for different resolutions.

different users increases. Hence, our framework can cluster and
accept more requests if the number of data sources is bounded.
Increase in the available data sources also decreases the accep-
tance ratio as users can choose from a wide range of data sources
and less chance for request clustering or aggregation is available.
Fig. 14 shows that with 10 data sources, the framework can
accept 100% of the requests. However, this number has been
reduced to 64% with 20 data sources. The acceptance ratio for
100 data sources is 41%, which is slightly higher than the baseline
scenario of 35%.

Fig. 15 demonstrates the number of requests served through-
out the experiment. As depicted in Fig. 15, with a fewer number
of data sources, more requests can be satisfied with our request
clustering approach. As we combined the request, we reduced
the bandwidth and resource usage per stream. With the same

infrastructure, by sharing the resources across the requests, more
users can receive their processed data within the requested QoS.

7. Related work

To process the stream of data, traditional approaches, such
as stream processing engines [10,35] or workflow systems [36–
38], have been designed to process data streams using resources
within one cluster or data center. However, as the data sources
are located far from these resources and at multiple locations,
on-time stream processing is not possible due to the size of the
data and network bandwidth limitations [11]. Several types of
methods have been proposed to resolve this issue, for exam-
ple, by introducing the concept of edge computing and filtering
the data at the edge of the network, which has inspired us
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Fig. 12. Effect of sudden change in bandwidth on the number of streams and
average resolution of the streams.

Fig. 13. Number of users and average resolution at runtime for various deadlines
and resolution of 80%.

Fig. 14. Comparing acceptance ratio in baseline and data-merging availability
for various data products.

Fig. 15. Number of users served throughout the experiment.

in this work. For instance, Santos et al. [12] utilized edge re-
source to downsample data using edge resources. Deng et al. [39]
demonstrated the trade-off between power consumption and
delay in fog–cloud environment. Their solution divides the fog–
cloud workload deployment into three sub-problems (fog deploy-
ment, cloud deployment, and communication delay) and solves
them to achieve the best energy-delay trade-off for workload
deployment. The same aspect was examined by Kaur et al. [40],
who discussed the integration of IoT and edge computing and
proposed the task selection and scheduling at the edge of the
network using container as a service (CoaaS). Cheng et al. [41]
targeted cloud-edge-based on-demand stream processing system,
which automatically configures and manages stream processing
tasks. Their model, which is called GeeLytics, enables on-demand
edge analytics. However, our proposed solution takes another
step forward by taking advantage of the in-transit nodes [42],
mapping workflow stages on available resources based on loca-
tion and network conditions, and placing the workflow stages to
minimize network traffic. Other systems based on actor-oriented
design (e.g., Kepler [43]; Pegasus [37]) acquire the workflow
description from users and automatically deploy tasks on avail-
able resources using, for example, Condor-G [38]. These systems
do not consider edge/in-transit processing, approximation, and
flexible QoS to deploy the workflows. To the best of our knowl-
edge, workflow management systems are specialized to deploy
complex workflows on the distributed resources, whereas our
framework is a stream-oriented system that tries to provide
QoS using heterogeneous resources located between users and
data sources. Moreover, the focus of our proposed solution is on
stream-oriented workflows where data are continuously gener-
ated from the devices and need to be processed and delivered in
a timely manner.

Wide-area data analytics that leverages resource connected
using WAN links has been explored in the literature. Vulimiri
et al. [44] explained the concept of wide-area big data (WABD)
and highlighted the issues of substantial cross-data center net-
work costs. To alleviate the issue in WABD, a system called
WANalytics, which is a Hadoop-based system, has been pro-
posed. This system automatically replicates data and initiates
computation toward the edge. Pixida [45] is a wide-area data ana-
lytics scheduler that aims to minimize the inter-datacenter traffic.
When data processing request is submitted to this system, it gets
the task-level graph of the job from users and provides data parti-
tion from distributed storage systems. Geode [46] is an extension
of WANalytics, which targets the distributed databases across
data centers. Geode tries to address wide-area data analytics
of data structures as SQL analysis while minimizing the band-
width usage. Iridium [47] explores the minimization of latency in
wide-area data analytics. To achieve low-latency query response
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time, Iridium uses a greedy heuristic optimization technique to
find the best task and data placement on the geographically
distributed data centers. Iridium identifies the bottleneck link
between the sites and moves data on that link before it is needed.
Our proposed solution takes one step forward and targets stream-
oriented workflows and applies workflow stages on edge and
in-transit node to reduce WAN traffic and increase utilization of
the core resources.

Data processing and delivery with end-to-end QoS constraints
have been explored in different studies. Karim et al. [48] mapped
user QoS to the SaaS layer by developing a hierarchical QoS model
and assigning QoS weights. Rosenbert et al. [49] took another
approach to control the execution environment at runtime by
finding service composition that meets QoS and recomposing
the services at runtime if necessary. Bhat et al. [42] investigated
in-transit data manipulation and proposed reactive strategies to
achieve higher QoS even in the congested network conditions.
Processing the data within the deadline and budget constraints
have been investigated in [50] that targets cost-time optimization
techniques to schedule the workflows, which is complementary
to our work. Yu et al. [51] proposed a genetic algorithm to sched-
ule the workflows under deadline and budget constraints. On the
contrary, our proposed framework combines static and dynamic
approaches to provide end-to-end QoS. The static approaches
are the workflow stage mapping that finds the best resources
that meet the deadline and budget constraints and a dynamic
approach that uses feedback loops to examine the execution of
the streaming workflows at runtime. In another work, Heintz
et al. [52] considered the trade-off between the accuracy of the
results and the time it takes to process data, i.e., timeliness. Mas-
wood et al. [53] developed a mixed integer linear programming
method to allocate resources under QoS constraints and minimiz-
ing location-dependent costs. By using a numerical evaluation,
the authors showed that their approach reduces provisioning cost
and energy consumption. In our framework, we provide end-to-
end QoS by reducing the resolution of the data. However, the
decision about this trade-off is made using on-demand control
loops created after the execution of each stage on edge and
in-transit nodes.

Data aggregation aims to combine responses from multiple
sources into a single message. The idea of data aggregation has
been mostly explored in papers based on wireless sensor net-
work applications. As energy consumption plays a crucial role in
wireless sensor nodes, data aggregation can potentially reduce
the amount of energy consumption at the wireless node dras-
tically [54]. Authors in [55] adaptively adjusted the aggregation
period in different levels of their aggregation tree so that the
expected query accuracy is met and end-to-end query delay is
optimized. In [56], fuzzy logic in-network data aggregation was
considered to increase the energy efficiency of data transmission.
Aside from wireless sensor network applications, data aggrega-
tion is also used in wide-area data analytics. For instance, Heintz
et al. [57] proposed the idea of group aggregation to aggregate
the data at the edge nodes and reduce the amount of network
traffic. Rabkin et al. [58] proposed a system called Jetstream.
Their proposed system addresses a wide-area stream of queries
with latency-bound requirement. This system tries to overcome
the network bandwidth limitations in streaming engines. Query
aggregation, which combines multiple queries, and lossy adaptive
data degradation, which have been proposed by the authors, can
potentially reduce the data size based on available bandwidth
and latency. In this paper, we also explored the aggregation of
the requests at runtime to reduce the number of streams moving
between the nodes. However, our proposed solution considers
stream-oriented workflows and deploys the workflows on the
edge and in-transit nodes. It also combines the data streams to
reduce redundant data transfers between the node based on the
source and destination locations, resolution, and user constraints.

8. Conclusion

Large-scale observatories depend on the efficient processing
and delivery of data generated from geographically distributed
instruments and sensors. This paper introduces a subscription-
based data streaming framework of the leverage edge and in-
transit resources and the advanced CI to process data gener-
ated from large-scale observatories and deliver the processed
data to users at various geographic locations. In addition, a run-
time management system is added to propose a framework that
provides QoS for users and effectively utilizes heterogeneous
geo-distributed resources to maintain the application of QoS.

The proposed framework fills the gap between large-scale
observatories and ACIs by automatically executing user-defined
pipeline workflows on available geo-distributed resources. It also
adjusts the data quality by taking advantage of the resources
at the edge and in-transit resources and filters unwanted data
going through the core resources. The evaluation showed that
our system can increase main resource utilization by more than
10% using unwanted data filtering at edge or in-transit nodes for
low-resolution requests.

Furthermore, a request aggregation technique is added to the
proposed framework, which creates clusters of requests based
on the workflow and data content requested by the users. This
technique reduces the WAN traffic and eliminates redundant data
transfer and executions. With the amount of resources, more
requests have been satisfied and the number of accepted requests
have drastically increased.
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