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Abstract

Thermal residual stress and distortion inherent in metal melting and solidification process is
the main cause of build failure in metal additive manufacturing (AM) techniques such as laser
powder bed fusion and directed energy deposition. To ensure build quality against residual
stress/distortion, it is desirable to tailor the scanning path for a given geometry that needs to be
built. Since the local deformation introduced by the moving heat source is anisotropic due to
non-uniform heat transfer and mechanical constraints, the scanning path can affect residual stress
within a part significantly. Aiming at thermal residual stress/distortion mitigation, this paper
presents a novel level set-based scanning path optimization method. The method is developed to
enable layer-wise continuous scanning path optimization for geometrically well-defined parts.
To make the optimization efficient, a fast process simulation method called the inherent strain
method is employed to simulate the thermal residual strain. Full sensitivity analysis for the
formulated compliance- and stress-minimization problems is provided, where a novel strategy
called the adaptive level set adjustment (ALSA) is proposed to remedy the deficiency of ignoring
the non-implementable sensitivity terms. The effectiveness of the proposed continuous scanning
path optimization method and ALSA strategy has been proved by numerical examples. Finally,
the concurrent design scenario for simultaneous scanning path and structural optimization is
investigated to demonstrate the further residual stress reduction.

Keywords: continuous scanning path; level set method; residual stress mitigation; adaptive level
set adjustment; concurrent design

1. Introduction

Metal additive manufacturing (AM) approaches, such as powder bed fusion (PBF), wire-feed
additive manufacturing and directed energy deposition (DED) have emerged as the mainstream
AM processes for metallic part fabrication. Among these approaches, the PBF process, including
selective laser melting (SLM), electron beam melting (EBM) and directed metal laser sintering
(DMLS), has the highest manufacturing accuracy and best surface finish. With this technique,
metal powders are spread to form a thin material layer of tens of microns, and laser beam
selectively melts the powders based on the geometric input. Once the layer-wise scanning is



finished, the build tray moves downwards to process the next layer. In directed energy deposition
(DED) and wire-feed additive manufacturing, metal powder or wire is fed into the melt pool
created by the heat source such as a laser, arc or electron beam. Compared with PBF, these
approaches could build metal parts in much larger scale efficiently. These layer-by-layer
fabrication processes can easily be utilized to fabricate complex geometries so that the potential
to design higher performing structures for AM can be fully exploited. On the other hand, residual
stress is inherent in these AM processes due to sharp thermal gradient and rapid cooling rate,
which may lead to severe part distortion, cracking, and delamination from the build plate. This
type of thermal stress-induced failure will cause a build to stop abruptly and thus will increase
manufacturing time and cost.

To address this issue, the effect of scanning strategy on residual stress has been extensively
investigated. Scanning strategy can be divided into two parts, namely the scanning parameters
(heat source power and velocity, hatching space and layer thickness) and scanning path. Studies
on scanning parameters in SLM have been performed to improve fabrication quality of parts with
horizontal structures [1] and downfacing structures [2]. Studies on scanning path were mainly
focused on the so-called island-type scanning pattern, in which the layer is divided into blocks
and scanning is conducted in a block-by-block sequence. Different scanning orientations and
island sizes have been explored to examine the influence on thermal residual stress [3-9]. Rather
than focusing on the island scanning strategy effects, we will explore free-form continuous
scanning path optimization on residual stress mitigation for metal parts. The continuous
scanning strategy is a scanning pattern with high efficiency widely used for different metal AM
processes, including PBF, wire-feed additive manufacturing [10] and DED process [11]. Ding et
al [12, 13] proposed a continuous path planning method based on medial axis transformation
algorithm to produce void- and gap-free part in wire + arc additive manufacturing (WAAM). To
the best of the authors’ knowledge, optimizing continuous scanning path for residual stress
reduction has not been studied yet. The main obstacles include complexity of the optimization
problem and computational expense of full scale AM process simulation.

Even though continuous scanning path optimization for metal additive manufacturing has
never been tackled, there are extensive numerical studies on optimal path planning on fiber
reinforcement design or polymer AM, wherein material properties are greatly affected by build
path orientation. Ponche [14] proposed a global design for AM (DfAM) framework to
consecutively design the build direction, structural shape, and deposition paths. Hoglund [15]
performed compliance minimization topology optimization with fiber angles as additional design
variables for fiber-reinforced polymer printing. A limitation of this method is that fiber angles
are treated as discrete variables without considering the overall printing path smoothness and
continuity. To address this issue, filters [16-18] are introduced to project the discrete angle
variables for smoothness improvement. Other than that, a level set-based continuous fiber path
optimization method was proposed by Brampton et al [19]. Fiber paths were defined by iso-value



level set contours, so that continuity is always guaranteed. Beyond that, smoothness of the paths
can be addressed by adding curvature constraints, and signed distance property of the level set
field makes it trivial to derive a ready-to-print deposition path. However, there are also
limitations of this method that the solution is heavily dependent on the initial guess and
convergence is reported to be slow. Another level set-based continuous path optimization
method was developed by Liu et al [20], wherein the structural topology was concurrently
optimized rather than fixing the structural geometry. With that method, deposition path planning
is performed by offsetting the structural boundary, and hence it cannot handle deposition path
optimization for fixed geometry. In addition to fiber deposition and polymer printing, the level
set method has been applied to contour-offset path generation for traditional machining [21, 22]
as well.

Among the aforementioned methods, the approach developed in [19] will be referred in this
work since similar continuous path optimization problem for well-defined geometry is the
subject of interest here. Improvements will be made to this approach to enhance the robustness
and convergence speed. More importantly, 3D stress minimization problem will be solved in
addition to compliance minimization. Beyond that, part of the sensitivity (in domain integration
form) was ignored in their implementation [19]. That may be fine for compliance-type problems,
but may cause severe convergence fluctuations or divergence for stress minimization problem.
Therefore, we have proposed the adaptive level set adjustment (ALSA) strategy to remedy the
negative impact of ignoring part of the sensitivity result. Another major difference is that the
underlying physics are different. Unlike polymer printing in which the process-induced material
anisotropy is inevitable, material anisotropy of metals is much less significant [23], which often
times can just be ignored. Therefore, the effect of scanning path on material constitutive model is
ignored in the proposed optimization model, while the thermal residual strain is assumed to be
dependent on the scanning path [24]. More details about these physics will be illustrated in
Section 2.

As discussed earlier, the high computational expense of full scale process simulation is
another obstacle toward implementing scanning path optimization. In general, full-scale process
simulation for metal AM takes hours or days for a typical part. Therefore, it is impractical to
implement detailed full-scale simulation based scanning path optimization, since it may require
hundreds of iterations to converge. This challenge has drawn quite some attention, and many fast
simulation models have been proposed recently. In this research, the recently proposed modified
inherent strain method [24, 25] is adopted for its fast speed and acceptable prediction accuracy.
Details about the modified inherent strain method will be discussed in Section 2, and briefly
speaking, the inherent strain-based fast prediction can shorten the simulation time to minutes
with good accuracy, e.g., usually less than 10% error for residual deformation.

In summary, existing optimization methods have partially addressed the deposition path
planning in terms of 2D compliance cases and discontinuous elemental angle optimization but it



still deserves more exploration to advance the state-of-the-art. This paper is organized as follows:
In Section 2, the modified inherent strain method, a novel method for part-scale stress and
distortion simulation of the metal AM process, is presented. Section 3 presents the level set
based formulation of compliance and stress minimization. Section 4 details the adaptive level set
adjustment and, the numerical strategy developed for effective contour update and convergence.
The effectiveness of this continuous deposition optimization framework is demonstrated by
several 3D numerical examples in Section 5. Section 6 presents the extension of the proposed
method to concurrent design to address the structure and scanning path simultaneously. In
Section 7, discussions and conclusions are given.

2. Modified inherent strain method

Although the mechanism of residual stress and distortion in laser powder AM process has
been extensively studied through numerical simulations in micro-scale [5, 26-28], there is still a
large gap between these finite element models and part scale AM part prediction. For example, a
full-scale thermomechanical simulation for a large EBM part consisting of 107 layers takes 15
hours to complete by running the Pan Computing software [29], which is one of the fastest
commercial software packages with well-developed numerical techniques. Because of the high
computational expense, full-scale simulation for metal AM part residual distortion and stress
prediction is impractical, particularly for gradient-based iterative optimization.

To address this issue, the inherent strain method is adopted as an alternative solution. The
inherent strain method was originally introduced by Ueda to simulate conventional welding
decades ago [30]. The basic theory of this method is that residual distortion and stress are the
result of incompatible internal strains, such as plastic, elastic and phase transformation strains.
After the welding is completed, elastic strain is fully relaxed and thus the inherent strain equals
the plastic strain generated in the welding process [31-34].

Unlike welding problems that only have single or a few welds, a metal part produced by AM
utilizing a high energy source consists of thousands of layers and also thousands of scan lines in
each layer. Boundary conditions in the process simulation dynamically evolve in a
thermomechanical analysis. Hence, elastic strains due to thermal expansion mismatch cannot be
fully released as in welding problems. Considering this new phenomenon in AM, Liang et al [24,
35] proposed a modified inherent strain model to predict residual stress and distortion at the part
scale. The proposed model allows for extraction of accurate inherent strains directly from results
of high-fidelity microscale detailed process simulation by solving the transient
thermomechanical problem. As shown in these previous works, the inherent strains are
anisotropic with respect to the scanning direction due to the non-uniform heat transfer caused by
the moving heat source. In general, the inherent strain along the scan direction is compressive
with the largest amplitude among the three normal strain components. The inherent strain
transverse to the scan direction is also compressive but with a smaller amplitude, while that in
the build direction is tensile due to the Poisson effect. This scanning orientation dependency in



the inherent strains is the reason why changing the scanning path in the AM process has a
significant effect on the residual stress and strain distribution.

After the scanning orientation-dependent inherent strains are computed from the elastic and
plastic strain histories obtained, they are being treated as thermal strains on the AM part in a
series of layer-by-layer static equilibrium analysis. To carry out the inherent strain based
analysis in commercial finite element software, the scanning orientation-dependent thermal
strains are inputted as the thermal expansion coefficients, and a unit temperature rise is applied to
carry out the analysis. Due to its high efficiency, inherent strain based AM process simulation
has drawn increasing attention from academia [36-38] and industry. Most of the commercial AM
process simulation packages, such as Simufact (MSC), Amphyon, Pan Computing (AutoDesk)
and 3DSim (ANSYS), have adopted the inherent strain method in their software. Unfortunately,
as these software packages are proprietary, the detailed theory and algorithm employed in the
software packages are not available to the general public.

In this paper, scanning orientation-dependent inherent strain vector based on Ref. [25] is
employed to approximate the thermal loading introduced in the metal AM process. In every
iteration step, the nodal load vector of an element is given as:

fih = fne BT - C, - €"(6,)ATdQ (1)

where P is the nodal vector of element e, BY is the strain-displacement matrix, C, is the
element elasticity matrix, €(6,) is the inherent strain vector as a function of the element
scanning orientation 8,, which can be obtained from the level set function. By rotating the local
inherent strain vector, the inherent strains in the global coordinate system corresponding to
different scanning angle can be computed.

3. Continuous scanning path optimization formulation

3.1 Level set scanning path

The level set method is a mathematical framework developed by Osher and Sethian for
implicit moving interface analysis and tracking [39]. This implicit representation can easily find
if a point is inside or outside the boundary profile, and is a powerful tool for any physics-driven
boundary evolution problem. Wang et al [40] and Allaire et al [41] developed the structural
topology optimization method with level set method, which has the advantages of clear-cut
interface representation and accessible high-order boundary information. As a mainstream
topology optimization method, level set method has further successful applications for complex
design problems, such as multi-material design [42-45], manufacturing cost [46] and feature
insertion [47, 48].

Here, we focus on evolving the continuous scanning paths with level set method subject to a
pre-defined part geometry, and hence, the problem formulation is similar to that for topology
optimization. Beyond scanning path optimization, concurrent design that optimizes structure and



scanning path simultaneously will be explored in Section 6. Therefore, we will have the design
domain (D) and material domain (Q) definitions in the problem formulation for consistency,
even though the part geometry would not change when only optimizing scanning path. The level
set function is defined by Eq. (2) to interpolate the design domain. A positive level set value
indicates solid domain, negative value represents void, and zero-value contour represents a
boundary:

d(X) >0, X € Q/0Q

(X)=0, X € 00 (2)

P(X) <0, X € D/Q

Then, the part will be sliced into N layers, each of which is coupled with one level set

function for scanning path and another for the well-defined geometry:

¢Ppscan — [¢scan,1 ¢scan,2 ¢scan,n] (3)
Pseo — [d)geo,l ¢geo,2 ¢g€0.n] (4)
Then, scanning path profile update will be identical to that in level set topology optimization.

Updating velocities are derived from sensitivity analysis and the scanning paths are updated by
solving the Hamilton-Jacobi equation through the standard up-wind scheme:

¢ + VnlVp| =0 S))
where Vy is the boundary velocity along the normal direction.

Beyond continuity, another advantage of using level set method for scanning path
optimization is that ¢5@™¥ is a signed distance function (|V¢| = 1), so that scanning paths can
be trivially obtained by extracting iso-value level set contours. A constant interval value will be
employed between any pair of adjacent level set contours, and this value would just be set equal
to the hatch spacing for the laser scanning paths. Therefore, reinitialization is incorporated in
each iteration step to keep the signed distance property. The reinitialization is performed through
fast marching method proposed by Sethian [49, 50], as shown below:

¢ +S@)-(Vp—-1)=0 (6)
where S(¢) is a sign function taken as 1 when ¢ > 0, -1 when ¢ < 0, and 0 on the boundary. In
the fast marching method, it is formulated as:

S(p) = m (7)

3.2 Compliance minimization

In this sub-section, thermomechanical loading induced by laser melting will be modified
through laser scanning path optimization for stiffness improvement, i.e. reducing compliance and
residual deformation by optimizing the scanning paths. The problem is formulated as below:

min. ] = LN, [f, Dre(ude(u)H(po*)dn] (8)



s.t.a(u,v, ®8%) = [(v,P8E), VveE U,y

N
where. a(u,v, ®8¢°%) = 2f Dye(u)e(vy) H(¢p9¢°%)dn
k=1"Pk

N
(v, ®E°) = Z jD Dy e (ui“(ek)) e(vy) H(¢p9°°%)dn
k=1""k

where uy and vy are the deformation vector and test vector of the k” building layer, 8¥ is the
scanning orientation vector of £’ building layer and e (ui“(ﬂk)) is the deposition orientation-

dependent inherent strain vector. In this formulation, each printing layer is defined by a single
level set function, and we assume N layers in total are involved. Next, the geometry is defined by
@9¢° and the Heaviside function is used to project the material domain. Here, @9¢° is involved
in this problem formulation for potential extension to concurrent design problems (simultaneous
design of scanning path and part geometry). Note that, each level set function can represent a
group of consecutive deposition layers in order to reduce computational expense, but the tradeoff
is that the inter-layer scanning effect on inherent strain between deposition layers within the
group is not taken into account.

To solve this optimization problem, the Lagrangian of the objective function is defined as:

L =]+ a(uw, ®8°) — [(w, P8°) )
where w is the Lagrangian multiplier of the state equation, also known as adjoint variable.
Compliance minimization can be categorized as self-adjoint problem which satisfies that wy, =
—2uy.

Then, the derivative of the Langrangian is:
L'=2%4, [, Die (uwn(85)) e(wo) H(¢9%)d (10)
The derivative term of the inherent strain, e (ui“ (Bk)) could be rewritten as:

U ink k scank
in/ ak __og' 20 ap g
e (u (e )) ek dpscank at (1 1)

The expression for 8% is defined as:

Kk _ E ad)scan,k/ay
0¥ = > tarctan (—a pocank, ay) (12)
Specifically, for node (i,j, k), the scanning orientation, Hilfj is derived using the central

difference scheme:

- ¢scan,k_¢scan,k

k _ i,j+1 i,j—1

01',]' -3 + arctan scank__ scank (13)
i+1,j ¢i—1,j

Therefore, derivative of the inherent strains is expressed as:
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Collecting all the terms containing L'a]t , the scanning path level set function updated
velocity at node (i, j, k) can be derived:
as:“i‘] 20f
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3.3 Stress minimization

The potential of laser deposition path optimization in minimizing residual stress is explored as
well. Stress concentration can be mitigated and consequently prevent cracking and delamination
during AM processing. To achieve this, the maximum von Mises stress within the AM part
should be decreased by optimizing the scanning path. However, the simple maximum function is
not smooth and differentiable and cannot be applied directly to gradient-based optimization. The
p-norm function [51, 52], an alternative formulation for maximum stress approximation in stress-
based topology optimization, is adopted in this framework as:

opy = (Xf=1 04 )P (16)
where opy 1s the p-norm stress, g, is the element stress, N is the total element number, and P is
the stress norm parameter. When P — oo, opy — max (0,) without smoothness; when P — 1,
opy 1s the average stress of the design domain. It is noted that for stress minimization problem of
interest in this work, the stress norm parameter P is not as critical as in stress constrained
problems, since it is sufficient for the p-norm stress to capture the trend of the global maximum
stress rather than having an accurate approximation [51]. In this work, the value of the stress
norm parameter P is taken as 8 in the stress minimization problem.



Stress at the element centroid is selected as the average element stress g, in computing the
element von Mises stress. The residual stress minimization problem is formulated as:

1

min. apy = |1 Jy, oton H($9%%)d0|" (17)
s.t.a(u,v, ®8%) = [(v,D8?), VveE Uy
The derivative of the above Lagrangian is shown below:
L' =—¥k-1 [, Die (u™(0%)) e(wi)H(¢9°*)d 02 (18)

where the adjoint variable wy, can be obtained by solving the following adjoint equation:
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(19)

Expanding all the inherent strain derivative terms e(u™(6%)’) in the Lagrangian, and
scank

collecting all the terms containing l;t , the sensitivity at node(i, j, k), namely the level set

function updated velocity along the normal direction can be derived:
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(20)
4. Adaptive level set adjustment (ALSA)

Signed distance function is a fundamental feature of the level set method. It ensures the
easiness and effectiveness of the numerical contour evolution. Importantly for this research,
continuous scanning paths with consistent gaps (i.e. hatching space) can be trivially derived by
extracting the iso-level set contours. Therefore, reinitialization, which adjusts the level set
function based on the interface (¢p = 0) as mentioned in Section 3.1, is implemented in each
iteration step to enforce the updated level set function to be a signed-distance field. However,
one issue occurs due to reintialization and should be carefully addressed to ensure the proper



convergence. Specifically, the velocity field, as derived in Eq. (15) and (20), is defined inside the
entire material domain, and the whole level set field can be accordingly updated by solving the
Hamilton-Jacobi equation. At this point, the Lagrangian is strictly decreasing with appropriate
step size. However, reinitialization has to be performed following the design update to ensure a
signed distance field, so that level set values in areas away from the interface will be altered. The
impact of these changes is hard to evaluate and it is possible that the Lagrangian will increase.
Conventionally in topology optimization, it is common to neglect the impact of these changes,
and many cases of successful convergence have been witnessed, especially for compliance
minimization problems [19, 20]. This is because, in topology optimization, the zero-value level
set contour is the boundary between solid and void and its movement also changes the material
layout. However, for the scanning path optimization, the zero level set contour does not represent
the structure boundary; instead, it only represents one of the scanning lines and only the relevant
scanning orientation affects the stress and deformation. The shrinkage of zero level set contour
and decreasing perimeter is undesirable since the zero level set contour is the only effective
updating scanning line while all the other scanning lines follow the shape of the zero level set
contour because of the reinitialization. Therefore, maintaining as longer zero level set contour as
possible motivates the development of the adaptive level set adjustment (ALSA) strategy.
Similarly, over-expansion of the zero level set contour is also undesirable since all zero level set
contour moves towards outside of the design domain, which may finally leave no zero contour
inside the design domain for effective design update. Specifically in ALSA, what we are
adjusting is only the level set values of the contours while not the shape of the contours.
Therefore, the finite difference method-based local scanning direction calculation would not be
affected, so that the inherent strain-based finite element analysis result would be identical before
and after adaptive change of the level set field.

In this work, a numerical strategy called the “adaptive level set adjustment” (ALSA) is
proposed to reduce the potential negative impact, instead of just neglecting it. Using this
technique, good convergence for complex continuous path optimization problems have been
realized for both compliance- and stress-minimization problems. The basic idea of the ALSA
strategy is to keep as much zero level set contour as possible inside the design domain during the
entire optimization process, because the zero level set contour would not be affected by
reinitialization. In fact, in some of the runs, we have observed that the zero level set contour
keeps shrinking, which finally occupies a very small portion of the design domain and leads the
optimization problem fails to converge in this situation. To remedy this issue, the ALSA adjusts
the zero level set contour iteratively with Eq. (21):

scank . pscank
¢Scan,k _ ¢ 4 max ) S+ > S_
- k
¢scan,k —a- ¢SC(171, ) S+ <S_

min

21)



f,f;l"’k is the minimum nodal

value, S, is the area of positive level set field, S_ is the area of negative level set field, and

where ¢3¢% ig the maximum level set nodal value in layer k, ¢

a (0 < a < 1) is the coefficient for level set function adjustment.

The physical meaning of ALSA is that the level set function is iteratively adjusted to equalize
the positive-signed area and the negative-signed area, which in most cases could function to give
a longer zero level set contour while not perturbing the scanning path field. While with ALSA,
the zero level set interface will be dynamically adjusted to prevent this type of over-shrinking
situation. Figure 1 illustrates an example to show the effectiveness of applying the ALSA
strategy. As shown in Fig. 1(a), the initial scanning path is designed to have as longer zero level
set contour as possible, so that to ensure effective and efficient design update. As discussed
before, only the boundary update is effective, thus only the sensitivities near the zero level set
contour are calculated and shown in this case. After 20 iterations, Fig. 1(b) still holds a large area
of zero level set interface by employing the ALSA strategy. In contrast, as shown in Fig. 1(c),
the level set field moves outward and the zero-value interface keeps shrinking to very small
closed contours without ALSA. Then, the design update effect of the later is quite questionable.
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Figure 1 Sensitivity distribution (a) Initial scanning path setup; (b) with ALSA; (c) without
ALSA

With the sensitivity analysis and ALSA strategy at hand, a step by step description for
scanning path optimization is outlined:

1. Develop the finite element model and initialize the scanning path of each layer.

. Calculate the scanning orientation of each element from Eq. (13).

. Calculate the nodal force vector from Eq. (1) and assemble the global force vector F.
. Solve the finite element problem.

. Derive the normal velocity VNiSjcan’k from Eq. (15) or (20).

. Update the level set filed with normal velocity by solving the Hamilton-Jacobi equation.
. Reinitialize and modify the level set field with ALSA by Eq. (21).

8. Check for convergence criteria; If not satisfied, return to step 2.

N N AW

5. Numerical examples

In this section, the proposed algorithm will be demonstrated using a few numerical examples
to prove its effectiveness. In all of the following numerical examples, we assume the material has
a Young’s modulus of 2,100 and Poisson’s ratio of 0.3. All the design domains are discretized by
Ix1x1 eight-node hexahedron mesh with 24 DoFs.

5.1 Compliance minimization

Case 1: The first case is compliance minimization of an L-bracket structure. The dimension
and finite element mesh of the L-bracket is shown in Fig. 2(a). There are a total of four bundled
printing layers, and the bottom nodes are fixed on the build plate. The scanning orientation-
dependent inherent strain vector of [-0.0145, -0.0065, 0.012] is applied as the loading. The
initial scanning path setup before optimization is shown in Fig. 2(b), where the thermal loading
induced compliance is 1,147.



(a) Finite element model of the L-bracket (b) Initial scanning path of each layer
Figure 2 Initial setup of the L-bracket optimization (Compliance 1,147)
The optimized scanning path of each layer is presented in Fig .3. Compared with the previous
optimized scanning path by either experiment or simulation, this scanning path is irregular and

counter-intuitive. The convergence history is shown in Fig .4. The structural compliance is
reduced by 15.4% (from 1,147 to 970) after optimization.
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Figure 3 Layer-wise deposition optimization results for L-bracket
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Figure 4 Convergence history of the L-bracket compliance minimization case

The layer-wise compliance of the four-layer L-bracket case before and after scanning path
optimization is presented in Fig. 5. It can be found that a global compliance minimization is
achieved by optimizing laser scanning paths. The structural compliance is reduced by 16.0% for
layer 1, 16.0% for layer 2, 16.9% for layer 3 and 13.0% for layer 4, respectively.
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before optimization after optimization
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(b) Layer 2

before optimization after optimization
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(c) Layer 3
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Figure 5 Layer-wise compliance comparison before and after optimization



Besides the layer-wise compliance analysis, the comparison of layer-wise von Mises stress

profile before and after compliance minimization is given in Fig. 6 for better interpretation of the

proposed scanning path optimization. It can be found that after compliance minimization, the

global maximum stress located in the bottom layer is reduced from 73.4 to 68.2. The stress

concentration at the corner of the L-bracket can be mitigated as well by compliance minimization

since the displacement has also been reduced.

after optimization
layer-wise maximum von Mises stress: 68.24

before optimization
layer-wise maximum von Mises stress: 73.54

(a) Layer 1

after optimization
layer-wise maximum von Mises stress: 48.19

before optimization
layer-wise maximum von Mises stress: 50.02

(b) Layer 2
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before optimization after optimization
layer-wise maximum von Mises stress: 39.76 layer-wise maximum von Mises stress: 40.62

(c) Layer 3

70

before optimization after optimization
layer-wise maximum von Mises stress: 41.15 layer-wise maximum von Mises stress: 39.50

(d) Layer 4

Figure 6 Layer-wise von Mises stress comparison before and after optimization

Case 2: The second case is on compliance minimization of a 60x30x4 block with two semi-

circular holes and two internal holes, the radius of which is all 5. The dimension and finite

element mesh of the block is shown in Fig. 7(a) and the bottom nodes are fixed. The inherent
strain vector applied is still [-0.0145, -0.0065, 0.012]. Two different initial guesses of the
scanning paths are employed as demonstrated in Fig. 7(b)-(c) to for the initial set up dependency

study. Thermal loading induced compliance is 1,492 with initial set up 1 and 1,702 with initial

set up 2, respectively.
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Figure 7 Initial setup of the block with internal holes optimization

The layer-wise optimized laser scanning paths and convergence history are presented in Fig. 8

and Fig. 9 for initial scanning path 1, and in Fig. 10 and Fig. 11 for initial scanning path 2,

, the optimization processes

respectively. Although different initial scanning paths are employed

ends up with very similar results that the optimized scanning paths in each layer have a dominant

trend in horizontal direction as shown in Fig. 8 and Fig. 10. The optimized structural compliance

of initial guess 1 is 1,250, and the optimized structural compliance of initial guess 2 is 1,257.

However, it is worth noting that there are still different local features between the two optimized

scanning paths due to initial paths, which indicates that there are multiple optimal solutions when

the structural compliance is around 1,250. Therefore, the proposed algorithm has the initial guess

dependency issue, but is able to converge to local optimum solutions with similar laser scanning

path distribution and close overall distortion, which is true at least for the current example.

Through external thermal loading adjustment, structure compliance is minimized, and this 4-

less prone to bending or deformation under the

layer block under the optimized scanning path is
laser scanning induced thermal loading.
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Figure 8 Layer-wise deposition optimization results for the 4-layer block with initial set up 1
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Figure 9 Convergence history of the block compliance minimization case with initial set up 1
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Figure 10 Layer-wise deposition optimization results for the 4-layer block with initial set up 2
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Figure 11 Convergence history of the block compliance minimization case with initial set up 2

Case 3: The third compliance minimization case is on a bearing bracket consisting of 35

layers as shown in Fig. 12(a). The same inherent strain vector and the same type of initial
scanning path is utilized as shown in Fig 12(b).
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Figure 12 Initial setup of the bearing bracket optimization (Compliance 5,267)



The optimization converges with 100 iterations. The compliance has reduced from 5,267 to
4,633. The optimized scanning paths patterns for layer 1, 5, 11, 22, 30 and 34 are presented in
Fig. 13. Repeated scanning pattern is not found among the layers. The comparison with initial
scanning path in Fig. 12(b) indicates that the scanning pattern of each layer is optimized to
achieve an optimized optimal solution after exploring the design space. The convergence history
is summarized in Fig. 14.
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Figure 13 Layer-wise scanning path after optimization for the bearing bracket
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Figure 14 Convergence history of the bearing bracket case
5.2 Stress minimization

Case 4: Stress optimization is performed on the same L-bracket as shown in Fig. 2(a), and the
same initial scanning path of Fig. 2(b) is adopted. The optimized laser deposition path is
presented in Fig. 15, and the convergence history is plotted in Fig. 16. It can be found that the p-
norm stress is reduced from 98.8 to 92.3 after 100 iterations. As for the maximum von Mises
stress, it decreases from 73.6 to 65.4. Oscillations in the stress convergence history have been
observed, which is common for stress-based optimization. With the reduced stress level, failures
such as delamination and cracking are less prone to occur.
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Figure 16 Convergence history of the L-bracket stress minimization case

A more straightforward comparison is presented in Fig. 17 to illustrate the achieved stress
minimization of the 4-layer L-bracket. As shown in Fig. 17(a), before optimization, stress
concentration can be observed near the boundary area of the bottom layer, namely region (A) —
(E). The von Mises stress values of these elements are all high (around 73). After scanning path
optimization, stress concentration in these areas is mitigated by reducing the von Mises stress to
around 65. The proposed stress minimization algorithm is able to effectively prevent build failure,
which is significantly beneficial for real manufacturing.

40 40

view (1) view (2)

(a)



o o

view (1) view (2)

(b)
Figure 17 Comparison of stress distribution (a) before and (b) after optimization

The layer-wise stress profile before and after optimization is studied as well. We observe little
changes of the whole stress profile but at the corners and edges of the first two layers, the stress
magnitude has been significantly altered as shown in Fig. 18. The maximum von Mises stress is
reduced by 11.3% for the first layer and 7.20% for the second layer through optimizing the laser
scanning path. The maximum stress values for the last two layers are very close in magnitude
before and after optimization since they do not contribute majorly in the p-norm function in Eq.
(16).

before optimization after optimization
layer-wise maximum von Mises stress: 73.54 layer-wise maximum von Mises stress: 65.24

(a) Layer 1



before optimization after optimization
layer-wise maximum von Mises stress: 50.02 layer-wise maximum von Mises stress: 46.42

(b) Layer 2

before optimization after optimization
layer-wise maximum von Mises stress: 39.76 layer-wise maximum von Mises stress: 40.22

(c) Layer 3
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(d) Layer 4

Figure 18 Layer-wise stress comparison before and after optimization

Case 5: Another case of stress minimization is performed on the 4-layer block with internal holes.
The same geometry and initial scanning path as the compliance minimization case is adopted, as
shown in Fig. 6. Then the optimized laser scanning path is shown in Fig. 19. Convergence
histories of both the p-norm stress and maximum von Mises stress are summarized in Fig. 20,
wherein the p-norm stress decreases from 78.0 to 71.7 in 100 iterations. Because of the non-
linearity and localized behavior, the maximum von Mises stress oscillates and decreases from the
initial value 67.6 to 61.2.
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Figure 20 Convergence history of the block with internal holes stress minimization case

Comparison of the stress distribution before and after optimization is shown in Fig. 21. It can
be seen that the stress concentration along the block edges has been evidently mitigated, and we
can visibly observe the global stress reduction. Therefore, the effectiveness of scanning path
optimization for stress minimization is proved in this case.
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M
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Figure 21 Comparison of stress distribution (a) before and (b) after optimization



6. Concurrent design

6.1 Stress minimization

In this section, scanning path and structural shape optimization are performed concurrently to
further mitigate the stress concentration. Specifically, different level set functions are employed
to represent the scanning path and structural shape separately. And the concurrent stress
minimization optimization can be formulated as:

ol

min. opy = |Zicy [, Oton H($99%)d0)| (22)

s.t.a(u,v, ®8%) = [(v,D8?), VveE Uy
n
V- Z f H($9%°KYdn < 0
k=1"Dk

where V is the lower bound volume ratio in structural optimization.

The Lagrangian is constructed as shown in Eq. (23), in which w is the adjoint variable
obtained by solving Eq. (19),

L= 0py + alu,w, @) — (w, @) + 1 (V - Ti_, [, H($90K)da)  (23)

The derivative of the above Lagrangian is written as:

- %Lzl || ctun e yaa|

+ Z f Dice(u)e(wi) H(9°7F)dn + Z f Die(u)e( Wi)S($9°%) - ($9°°*) d

[Z | Potit ot i@ rdn+ Y [ ot s(p90) - (goeokydn
D k=1"Pk

n

‘Zf Dy (u"(6")') e(wiH(@#*"*)da - Zf Dye (u(0%)) e(wi)($9°0%) - (%) da
Dy

+/'lz 6(¢geo,k) . (¢geo,k) dn

k=1"Pk

24)

Finally, by expanding all the inherent strain derivative terms e (ui“(ﬂk)’) in the Lagrangian

scan k

and collecting all the terms containing —Z— and §(¢9°%) - (¢p9¢>%) ", the sensitivity results

of level set functions representing scanning path and geometry are obtained, respectively. The

scan,k :

normal update velocity of scanning path level set function VN in the concurrent design is

the same as Eq. (20), and the structure boundary update Veloc1ty in iterations is derived as:



1
P

n
1 .
VNgeo,k _ E [Z f 0.5011 H(¢ge°'k)d!2 . 0'5011 + Die(up)e(wy) + Dye (um(ek)) e((wy) +4
k=1"Pk

-1

(25)
The volume constraint is addressed using the Augmented Lagrange multiplier method, which
adjusts the Lagrange multiplier in iterations:

Aner = Ao+ o (V.= Zhey [ H(9FF)d0) (26)
Ups1 = U, where0 < a <1 27

in which u is the penalization factor and « is the adjustment parameter.

Case 6: Concurrent scanning path and structural optimization for the four-layer L bracket is
explored. The initial structure and scanning path for the concurrent optimization are shown in
Fig. 2. The objective is to minimize residual stress under the minimum material volume ratio of
0.9. We still assume the materials have a Young’s modulus of 2,100 for solid and 10~ for the
void.

The optimization result is shown in Fig. 22. Under the constraint of minimum material
volume of 0.9, the L-bracket outline becomes smoother than the previous structure with five 90°

corners as a result of shape optimization. This optimized L-bracket has a maximum residual
stress of 55, which is much smaller than the 65 for the scanning path-only optimization.

(a) (b)

Figure 22 (a) Optimized structure and (b) bottom layer stress distribution

Layer-wise scanning path is simultaneously optimized according to the derived velocities in
Eq. (19). The optimized scanning path is summarized in Fig. 23. The convergence history for the
concurrent design is demonstrated in Fig. 24. The p-norm stress decreases from 99.2 to 91 in



100 iterations while the volume ratio drops to the lower limit of 0.9. The maximum von Mises
stress decreases to 55.5. Compared with Case 3, where only the layer-wise scanning path of L-
bracket is optimized, we can find that the scanning patterns in Case 6 are highly different while
the concurrent design has a lower maximum stress after optimization. A reasonable explanation
is that the concurrent optimization has a larger design space consisting of both scanning path and
geometry. It can be found that the stress concentration occurs at the corners of the L-bracket after
scanning path optimization in Case 3, while in this concurrent design, all the corners with stress
concentration vanish after shape optimization and the maximum stress occurs on the edge of the
optimized shape as shown in Fig. 22(b).
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Figure 23 Layer-wise scanning path after optimization
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Figure 24 Convergence history of the concurrent design

6.2 Compliance minimization

Another concurrent design problem is the compliance minimization in which the topology and
scanning path are optimized. The problem is formulated as:

min. ] = N, [f,, Dre(ude(u)H(pe=0X)da] (28)

s.t.a(u, v, ®8¢°%) = I(v, ®8¢°), Vv e Uy

n
Z f H(p&ok)dn -V <0
k=1"Pk



where V the upper bound volume ratio in structural optimization.

The Lagrangian is formulated as:
L=]+ a(u,w, &) —I(w, ®2°) + A (T, f;, H($#F)d - V) (29)

By taking derivative of the Lagrangian, the sensitivity to update scanning path level set field
can be obtained by Eq. (15) and the structure boundary update velocity is:

VEK = —Dye(wde(uy) + 2Dxe (u(69)) e(u) + 2 G0

Case 7: In this case, the cantilever beam with a volume ratio of 0.5 after compliance
minimization is taken as the initial design for concurrent optimization, as shown in Fig. 25(a).
The initial cantilever beam consists of four layers with the same geometry and its volume ratio is
set to be 1.0 in concurrent design. The initial scanning path for each layer is shown in Fig. 26(a).
Three concurrent optimizations are performed where the cantilever beam geometry and layer-
wise scanning are optimized for compliance reduction simultaneously under different volume
ratio of 0.95, 0.90 and 0.85, respectively. The optimized structures under different volume
constraints are shown in Fig. 25(b)-(d). It can be found that structure with lower volume ratio has
a smaller value of compliance because the reduction in structure volume leads to less thermal

loading.
(a). volume ratio: 1.0 (b). volume ratio: 0.95
compliance: 2921 compliance: 2525
(¢). volume ratio: 0.90 (d). volume ratio: 0.85
compliance: 2439 compliance: 2297

Figure 25 Cantilever beam before and after optimization



All the three concurrent optimizations converge in 100 iterations. The initial scanning path is
shown in Fig. 26(a) and optimized scanning paths of the bottom layer under volume ratio of 0.95,
0.90 and 0.85 are shown in Fig. 26(b)-(d). The optimized scanning paths under volume ratio of
0.95, 0.9 and 0.85 are nearly identical because of the highly similar structures.

50
45
40
35
30
25
20
10
5
10 20 30 40 50 60 70 80 90 100

10 20 30 40 50 60 70 80 90 100

(a). volume ratio: 1.0 (b). volume ratio: 0.95
compliance: 2921 compliance: 2525
50 50
45 45
40 ( ) 40 Q
- 9
25 25 %
20 20
15 15
5 5
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
(¢). volume ratio: 0.90 (d). volume ratio: 0.85
compliance: 2439 compliance: 2297

Figure 26 Initial and optimized scanning path of the bottom layer

7. Conclusion

This paper proposes a continuous laser scanning path optimization method for metal additive
manufacturing process including powder bed fusion, wire-feed and directed energy deposition.
The individual level contours are employed as scanning paths of which the continuity and equal
hatching space are ensured, and the relevant thermal loading is calculated from scanning
orientation dependent inherent strain vectors. A novel adaptive level set adjustment (ALSA)
strategy is developed to address the instability issue caused by ignoring the non-implementable
sensitivities, i.e., preventing zero level set contours from over-shrinking/expanding. The
numerical examples exhibit the effectiveness of this proposed optimization method in mitigating
stress concentration and compliance minimization, while the constant hatching space among
scanning lines are always guaranteed owing to the signed distance feature of the level set
function.



More importantly, this scanning path optimization method exhibits the scalability to much
taller and complex structures consisting of multiple layers and features such as overhang, and the
ability to extend to concurrent design that takes both topology optimization and laser scanning
path planning into account. We have found that, in the L-bracket stress minimization problem,
concurrent design has a smaller maximum von Mises stress than only optimizing scanning path
because of a larger design space consists of both structure and scanning path.

For future work, further scalability to scanning path optimization of real AM parts with
thousands of layers can be expected by leveraging the GPU-based finite element analysis.
Another important issue to address is the gaps between contours that can lead to lack of fusion
and porosities. Therefore, improvements for this algorithm to ensure gap-free scanning path will
be investigated.
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