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ABSTRACT 

Abstract 

A quaternary element Modified Embedded Atom Method (MEAM) potential 

comprising Fe, Mn, Si, and C is developed by employing a hierarchical multiscale 

modeling paradigm to simulate low-alloy steels. Experimental information alongside first-

principles calculations based on Density Functional Theory served as calibration data to 

upscale and develop the MEAM potential. For calibrating the single element potentials, the 

cohesive energy, lattice parameters, elastic constants, and vacancy and interstitial 

formation energies are used as target data. The heat of formation and elastic constants of 

binary compounds along with substitutional and interstitial formation energies serve as 

binary potential calibration data, while substitutional and interstitial pair binding energies 

aid in developing the ternary potential. Molecular dynamics simulations employing the 

developed potentials predict the thermal expansion coefficient, heat capacity, self-diffusion 
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coefficients, and stacking fault energy for steel alloys comparable to those reported in the 

literature.  
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1.1 Introduction 

The desire for increased fuel efficiency and reduced emissions without sacrificing 

safety is as much of a concern with automotive industries as it ever has been [1–3]. One of 

the approaches to achieving these goals is to improve the strengths of materials while 

reducing their weight, especially in steel alloys, so that lightweighting could be attained. 

Despite desirable material characteristics, high strength steels have limited fabrication 

capability due to deformation resistance that causes tooling wear [4]. Therefore, the 

challenge lies to perform compositional design of high strength alloys in a manner that 

decreases the weight, retains workability, but generates the required strength after 

fabrication [5]. Recently, the concept of third generation high strength steels, also known 

as 3G advanced high strength steels or 3G AHSSs, has attracted a lot of attention [6–9]. 

The 3G AHSSs possess greater strengths than the first generation high strength steels, but 

avoid the high costs of second generation high strength steels [10]. Thus, superior 

properties combined with affordability in the automotive industry has been the primary 

consideration of developing 3G AHSSs. One of the promising strategies to design and 

make 3G AHSSs is a quenching and partitioning method [11] in which austenite is 

stabilized through diffusion of carbon from supersaturated martensite to austenite, and thus 

formation of brittle carbides is suppressed.  

To facilitate the development of 3G AHSSs, multiscale hierarchical simulation and 

modeling has been used to investigate the processing-microstructure-property relationship 

of these materials [12], which is critical to enable progress in the design of new AHSSs. 

One of the key challenges in multiscale modeling is to bridge individual length scales 

through proper transfer of information between electronic, atomistic, microscale, 
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mesoscale, and macroscales. Most AHSSs are multicomponent systems. It is necessary 

then to develop interatomic potentials that allow experimentally-tethered computer 

simulations to capture the time-scale and length-scale physics of 3GAHSS such that the 

lower length-scale mechanisms can be better understood and their influence in higher 

length scale models can be incorporated to design fast, inexpensive processing routes 

resulting in the desired microstructure [13].  

Atomistic simulations at the lower length scales can bridge the gap in 

comprehending and quantifying the structure-property relationships. Accurate 

representation of atoms at the lower length scales can be provided by first-principle 

calculations but at the cost of either large simulation times or requiring extensive 

computational resources. In order to conduct any realistic simulation of alloy systems, a 

large number of atoms are imperative to consider and therefore, leave quantum methods 

impractical to use. However, semi-empirical interatomic potentials enabling accurate 

atomistic simulations present themselves as an alternative solution that can handle large 

alloy systems within a reasonable computational expense.  

Daw and Baskes [14] developed the Embedded Atom Method (EAM), which has 

been used extensively as a semi-empirical atomistic potential for studying metals, covalent 

materials, and impurities [15–17]. The EAM formulation was later modified (MEAM) [18] 

to integrate angular dependencies of electron density and a number of single element and 

alloy potentials were generated using the updated formalism. Exploring the silicon-nickel 

alloys and interfaces [19], and tensile debonding of an aluminum-silicon interface [20] are 

among the few examples of the updated potentials applicability. Later, Lee and Baskes [21] 

improved the MEAM potential to account for the second nearest-neighbor (2NN MEAM) 
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interactions. The 2NN MEAM formalism has been applied to capture Body Centered Cubic 

(BCC) metals (Fe, Cr, Mo, W, V, Nb, Ta) [22–24], Face Centered Cubic (FCC) metals 

(Cu, Ag, Au, Ni, Pd, Pt, Al, Pb) [25,26], Hexagonal Close Packed (HCP) metals (Mg, Ti, 

Zr, Zn) [27–31], metals with complex structures (Mn) [32], and covalently bonded 

elements (H, C, Si, Ge, N) [33–37]. In addition, binary systems have been used to study 

lattice defects (Fe-H) [36], structure-property relationships [38], interstitial interactions 

with vacancies and dislocations (Fe-C, Fe-N) [37,39], and mechanical and deformation 

properties (Fe-Mn) [32].  

Ternary potentials pose a much greater challenge than binary potentials simply due 

to a lack of robust experimental data and fewer calibration parameters. Some of the recent 

examples of ternary applications include garnering average diffusivities of ternary alloys 

(Fe-Cr-Ni) [40], atomistic mechanisms for tensile fracture (Ti-Al-N) [41], nucleation 

kinetics of carbides and nitride (Fe-Ti-C, Fe-Ti-N) [42], modeling of a wide class of Mg 

alloys containing Zn (Mg-Al-Zn) [29], and structural properties of gold-silica interfaces 

(Au-Si-O) [43]. The greatest challenge for any interatomic potential is the multi-

component system containing more than three elements. Of the two reported higher order 

potentials in the NIST repository [44], only the one by Jelinek et al. [45] has been generated 

using the MEAM potential. 

The current study will focus on developing a quaternary element MEAM potential 

for low-alloy steels with constituent elements of Fe, Mn, Si, and C. The calibration will be 

performed to produce single, binary, and ternary element data garnered from first-

principles calculations and experiments. For binary calibrations, all possible binary 

interactions will be considered whereas only the imperative ternary interactions will be 
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evaluated. Validation testing to elucidate the applicability of the potential to capture 

thermodynamic and kinetic behavior of low-alloy steels will conclude the present study.  

1.2 Single Element Interatomic Potential Development 

The atomistic potential development for Fe alloys will follow a multiscale 

hierarchical modeling paradigm defined by Integrated Computational Materials 

Engineering (ICME) [46]. Since an accurate representation of the kinetics, 

thermodynamics, and thermomechanical response is required to capture the low-alloy 

steels, we calibrate the MEAM potential that can reproduce the fundamental properties of 

the elements. The calibration data for the interatomic potential will first rely on 

experimentally observed values and additional information will be collected from the lower 

length scale ab-initio calculations that can provide reliable measure of the forces on 

individual atoms.  

1.2.1 First-Principle Calculations 

The ground state energies for Fe, Mn, Si, and C are evaluated using first-principle 

calculations based on the Density Functional Theory (DFT). Vienna Ab-initio Simulation 

Package (VASP) code is employed to perform the calculations using the Projector 

Augmented-Wave (PAW) pseudo-potential and the exchange-correlation effects are 

treated by the Generalized Gradient Approximation (GGA) as parameterized by Perdew et 

al. [47]. To ensure energy convergence, the cut-off energy for the planewave basis of 500 

eV and the gamma centered Monkhorst-Pack [48] k-point grid of 16 × 16 × 16 are used. In 

addition, all single element calculations consider spin polarization to account for 
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magnetism. For each element, the energy-volume curves of the most stable (lowest energy) 

structure is determined, and in addition, at least two more crystal structures are probed.  

1.2.2 MEAM Potential Parameters (Energy Versus Lattice Spacing) 

In order to simulate the dynamics of a large number of atoms and molecules within 

a reasonable timeframe to reveal macroscopic material properties, we need a transition 

from the quantum to the atomic length scale. As such, a 2NN MEAM [21] potential that 

incorporates angular dependence of the electron density into the EAM potential and 

considers second nearest-neighbor interactions is used for the present study, and the full-

description of the formulation can be found in the appendix [45]. Finally, the Large-scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS) is employed for the atomistic 

simulations, which is used with the MEAM parameter calibration tool [49,50] for 

parameter calibration.  

The MEAM potential parameters for Fe, Mn, Si, and C are listed in Table B.1 with 

BCC, FCC, Diamond Cubic (DC), and DC as the reference structures, respectively. These 

parameters are also available in the NIST interatomic potentials repository [44]. The first 

step towards the parameter calibration is to compare the relative stability of the energy-

volume curves produced by the MEAM potential with the DFT results at 0K. Figure 1.1 

illustrates the energy versus lattice spacing of at least three crystal structures for Fe, Mn, 

Si, and C. The new MEAM potential parameters correctly capture the most stable structures 

for Fe (BCC), Mn (α-Mn), Si (DC), and C (DC), and the relative stability of supplemental 

structures. The c/a ratio used in hcp packing is 1.633 for secondary or tertiary HCP 

structures of Fe and Mn. As recorded in Table 1.1, the cohesive energies and lattice 

parameters of the lowest energy structures are very similar to the experimental results. 
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Since MEAM potential requires a reference structure to describe the pair-potential, the 

lowest energy crystalline structures for Fe, Si, and C are also used to prescribe their 

reference structures. The stable, low temperature structure for Mn (α-Mn) is described by 

a 58 atom complex configuration that cannot easily specify the pair interaction for Mn. 

Therefore, FCC is chosen as the reference structure for Mn, and the MEAM parameters are 

adjusted such that α-Mn is the most stable structure. Lastly, the A15 crystal structure, 

which often lies close to the ground state, is probed for each single element to ensure that 

A15 is less stable than most stable crystalline structure of each element. The energy relative 

to the ground state of A15 per atom in eV is 0.074, 0.254, 0.534, and 4.622 for Fe, Mn, Si, 

and C, respectively.  

 

Figure 1.1 Relative energy versus lattice distance curves for a) Fe, b) Mn, c) Si, d) C. 
At least two crystalline structures are probed in addition to the ground 
states of body centered cubic (Fe), α-Mn (Mn), and diamond cubic (Si and 
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C) for each element using DFT and captured by the present MEAM 
potential.  

Table 1.1 Lattice parameter and cohesive energy of stable crystal structures of Fe, 
Mn, Si, and C. Results produced by the MEAM potential match the 
experimental observations by construction.  

Elements 
Crystal 

Structure 

Lattice Parameters (Å) Cohesive Energy (eV/atom) 

MEAM Exp. DFT MEAM Exp. DFT 

Fe BCC 2.867 2.867a 2.835 4.28 4.28a 4.98 

Mn 
α 8.911 8.914b 8.54 2.92 2.92a 3.876 

β 6.32 6.315b 6.3 0.065* - 0.062* 

Si DC 5.43 5.43a 5.473 4.63 4.63a 4.605 

C DC 3.567 3.567c 3.573 7.346 7.346d 7.85 

* Energy relative to cohesive energy of α-Mn. 

a [51] 

b [52] 

c Reference 21 as reported by [53] 

d [54] 

1.2.3 Vacancy Formation Energy 

The energy cost required for the formation of a single vacancy (𝐸௙
௏௔௖) in the bulk 

of the lowest energy structure of each element is defined using the following equation: 

 𝐸௙
௏௔௖ ൌ 𝐸்௢௧௔௟ െ 𝐸஻௨௟௞ ቀ

ேିଵ

ே
ቁ  (0.1) 

where N is defined as the total number of atoms comprising the perfect bulk, 𝐸்௢௧௔௟ is the 

total relaxed energy of the bulk with a single vacancy (containing N – 1 total number of 
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atoms), and 𝐸஻௨௟௞ is the total relaxed energy of a perfect bulk system. The box dimensions 

are identical for the bulk with and without the defect. For the ab-initio calculations, the 

bulk dimensions used for the BCC and DC systems is a 4 × 4 × 4 primitive cell, 3 × 3 × 3 

for the FCC system, but 1 × 1 × 1 for α-Mn due to the fact that the primitive cell contains 

58 atoms and is fairly representative of the bulk. The bulk size incorporated in MEAM is 

a 5 × 5 × 5 primitive cell for BCC and DC, 4 × 4 × 4 for FCC, and 2 × 2 × 2 for α-Mn.  

Table 1.2 compares the formation energies of a single vacancy using the MEAM 

potential for Fe (BCC), Mn (α-Mn), Si (DC), and C (DC) with experiment and DFT 

calculations. The interatomic potentials for Fe, Si, and C accurately reflect experimental 

observed energies and DFT results. A maximum deviation of 43% from the DFT results is 

observed for vacancy formation in Mn but is lower for the other elements. (Note that there 

is a difference between the DFT results and experiments as well!) Vacancy formation for 

α-Mn was calculated using DFT and the MEAM potential by creating a vacancy in each 

one of the four crystallographically inequivalent sites and averaging the results. Since the 

t1 MEAM parameter directly controls vacancy formation energy, a compromise was 

achieved where the MEAM parameter was not abnormally large (>50), and the formation 

energy was positive for all four sites.  

Table 1.2 Formation energy of a single vacancy predicted by MEAM parameters for 
Fe, Mn, Si, and C compared to experiment, DFT, and literature values. 
Difference is between MEAM and experiment (when known) or DFT.  

 Vacancy Formation Energy (eV)  

Elements MEAM Experimental DFT Literature % Diff. 

Fe 1.53 1.53a 2.2 1.65c 0 
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Si 3.62 3.6b 3.63 3.56d, 3.67e 0.6 

C 6.63 - 6.63 3.35f 0 

Mn 
FCC 2.88 - 2.38 - 21 

α-Mn 1.34 - 2.33 0.9 – 1.2g 43 

a [55] 

b [56] 

c MEAM value by Jelinek et al. [45] 

d MEAM results by Timonova et al. [57] 

e MEAM results by Ryu et al. [58] 

f MEAM value by Lee et al. [33] 

g MEAM results by Kim et al. [32], Semi-empirical model [59,60] 

1.2.4  Self-Interstitial Formation Energy 

The self-interstitial is another type of point defect and the formation energy for a 

single self-interstitial defect, 𝐸௙
ூ௡௧, is evaluated by the following equation: 

 𝐸௙
ூ௡௧ ൌ 𝐸்௢௧௔௟ െ 𝐸஻௨௟௞ ቀ

ேାଵ

ே
ቁ (0.2) 

where N represents the total number of atoms in a defect-free bulk, 𝐸்௢௧௔௟ is the total 

relaxed energy of the bulk with an extra atom of the same element placed at an interstitial 

location, and 𝐸஻௨௟௞ is the total relaxed energy of the bulk with a perfect crystalline lattice 

structure. Because we are most interested in Fe-based alloys, five distinct interstitial 

positions are investigated for BCC Fe: tetrahedral, octahedral, [100] split, [110] split, and 

the [111] split. Only the [110] split is evaluated for the diamond cubic structures of Si and 

C. Since α-Mn has a complex crystal structure, simulating an interstitial in the stable bulk 
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is more complicated and is not presented here. The bulk structures’ dimensions for BCC 

and DC are the same as in the previous section.  

The results for the self-interstitial formation energy captured by the MEAM 

potential in comparison to DFT are listed in Table 1.3. DFT results indicate that the [110] 

split is the most stable interstitial configuration for BCC Fe, and the potential accurately 

captures the relative stability of the five interstitials considered. In general, the MEAM 

potential results are within 10% of the DFT or literature results. The MEAM parameters 

are specifically adjusted to ensure that of the two types of point defects, vacancies have a 

lower formation energy than interstitials in the bulk of the element.  

Table 1.3 Interstitial formation energy for Fe, Si, and C determined by MEAM 
potential in comparison with DFT and literature values. Various interstitial 
positions are inspected for Fe, and the MEAM potential accurately predicts 
[110] split as the most stable interstitial. 

  Interstitial Formation Energy (eV)  

Elements 
Interstitial 
Positions 

MEAM DFT Literature % Diff.* 

Fe 

Octahedral 4.94 4.9 5.0a 0.8 

Tetrahedral 4.35 4.0 4.2a 8.8 

[100] Split 4.91 - 4.8a 2.3 

[111] Split 4.37 - 4.9a 10.8 

[110] Split 3.61 3.6 3.9a 0.3 

Si [110] Split 3.88 3.65 3.7a 6.3 

C [110] Split 14.1 13.6 12.7b 3.7 

* Percent difference calculated w.r.t. DFT (when known) or literature results.  
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a MEAM values obtained from Jelinek et al. [45] 

b MEAM results by Lee [33] 

1.2.5 Elastic Constants 

By independently distorting the lattice in six different directions and using the force 

response, a stress-strain relationship is evaluated to provide the elastic constants of the 

material. Table 1.4 details the results of the MEAM calibration in comparison to the 

experimental and DFT values. The elastic constants evaluated for the DC structure of Si 

and C include relaxation of internal structures. For Fe, Si, and C, the MEAM potential and 

experimental elastic constants agree exactly by construction. However, due to a lack of 

robust experimental data available for Mn, certain assumptions were made. Initially, the 

MEAM potential elastic constants for FCC Mn were calibrated to replicate the DFT results 

but the resultant elastic constants for α-Mn, especially the bulk modulus, was twice as high 

as the experimental observations. To rectify the situation, we employed a technique similar 

to Kim et al. [32] where the calibration target was set to half the FCC elastic constants. 

Consequently, the bulk modulus of α-Mn was captured to be within the experimental range 

and specifically, the more recent observations.  

Table 1.4 Elastic constants calculated for Fe, Mn, Si, and C. Difference between 
MEAM potential and experimental observations are given except when 
otherwise noted.  

Elements 
Elastic 

Constants 
MEAM Experimental DFT Literature % Diff. 

Fe 

B (GPa) 168 168a 161 166e 0 

Cʹ (GPa) 48 48a 56.5 43.5e 0 

C44 (GPa) 117 117a 68 125e 0 
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α-Mn 

B (GPa) 150 60 – 158b - 134f 0 

Cʹ (GPa) 86 - - 68.5f 25* 

C44 (GPa) 45 - - 44f 2.3* 

Mn 
(FCC) 

B (GPa) 202 - 277 - 27ʯ 

Cʹ (GPa) 128 - 79 - 62ʯ 

C44 (GPa) 123 - 158 - 22ʯ 

Si 

B (GPa) 98 98c 100 98e 0 

Cʹ (GPa) 51 51c 49 49e 0 

C44 (GPa) 79 79c 77 76e 0 

C 

B (GPa) 442 442d 490 422g 0 

Cʹ (GPa) 476 476d 485 296g 0 

C44 (GPa) 577 577d 619 489g 0 

B = (C11 + 2C12)/3 ; Cʹ = (C11 – C12)/2 

* Percent difference calculated w.r.t. literature results. 

ʯ Percent different calculated w.r.t. DFT results divided by half (see text for more 

information) 

a [51] 

b [61–64] 

c [65] 

d [66] 

e Calculated using parameters by Jelinek et al. [45] 

f MEAM results from Kim et al. [32] 

g Values reported using MEAM-BO calibration by Mun et al. [67] 
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1.3 Binary and Ternary Element Interatomic Potential Development 

Similar to single element potential development, a binary and ternary interatomic 

potential will use DFT results to garner pertinent information that can be upscaled to the 

atomistic length scale as calibration data for the MEAM potentials. Experimental values 

will take precedence as the calibration targets while ab-initio results will provide 

information that is not found from experiments. All the binary and ternary element 

calculations consider spin polarization to account for magnetization. The final MEAM 

parameters obtained for the binary pairs, X – Y, are listed in Table B.2. For the ternary 

potentials, the screening parameters involving all three atoms are the only six parameters 

available for calibration and are recorded in Table B.3. The notation used to describe the 

screening parameters, 𝐶௑ି௒ି௓
௠௔௫  and 𝐶௑ି௒ି௓

௠௜௡ , is consistent with LAMMPS where X-Y-Z 

denotes atom Z screening atoms X and Y.  
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1.3.1 Heat (Enthalpy) of Formation 

The first step towards binary potential development entails obtaining the energy-

volume curve for all the binary combinations using at least four crystalline structures: B1 

(rock salt), B2 (BCC equivalent), B3 (DC equivalent), and L12 (FCC equivalent). The 

importance of evaluating the aforementioned structures stems from the fact that any of the 

four can be used as a reference structure to describe the pair potential, ϕ(Rij), during binary 

potential development and thereby, provide a robust calibration. In addition, the 

equilibrium energy and lattice parameters of experimentally observed binary phases are 

simulated using DFT.  

Once the equilibrium energy for the various crystal structures are calculated, we 

evaluated the likelihood of the formation of each phase at 0K using the following formula 

for heat of formation: 

 ∆𝐻 ൌ
ாಶ೜ೠ೔೗ିே೉ா೉

಴೚೓ିேೊாೊ
಴೚೓

ே೉ାேೊ
 (0.3) 

where 𝐸ா௤௨௜௟ represents the total equilibrium energy of a binary compound with elements 

X and Y, 𝐸௑
஼௢௛ and 𝐸௒

஼௢௛ are the cohesive energies of elements X and Y, respectively, in 

their stable bulk structures, and 𝑁௑ and 𝑁௒ denotes the number of atoms of element X and 

Y in a binary structure. For a particular stochiometric ratio, the formation of the most stable 

phase is associated with the lowest heat of formation. A positive value for enthalpy of 

formation indicates that the reaction is endothermic while a negative value exhibits an 

exothermic reaction.  

Table 1.5 and Table 1.6 detail the results of the heat of formation and equilibrium 

volume, respectively, evaluated by the binary MEAM potentials. Figure A.1 and Figure 
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A.2 in Appendix A can help visualize the relative order of the heats of formation for the 

element pair X – Y as a function of atomic percentage of element Y. Priority is given to 

accurately capture the heat of formation and equilibrium volume of the experimentally 

observed structures. The next step is to ensure, where applicable, that the experimentally 

observed structures are the most stable structures for their specific stochiometric ratio. 

Finally, effort is expended to maintain the relative order of formation of the hypothetical 

structures. As illustrated in Table 1.5, the maximum deviation of the heat of formation for 

the majority of experimentally observed structures is below 40%. The D03 structure of Fe 

– Si system is an exception, but the experimental compounds exhibit the correct order of 

formation. In addition, Table 1.6 indicates that most of the equilibrium volumes calculated 

by the MEAM potential are within 25% of the experimental or DFT observed values, with 

the exception of a Fe – Mn binary and a few other outliers. Since Mn does not form any 

experimental structures with Fe but rather tends to mix in the Fe bulk as a solid solution, 

the accuracy to capture the heat of formation and equilibrium volume was leveraged for 

substitutional formation energies. The heat of formation and equilibrium volume of the Mn 

– Si and Si – C binary compounds were not calibration objectives, and therefore, the Mn – 

Si and Si – C binary parameters are used as variables for calibrating the ternary.  
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Table 1.5 Heat of formation for binary compounds evaluated by MEAM potential in 
comparison to experimental and DFT results. The difference is w.r.t. 
experiment when available, otherwise DFT.  

  Heat of Formation, ΔH (eV/atom)  

Binary 
System 

Alloy Phase MEAM Exp. DFT % Diff.* 

Fe – Mn 

B1 1.8 - 0.88 105 
B2 1.6 - 0.36 344 
B3 3.1 - 1.26 146 

L12 (Fe3Mn) 0.94 - 0.12 683 

Fe – Si 

B1 0.24 - 0.25 4 
B2 -0.16 - -0.48  67 
B3 -0.31 - 0.71 143 
B20 -0.40 -0.41a -0.50 2.4 

L12 (Fe3Si) 0.47 - -0.27 274 
D03 (Fe3Si) 0.06 -0.21a -0.32 129 

Fe – C 

B1 0.53 - 0.53 0 
B2 1.53 - 0.83 84 
B3 0.37 - 0.42 12 

Cementite 0.0485 0.0489b 0.01 0.8 
L12 (Fe3C) 1.25 - 0.72 74 

Mn – C 

B1 0.51 - 0.36 42 
B2 0.83 - 0.68 22 
B3 3.95 - 0.38 939 

Mn12C4 -0.079 -0.103c -0.107 22 
Mn23C6 -0.11 -0.111c -0.11 0.9 
Mn7C3 -0.07 -0.111c -0.107 38 

L12 (Mn3C) 0.70 - 0.64 9.4 

* Absolute value listed for % Difference 

a Reference 41 as cited by [68] 

b [69] 

c Reference 10 as reported by [70] 
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Table 1.6 Equilibrium volume for binary compounds calculated using MEAM 
parameters in comparison to experimental and DFT values. The difference 
is w.r.t. experiment when available, otherwise DFT.  

  Equilibrium Volume, V (Å3)  

Binary 
System 

Alloy Phase MEAM Exp. DFT % Diff. 

Fe – Mn 

B1 172 - 93.5 84 
B2 33.8 - 21.2 59 
B3 223.6 - 116.2 92 

L12 (Fe3Mn) 61.4 - 41.4 48 

Fe – Si 

B1 106.5 - 104.5 1.9 
B2 22.8 - 21.1 8 
B3 137.4 - 140.6 2.3 
B20 90.1 89.9a 88.3 0.2 

L12 (Fe3Si) 47 - 45.9 2.4 
D03 (Fe3Si) 183.2 180.3a 182.2 1.6 

Fe – C 

B1 63.5 - 63.6 0.2 
B2 14.9 - 14.9 0 
B3 78.1 - 77.1 1.3 

Cementite 154 154.3b 151.6 0.2 
L12 (Fe3C) 37.5 - 39.2 4.3 

Mn – C 

B1 79.1 - 65.0 22 
B2 16.9 - 15.2 11 
B3 144.9 - 82.3 76 

Mn12C4 162.2 157.4c 148.9 3.1 
Mn23C6 1272 1189d 1118 7.0 
Mn7C3 418.8 378.3d 354.7 11 

L12 (Mn3C) 39.1 - 38.8 0.8 
a [71] 

b [72] 

c [73] 

d [74] 

1.3.2 Elastic Constants for the Binary Structures 

The MEAM potential parameters are adjusted to ensure that the binary compounds, 

especially those experimentally observed, are mechanically stable using the elastic moduli. 
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The alpha (X,Y) MEAM parameter was primarily used to calibrate the bulk modulus. For 

non-cubic orthogonal structures such as cementite, Mn12C4, and Mn7C3, the bulk (B) and 

shear moduli (𝐶′ and 𝐶ସସ
∗ ) are evaluated as following 

 𝐵 ൌ ஼భభା஼మమା஼యయାଶሺ஼భమା஼భయା஼మయሻ

ଽ
 (0.4) 

 𝐶′ ൌ ஼భభା஼మమା஼యయି஼భమି஼భయି஼మయ
଺

 (0.5) 

 𝐶ସସ
∗ ൌ ஼రరା஼ఱఱା஼లల

ଷ
 (0.6) 

where 𝐶ସସ
∗  is the average of the three shear components C44, C55, and C66.  

Table 1.7 lists the results of the elastic constants obtained for experimental and 

hypothetical phases. As indicated, the maximum deviation of the elastic moduli predicted 

by MEAM potential is within 80% of the experimental or DFT results.  

Table 1.7 Elastic constants for binary compounds. Results calculated using MEAM 
potential are compared to experimental or literature results. 

  Elastic Constants (GPa)  

  B Cʹ Cସସ
∗   

Binary 
System 

Alloy 
Phase 

MEAM 
Exp. 

(DFT) 
MEAM 

Exp. 
(DFT) 

MEAM 
Exp. 

(DFT) 
% Diff. 

Fe – Mn B2 289.8 (271) 24.6 (63) 269.9 (174) 41 

Fe – Si 
B20 78.7 

110a 

(210)b 
22.3 

 
(150)b 

57.7 
 

(180)b 
60 

D03 266 168c 103 38c 124.7 137c 79 

Fe – C Cementite 201.7 (351)d 99.4 (161)d 76 (94)d 33 

Mn – C 

Mn12C4 369.6 (311)e 202.5 (138)e 247.1 (132)e 51 

Mn23C6 334.9 (314)e 306.7 (133)e 233 (139)e 68 

Mn7C3 324.4 (323)e 314.7 (116)e 112.1 (105)e 59 
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% Difference calculated by averaging the percentage difference of B, Cʹ, and C44 w.r.t. 

experimental or literature results.  

a [75] as cited by [68] 

b [76] 

c Kӧtter et al. as cited by [77] 

d DFT results by Jiang et al. [78] 

e First-principles evaluation by Chong et al. [79] 

1.3.3 Substitutional and Interstitial Formation Energy 

The formation energy of a substitutional point defect, 𝐸௙
ௌ௨௕, of type-Y atom in the 

bulk of type-X atoms is defined using the following formula  

 𝐸௙
ௌ௨௕ ൌ 𝐸்௢௧௔௟ െ 𝐸஻௨௟௞ ቀ

ேିଵ

ே
ቁ െ 𝐸௒

஼௢௛ (0.7) 

where N is the total number of atoms in the bulk of type-X atoms, 𝐸஻௨௟௞ is the total bulk 

energy for the most stable structure of type-X atom with N number of atoms, 𝐸்௢௧௔௟ is the 

total energy evaluated of one type-Y atom substituted in the bulk of type-X atoms, and 

𝐸௬஼௢௛ is the cohesive energy of the most stable structure for element Y. The bulk dimensions 

of 5 × 5 × 5 and 3 × 3 × 3 primitive cells of BCC Fe are used in MEAM and DFT, 

respectively. Table 1.8 details the substitutional formation energies comparing the MEAM 

potential calibration to DFT results that are depicted within parentheses. Since the MEAM 

potential for low-alloy steels is being developed, replicating the substitutional point defect 

energies of the alloying elements Mn and Si in the Fe bulk is imperative. Additionally, the 

results indicate that a majority of the substitutional energies are in good agreement and 

reproduced the same sign as the DFT results. The Mn – Si and Si – C MEAM parameters 
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were used for ternary calibration and consequently resulted in large substitutional energies. 

Fe in Mn bulk was also at least an order of magnitude larger than the DFT results.  

Table 1.8 The formation energies of substitutional point defects for Fe, Mn, Si and C. 
Results obtained using DFT are presented in parenthesis while the MEAM 
potential values are reported without parenthesis.  

 Substitutional ‘Atom’ Energy (eV) 

Host Atom Fe Mn Si C 

Fe  
0.057a 

(0.057)b 
-1.286 
(-1.28) 

1.02 
(2.95) 

Mn* 
10.4 

(0.25) 
 

22.6 
(-0.98) 

2.03 
(2.54) 

Si 
2.80 

(1.92) 
10.8 

(2.67) 
 

12.7 
(1.4) 

C 
8.64 

(6.03) 
5.25 

(7.26) 
17.1 
(4.0) 

 

a Results produced by MEAM potential. 

b DFT results in parenthesis.  

* FCC used as bulk crystalline structure.  

Having a much smaller atomic radius, carbon tends to alloy as an interstitial in Fe. 

Therefore, the formation energy of a carbon interstitial in an Fe bulk,  𝐸௙
ூ௡௧, is evaluated 

using the following equation: 

 𝐸௙
ூ௡௧ ൌ 𝐸்௢௧௔௟ െ 𝐸஻௨௟௞ െ 𝐸஼

஼௢௛ (0.8) 

where 𝐸஻௨௟௞ is the total bulk energy for BCC Fe atoms, 𝐸்௢௧௔௟ is the total energy evaluated 

of one carbon atom located at an octahedral interstitial location in the bulk of Fe atoms, 

and 𝐸஼
஼௢௛ is the cohesive energy of the most stable structure for carbon. VASP calculations, 
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employing the same aforementioned bulk dimensions, predict the interstitial formation 

energy to be 0.36 eV versus the substitutional formation energy of 2.95 eV. The lower 

formation energy indicates that carbon is more stable as an interstitial than a substitution 

in Fe. The MEAM parameters also demonstrate the correct order of formation with the 

dilute interstitial solution energy as -1.62 eV whereas the dilute substitutional formation 

energy is 1.02 eV. Although MEAM potential predicted a negative interstitial formation 

energy for carbon in Fe, the difference of interstitial point defect with respect to 

substitutional point defect calculated by the MEAM potential (2.64 eV) with respect to 

VASP calculations (2.59 eV) remained consistent. The behavior that needs to be captured 

correctly, however, is the interaction of C with Mn and Si in the Fe bulk.   

1.3.4 Ternary Substitutional and Interstitial Binding Energy  

To calibrate the ternary potentials, the energy difference between having atoms of 

element Y and Z close together in the bulk of the most stable structure of element X versus 

having them far away is defined as the binding energy, 𝐸௦௨௕
஻ா , and is evaluated as the 

following: 

 𝐸௦௨௕
஻ா ൌ 𝐸்௢௧௔௟

௒ ൅ 𝐸்௢௧௔௟
௓ െ 𝐸஻௨௟௞

௑ െ 𝐸்௢௧௔௟
௒ି௓  (0.9) 

where 𝐸்௢௧௔௟
௒ି௓ , 𝐸்௢௧௔௟

௒ , and 𝐸்௢௧௔௟
௓  denote the total relaxed energy of Y and Z atoms, single 

Y atom, and single Z atom, respectively, in the bulk of element X. 𝐸஻௨௟௞
௑  represents the 

total energy of a defect free element-X bulk. The binding energy will only be evaluated for 

Fe as the host atom while the pairs, Y – Z, will be located at the first (1NN) and second 

(2NN) nearest neighbor distances. Similar to the previous section, the bulk dimensions 

used for MEAM potential and DFT are consistent. Additionally, the binding energy of a 
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substitutional pair will only be presented for Mn – Si whereas the energy of a substitution-

interstitial pairs will be evaluated for Mn – C and Si – C. A schematic of the 1NN and 2NN 

substitutional only and substitutional-interstitial pair is depicted in Figure 1.2. A 

substituted atom represented with a red (dotted outline) and blue (dashed outline) are 

located at the 1NN and 2NN locations with respect to the substitutional (gray) atom or the 

smaller (green) interstitial atom at the octahedral location.  

 

Figure 1.2 A schematic of the substituted atoms located 1NN (red, dotted) and 2NN 
(dashed, blue) with respect to another substituted atom (gray) or octahedral 
interstitial atom (green). 

Table 1.9 lists the binding energies predicted by the MEAM parameters in 

comparison to the DFT values for the host Fe. Positive values of the binding energy denote 

a ‘binding’ or ‘attractive’ behavior whereas a negative number represents a ‘repulsive’ 
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trend. Results indicate that the MEAM potential values are in good agreement with the 

DFT values. Accurately capturing the interaction of the multicomponent system is a 

primary objective. We achieve this objective by constraining the formation of Mn – Si and 

Si – C binary compounds, and instead use the Mn – Si and Si – C binary interaction as an 

input variable to calibrate the ternary interaction. Furthermore, since Fe – Mn do not form 

any experimentally observed binary compounds, the pair potential is also calibrated such 

that it can capture both the binary substitutional formation energy and ternary binding 

energies. 

Table 1.9 Ternary binding energies for substitutional pair of Mn-Si and substitution-
interstitial pairs of Mn-C and Si-C in Fe bulk. The interaction of impurity 
pairs are evaluated at 1NN and 2NN. Results evaluated using DFT are 
represented in parenthesis whereas MEAM potential values are listed 
without parenthesis. 

  Binding Energy (eV) 

  
Substitutional 

Pair 
Substitution – Interstitial Pair 

Host Atom Pair Location Mn – Si Mn – C Si – C 

Fe 

1NN 
-0.14a 

(-0.14)b 
-2.55 

(-0.47) 
-0.37 

(-1.01) 

2NN 
-0.67 

(-0.17) 
-0.17 

(-0.60) 
-0.88 

(-1.25) 

a Results produced by MEAM potential. 

b DFT results in parenthesis. 
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1.4 Potential Validation Testing 

The final step is to determine the applicability of the MEAM potential. A number 

of simulations were performed at finite temperatures to encapsulate the thermodynamic 

and kinetic properties of Fe and low-alloy steels. First, the coefficient of linear thermal 

expansion is evaluated for pure Fe using a 2000 atom system with periodic boundaries. The 

box was initially equilibrated using a NPT ensemble for 0.1 ns to achieve the correct zero 

pressure volume at a given temperature. A final equilibration was conducted for an interval 

of 1 ns, and the lattice dimensions were averaged over the time interval to calculate the 

linear thermal expansion coefficient. The same set of simulations was also used to evaluate 

the heat capacity of pure and alloyed iron. Table 1.10 and Table 1.11 compares the results 

of the coefficient of linear thermal expansion and heat capacity of iron of the MEAM 

potential results to the experimental results. At 300K, the linear thermal expansion and heat 

capacity for pure iron were within 4% of the experimentally observed values. Both the 

physical properties of the Fe alloys increased when doped with Mn and Si, demonstrating 

that the trend moved in the right direction but not as large as measured. Finally, the specific 

heat capacity and thermal expansion of a multicomponent low-alloy steel was evaluated, 

and the results indicated that the MEAM potential results were within 2.3% of experimental 

observations. A point of note is that the experimental agreement of heat capacity may also 

indicate that MD simulations provide results close to the Dulong-Petit law.  
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Table 1.10 Coefficient of linear thermal expansion evaluated for Fe at 300K using 
present MEAM potential and compared to experimental results. 

 𝛼௟ at 300K (10-6 K-1)  
 MEAM Experiment % Difference 

Fe 11.15 11.6a 3.9 
Fe – 2% Mn 11.73 12.7a,b 7.6 
Fe – 1% Si 11.48 12.2a 5.9 

Fe – 1.25% Mn, 
0.6% Si, 0.25% C 

11.83 12.0c 1.4 

a [80] 

b Experimental value for Fe – 2.8% Mn. 

c 1522 low-alloy steel [81] 

Table 1.11 Heat capacity calculated for pure Fe and alloys at 300K. Results calculated 
using MEAM potential are compared to experimental observations.  

 Cp at 300K (J g-1 K-1)  
 MEAM Experiment % Difference 

Fe 0.467 0.4676a 0.12 
Fe – 2% Mn 0.4709 0.5016a 6.12 
Fe – 1% Si 0.4732 - - 

Fe – 1.25% Mn, 
0.6% Si, 0.25% C 

0.475 0.486b 2.3 

a [82]  

b 1522 low-alloy steel [81] 

In addition, the self-diffusion coefficients were also evaluated for Fe using a single 

crystal comprising 16,000 atoms. The system was equilibrated using the NPT ensemble for 

0.2 ns followed by an introduction of a small number of random vacancies. Finally, a 

canonical (NVT) ensemble was simulated for 1 ns where the atom positions were recorded 

every 500 fs. The atom position vectors are used to calculate the self-diffusion coefficients 
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using Einstein’s formulation [83] relating mean square displacement as a function of 

observed time with the following equation  

 𝐷 ൌ ଵ

ଶௗ
lim
௧→ஶ

〈ሾ௥ሺ௧బା௧ሻି௥ሺ௧బሻሿమ〉

௧
 (0.10) 

where d is the dimensionality of the system and the angled brackets signify that an 

ensemble average over all molecules and time origins must be considered. In order to 

observe diffusivity of atoms within a reasonable timeframe, an excess number of vacancy 

concentrations, 𝐶௩௘௫, are introduced in the simulation environment. This requires the 

simulated diffusivity, 𝐷௦௜௠, to be adjusted for the equilibrium vacancy concentration, 𝐶௩
௘௤. 

The actual diffusivity,  𝐷௥௘௔௟, of the system is then evaluated using the following equation 

 𝐷௥௘௔௟ ൌ
஼ೡ
೐೜

஼ೡ
೐ೣ 𝐷௦௜௠ (0.11) 

where the equilibrium vacancy concentration, 𝐶௩
௘௤, is obtained using: 

 𝐶௩
௘௤ ൌ exp ൤െ

ு೑
ೡି்ௌ೑

ೡ

௞ಳ்
൨ (0.12) 

where 𝐻௙
௩ is the vacancy formation enthalpy, 𝑆௙

௩ is the vacancy formation entropy, and 𝑘஻ 

is the Boltzmann constant. The vacancy formation entropy was taken from literature [84] 

as 2.20𝑘஻. 

To evaluate uncertainty, each simulation is conducted three times with different 

seed numbers for the porosity and temperature, and 95 percent confidence intervals were 

employed for both temperature and the self-diffusion coefficients. Figure 1.3 shows that 

the MEAM potential calculated self-diffusion coefficients, with the diffusion activation 

energy of 0.11 eV, for pure Fe in comparison with the experimental results, having an 

activation energy of 0.18 eV [85].  
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Figure 1.3 An Arrhenius plot of self-diffusion coefficients as a function of 
temperature. Results obtained by MEAM potential are in overall agreement 
with experimental values.  

The binding energy of like-atoms at 1NN and 2NN locations is probed using the 

present MEAM potential and compared against the DFT calculations using the following 

equation:  

 𝐸஻ா ൌ 2 ∙ 𝐸்௢௧௔௟
௒ െ 𝐸஻௨௟௞

௑ െ 𝐸்௢௧௔௟
௒ି௒  (0.13) 

where 𝐸்௢௧௔௟
௒  and 𝐸்௢௧௔௟

௒ି௒  represent the total relaxed energy of a single Y and two Y atoms 

in Fe, respectively, in the bulk of element X. 𝐸஻௨௟௞
௑  denotes the total relaxed energy of a 

defect free bulk of element X. The bulk dimensions used in Section 1.3.4 sets the precedent 

for the calculations of like-atom binding energies. The results from the analysis are 

summarized in Table 1.12 and Table 1.13. 
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Table 1.12 Binding energy of like-atoms at 1NN and 2NN for the substitutional pairs 
of Mn and Si in an Fe bulk. The calculation conducted using the present 
MEAM potential, presented without parenthesis, is compared to results 
obtained using DFT in parenthesis.  

  Binding Energy (meV) 

  Substitutional Pair 

Host Atom Pair Location Mn – Mn Si – Si 

Fe 

1NN 
67a 

(-49)b 
1765 
(-152) 

2NN 
262 
(-87) 

142 
(-96) 

a Results produced by MEAM potential. 

b DFT results in parenthesis. 

  



 

29 

Table 1.13 Binding energies for the interstitial pairs of C (green) in the bulk of Fe 
(black). Results from the present MEAM potential are compared against 
the DFT calculations and corresponding literature study.  

 
Binding Energy (meV) 

C – C Interstitial Pair 

Atomic Structure Present Study Literature [86] 

 

-511 
 

-90 
 

 

-165 
 

130 
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1.5 Potential Prediction Testing 

Since dislocation motion across a slip plane and in the slip direction is one of the 

possible mechanisms of plasticity in BCC Fe, we evaluate the change in energy as the 

stacking sequence of a perfect bulk single crystal is changed at 0K. Figure 1.4a details the 

Generalized Stacking Fault Energy (GSFE) as a function of the normalized displacement. 

A comparison of the GSFE curve for alternative slip planes and directions evaluated using 

the present MEAM potential against DFT data produced by Yan et al. [87] indicates 

agreement and the correct relative energies between the faults. Additionally, the effect of 

alloying elements on the stacking fault energy is evaluated for Mn, Si, C, and a 

multicomponent system, as depicted in Figure 1.4b. The addition of Mn and C increased 

the stacking fault energy with respect to pure Fe while the addition of Si caused the stacking 

fault energy to remain approximately the same as pure Fe. A multicomponent system 

exhibited a decrease in peak stacking fault energy as well.  
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Figure 1.4 Generalized Stacking Fault Energy (GSFE) evaluated as a function of 
normalized displacement. a) GSFE obtained for multiple slip planes and 
directions evaluated using the present MEAM potential is compared against 
literature DFT of Fe. b) Effect of alloying element on the GSFE is 
evaluated and compared against the GSFE of pure Fe.  

 



 

32 

1.6 Conclusions 

A quaternary element MEAM potential involving Fe, Mn, Si, and C was developed 

to simulate low-alloy steels using a hierarchical multiscale modeling paradigm. First, single 

element interatomic potentials were calibrated using experimental observations and first-

principle calculations of the cohesive energy, lattice parameters, elastic constants, and 

point defect formation energies of vacancies and interstitials. Then, the calibration of 

binary element pairs was performed. This calibration entailed using the heat of formation, 

equilibrium volume, and elastic constants of binary compounds along with substitutional 

and interstitial formation energies as calibration targets. Finally, ternary interactions of Mn, 

Si, and C in Fe bulk were considered using substitutional and interstitial binding energies 

that were compared to ab-initio calculations.  

A vital aspect of this atomistic study was to discern if the newly developed 

interatomic potentials could be applied to garner thermodynamic and kinetic data. 

Simulation results of the linear thermal expansion, heat capacity, and self-diffusion 

coefficients showed a great comparison to the experimental data found in the literature for 

Fe and its alloys, thereby extending confidence in the current MEAM potential to capture 

a wide array of atomistic phenomenon in a low-alloy steel.  
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Figure A.1 Heat of formation for the binary compounds of a) Fe–C and b) Fe–Si 
plotted as a function of atomic percentage of an alloying element. The 
experimental structure for Fe–C is cementite.  
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Figure A.2 Heat of formation for the binary compounds of a) Fe–Mn and b) Mn–C 
plotted as a function of atomic percentage of an alloying element. 
Compounds X, Y, and Z denote Mn12C4, Mn23C6, and Mn7C3, respectively. 
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Table B.1 MEAM potential parameters for Fe, Mn, Si, and C. Ec and alat have units of 
eV and Å. 

 Ec alat α Asub β(0) β(1) β(2) β(3) t(1) t(2) t(3) Cmin Cmax Attrac Repuls 

Fe 4.28 2.867 5.1 0.41 3.8 1.45 1.29 2.85 -5.118 9.12 -4 0.483 2.203 0 0.012 

Mn 2.855 3.693 6.154 0.92 4.3 2.227 4.155 7.452 24 29.36 -4.897 2.4 0.19 0 0.032 

Si 4.63 5.43 4.882 1 3.9 7 8.78 4.8 3.01 5.61 -0.6 2 2.8 0.12 0 

C 7.346 3.567 4.382 1.2 2.55 2.2 1.0 3 3.246 7.496 -2.8 2 2.8 0.12 0 
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Table B.2 MEAM potential parameters for the binary pair (X – Y). 

 Element Pair (X – Y) 

Parameters Fe – Mn Fe – Si Fe – C Mn – Si Mn – C Si – C 

lattice (X,Y) L12(X3Y) B1 B1 L12(X3Y) L12(X3Y) dia(B3) 

Re (X,Y) 2.79 2.37 1.995 4.654 2.393 1.888 

Ec (X,Y) 3.002 4.22 5.285 0.34 3.382 0.34 

Alpha (X,Y) 9.33 5.7 5.45 6.8 7.2 4.54 

Cଡ଼ିଡ଼ିଢ଼
୫ୟ୶  2.82 1.98 2.7 2.8 2.5 2.8 

Cଡ଼ିଡ଼ିଢ଼
୫୧୬  2.05 1 1.6 2 1 2 

Cଢ଼ିଢ଼ିଡ଼
୫ୟ୶  2.8 2.8 2.8 2.8 2.8 2.8 

Cଢ଼ିଢ଼ିଡ଼
୫୧୬  2 2 0.7 2 0 2 

Cଡ଼ିଢ଼ିଡ଼
୫ୟ୶  2.8 2.8 2.8 2.8 2.8 2.8 

Cଡ଼ିଢ଼ିଡ଼
୫୧୬  2 2 2 2 2 2 

Cଡ଼ିଢ଼ିଢ଼
୫ୟ୶  2.8 2.8 2.8 2.8 2.8 2.8 

Cଡ଼ିଢ଼ିଢ଼
୫୧୬  2 2 2 2 2 2 

attrac (X,Y) 0 0 0 0 0 0 

repuls (X,Y) 0 0.5 0.008 0 0.04 0 

rho0 (X) 1 1 1 0.6 0.6 1.4 

rho0 (Y) 0.6 1.4 4.4 1.4 4.4 4.4 
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Table B.3 MEAM potential parameters for the X – Y – Z ternary element interactions. 

 Ternary Interactions (X – Y – Z) 

Parameters Fe – Mn – Si Fe – Mn – C Fe – Si – C 

Cଡ଼ିଢ଼ି୞
୫ୟ୶  2.8 1.2 2.8 

Cଡ଼ିଢ଼ି୞
୫୧୬  2.0 0.29 2.0 

Cଡ଼ି୞ିଢ଼
୫ୟ୶  2.8 2.8 2.8 

Cଡ଼ି୞ିଢ଼
୫୧୬  2.0 2.0 2.0 

Cଢ଼ି୞ିଡ଼
୫ୟ୶  2.8 2.8 2.8 

Cଢ଼ି୞ିଡ଼
୫୧୬  2.0 2.0 2.0 

 

 


